On the Design of an Elegant CFO Estimate System with the Assistance of Pilots for OFDM Transmission
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Abstract: We present an improved line search method of the carrier frequency offset (CFO) estimate technique for OFDM systems aided with pilots. Unlike the conventional approaches, prior knowledge of channel order is unnecessary for the presented scheme, because we apply an interpolation technique for obtaining the extended channel frequency response. The search mechanism of the proposed approach is primarily based on the criterion that CFO can be found by discovering the frequency that achieves the minimum value of the well-defined channel residual energy. In addition, we substitute the line search method with an iterative approach to reduce the proposed estimator’s complexity. Analytical and simulation results have been conducted to verify the efficacy of the proposed schemes in this paper.
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1. Introduction

In wireless communications, the carrier frequency offset (CFO) [1,2] is primarily caused when the frequencies of the oscillators between the transmitting and receiving ends do not match or there is a Doppler frequency shift that is proportional to the carrier frequency, as well as to the moving speed
of the mobile unit. For orthogonal frequency division multiplexing (OFDM) systems [3,4], the quality of the signal transmission is liable to degrade in the case of the existence of CFO. This is because CFO destroys the orthogonality between the subcarriers and, thus, brings about the signal distortion in OFDM systems. Since multi-carrier systems are very sensitive to the subcarrier synchronization error, it is essential to provide an accurate estimation for compensating the CFO. Otherwise, it is difficult to develop an OFDM system that is able to meet the elementary requirement of acceptable communication link quality. Therefore, CFO estimation for OFDM attracts much attention and is an active area of research.

In the past, a number of works (e.g., [1–17]) have been devoted to the CFO estimation techniques. The least square (LS) criterion is used in [8] for CFO estimation. Hebley [7] presented a CFO estimator based on the maximum-likelihood (ML) criterion while assuming the training sequences and channel statistics are known. In [9], the ML criterion is further employed for the joint estimation of channel and CFO. In [1,10,11], CFO estimators were developed using a training sequence with two or multiple identical components. By using one OFDM symbol with \( M \) identical components, the CFO estimation scheme in [11] expands the estimation range to \( M \) subcarrier spacing for reducing the implementation cost, since the wider the estimation range is, the lower the precision of the employed oscillator will be. However, the expense of the scheme [11] is the increase of the computational complexity, especially for a large \( M \). The estimation range can be further expanded by using one more OFDM symbol [12] while sacrificing the transmission efficiency. The CFO estimation algorithms with the cyclic prefix (CP) technique [13], which either use a special training sequence [14] or a pilot signal [15], have been presented. One of the most commonly used is to employ the subspace estimation algorithm of the singular value decomposition (SVD) [16] and the ML criterion [17]. On the other hand, it is commonly assumed that the channel side information is unavailable to the CFO estimator, and CFO estimation can also be reached by employing the inherent structure of OFDM signals. This is generally categorized into the field of blind approaches. For instance, the ML-based CFO estimator is implemented by using correlation operations, as the training signals are periodic and unknown [1,10]. The blind CFO estimation has received a great amount of attention because of its bandwidth efficiency. However, the blind schemes degrade in performance significantly, especially when the length of the channel impulse response is large. In practice, many channel estimation and space-time coding schemes [18] require the channel statistics information. For these systems, the availability of channel statistics information can be expected for CFO estimation in OFDM.

The objective of this paper is to present a CFO estimation technique, which is aided with pilot symbols, for OFDM transmission. The results obtained from this novel approach would provide two major contributions. For the traditional line search methods of CFO, it is often assumed that the channel order is known prior to the CFO estimate. However, this assumption may not be realistic, while the channel characteristic is difficult to be acquired promptly. First, we discard the assumption and modified the traditional CFO line search method by introducing an interpolation technique to attempt reconstructing full-dimensional channel frequency responses for an OFDM system with pilots. We derived the theoretical analysis in this study and reached some beneficial statistics of the estimation scheme. Based on these obtained analytical results, it can be found that the CFO estimate criterion is equivalent to discovering the frequency that achieves the minimum residual channel energy (CRE).
Secondarily, we efficiently reduced the implementation complexity of the proposed CFO estimator by means of developing a simplified scheme without using the exhaustive CFO search method. Such a scheme allows the estimator to need less amount of computation during the data process than that required by a conventional line search approach. In spite of providing a lower complexity than that of a conventional technique, the alternative scheme operates at the expense of a little amount of estimate accuracy loss. Therefore, we further applied an iteration technique to compensate the estimate accuracy loss, which results from the necessary approximation in the analytical process of the estimate statistics.

The organization of the rest of the paper is as follows. Section 2 depicts the mathematical models for the received data while considering the presence of CFO and provides an essential review of the conventional estimate approach presented by Chung [19]. In Section 3, we first propose an improved search-based CFO estimator while assuming the channel order is not reached. Next, an iterative algorithm is presented to reduce the computational complexity of the proposed estimator. To have a clear insight of how much complexity can be saved, numerical comparison of the computational complexities among all of the concerned schemes is also included in this section. In Section 4, we provide the computer simulation results to demonstrate the performance advantages of the proposed schemes over Chung’s approach. Finally, the conclusion is reported in Section 5.

The notations used in this paper are defined as followed: vectors (matrices) are typed with boldface letters. \( \mathbf{I}_n \), \( \mathbf{O}_{m \times n} \) and \( 0_n \) represent an \( n \times n \) identity matrix, an \( m \times n \) all-zero matrix and an \( n \times 1 \) all-zero vector, respectively. \( \mathbf{D}_a \) is a diagonal matrix with the diagonal entries taken from the vector \( \mathbf{a} \). \( (\cdot)^* \), \( (\cdot)^T \), \((\cdot)^H \) and \( \text{Tr}\{\cdot\} \) the complex conjugate, transpose, Hermitian transpose and trace operations, respectively. The \( (i,j) \)-th entry of matrix \( \mathbf{A} \) is denoted by \( [\mathbf{A}]_{ij} \). In addition, \( \Re\{\cdot\} \), \( E\{\cdot\} \) and \( \| \cdot \| \) denote the real part of a complex number, the taken ensemble average and the Frobenius norm operator, respectively.

2. Signal Model

For a classical OFDM system, we consider that it has a total bandwidth composed of \( N \) subcarriers and employs the technique of pilot-based signal correction, in which quadrature amplitude modulation (QAM) transmission is utilized over multipath fading channels. Let the total \( K \) pilot symbols and \( (N - K) \) data symbols be modulated each by an individual subcarrier, such that the inter-carrier interference is absent. The modulated symbols \( \mathbf{X} \) are processed by the inverse fast Fourier transformer (IFFT), and then transformed into the time-domain signals obtained by \( \mathbf{x} = \mathbf{F}^H \mathbf{X} \), where \( \mathbf{F} \in \mathbb{C}^{N \times N} \) denotes the FFT matrix with the \( (k, l) \)-th entry being \( e^{j2\pi(k-1)(l-1)/N}/\sqrt{N} \). For a channel of maximum delay spread \( L \), the OFDM symbol requires a cyclic prefix (CP) of length \( N_g \geq L \) so as to eliminate the inter-symbol interference (ISI). After the CP is removed at the receiver end, the received OFDM symbols are then FFT processed. In the presence of CFO, the received symbol block is given by:

\[
\mathbf{R} = \mathbf{F} \mathbf{D}_{a(\epsilon_d)} \mathbf{F}^H \mathbf{X} \mathbf{F}^H + \mathbf{W}
= \mathbf{F} \mathbf{D}_{a(\epsilon_d)} \mathbf{F}^H \mathbf{D}_x \mathbf{H} + \mathbf{W}
\]

where \( \epsilon_d \) is the related frequency offset normalized to subcarrier spacing and the diagonal matrix \( \mathbf{D}_{a(\epsilon_d)} \) represents the CFO effect with \( \mathbf{a}(\epsilon_d) = [1, e^{j2\pi \epsilon_d/N}, \cdots, e^{j2(N-1)\pi \epsilon_d/N}]^T \). The channel impulse response is given by \( \mathbf{h} = [h(0), h(1), \cdots, h(L), 0_{N-L-1}^T]^T \), and the \( N \times 1 \) vector \( \mathbf{H} = \mathbf{F} \mathbf{h} \) is the channel.
frequency response (CFR). \( W \) denotes the complex white Gaussian channel noise, which is assumed to be independent of the transmitted data.

The channel estimation (CE) aims at extracting \( \mathbf{H}/\mathbf{h} \) from the received data in Equation (1). We briefly review the pilot-based CE technique, which is widely used because of its simplicity. Let the \( k \)-th pilot symbol be modulated on the \( c_k \)-th subcarrier where \( k = 0, 1, \ldots, K - 1 \). Stacking all of the \( K \) entries in order yields a \( K \times 1 \) vector \( \mathbf{R}_P \), which is expressed by:

\[
\mathbf{R}_P \triangleq \begin{bmatrix} R_{c_0} & R_{c_1} & \cdots & R_{c_{K-1}} \end{bmatrix}^T = \mathbf{SR}
\]

(2)

where the \( K \times N \) matrix \( \mathbf{S} = [e_{c_0}, e_{c_1}, \cdots, e_{c_{K-1}}]^T \), with \( e_k \) being the \( k \)-th column vector of an \( N \times N \) identity matrix \( \mathbf{I}_N \). Based on the pre-known pilot symbols, the CFR estimate associated with the pilot symbols can be written by:

\[
\hat{\mathbf{H}}_P = \mathbf{D}^{-1}_{X_P} \mathbf{R}_P
\]

(3)

where \( \mathbf{X}_P = \mathbf{S} \mathbf{X} \) is the data vector associated with the corresponding pilot symbols. Clearly, when CFO is absent (\( \epsilon_d = 0 \)), we have \( \mathbf{D}_{a(\epsilon)} = \mathbf{I}_N \), which allows the CFR to be successfully estimated. When the input signal-to-noise ratio (SNR) is sufficiently large, the estimated CFR reaches:

\[
\hat{\mathbf{H}}_P = \mathbf{S} \mathbf{H} + \mathbf{D}^{-1}_{X_P} \mathbf{S} \mathbf{R}_P \approx \mathbf{S} \mathbf{H}
\]

(4)

However, in mobile environments, CFO usually exists due to Doppler shift and/or mismatch between the transmitter and receiver oscillators. Even though the CFO is very small, the estimator provided by Equation (3) may not work properly. To relieve the impact on the system performance caused by CFO, a variety of approaches have been proposed in the past. Let us consider a typical example, which employs redundant pilot symbols to perform CFO estimation [19]. Recall that the desired channel response with a channel length of \( L \) can be modeled by

\[
\mathbf{h} = [h(0), h(1), \cdots, h(L), 0_{N-L-1}^T]^T,
\]

where \( h(i) \neq 0 \), \( i = 0, 1, \ldots, L \) and the other entries are all zeros. For the estimated channel response \( \hat{\mathbf{h}} \), the last \( N - L - 1 \) entries of \( \hat{\mathbf{h}} \) are negligible, because they are essentially induced by the channel noise while CFO is absent. Else, the magnitudes of these entries increase with the value of CFO. That is, the minimization of the energy composed of the last \( N - L - 1 \) entries of \( \hat{\mathbf{h}} \) can be regarded as a useful criterion for estimating the CFO. The procedure of Chung’s algorithm [19] is summarized as follows:

(1) Compute the CFO-compensated data:

\[
\tilde{\mathbf{R}}(\epsilon) = \mathbf{F} \mathbf{D}_{a(\epsilon)}^H \mathbf{F}^H \mathbf{R}
\]

(5)

(2) Compute the CFR estimate of pilot symbols according to Equation (3):

\[
\hat{\mathbf{H}}_P(\epsilon) = \mathbf{D}^{-1}_{X_P} \mathbf{S} \tilde{\mathbf{R}}(\epsilon)
\]

(6)

(3) By operating \( K \)-point inverse discrete Fourier transform (IDFT), the time-domain channel response estimate of size \( K \) is given by:

\[
\hat{\mathbf{h}}_{\text{Chung}}(\epsilon) = \mathbf{S} \mathbf{F} \mathbf{D}_{a(\epsilon)}^H \mathbf{D}^{-1}_{X_P} \mathbf{S} \tilde{\mathbf{R}}(\epsilon)
\]

(7)
(4) Compute the energy of the last $K - L - 1$ entries of $\hat{h}_{Chung}(\epsilon)$, which is termed the channel residual energy (CRE), defined by:

$$f(\epsilon) = \sum_{j=\hat{L}+2}^{K} \left| \hat{h}_{Chung}(\epsilon)_{j} \right|^2 = \left| Jh^\sim_{Chung}(\epsilon) \right|^2$$

where $J = [O_{(K-\hat{L}-1)\times(L+1)}, I_{K-\hat{L}-1}]$ and $\hat{L}$ is the estimate of the channel order $L$.

(5) Determine the CFO estimate in accordance with:

$$\hat{\epsilon}_d = \arg \min_{\epsilon} f(\epsilon) = \arg \min_{\epsilon} \left\| JF_K D^{-1}_{X_p} S\tilde{R}(\epsilon) \right\|^2$$

where $F_K$ denotes the first $K$ columns of $F$.

In spite of proving good performance, Chung’s method deteriorates in performance while $L$ is not correctly estimated. Under the condition of $\hat{L} > L$, although the last few entries of $\hat{h}_{Chung}(\epsilon)$ may be very small, they result in estimation errors. On the other hand, this scheme fails to provide acceptable performance when $\hat{L} < L$. How to correctly estimate the channel order is a critical challenge for Chung’s algorithm. What is worse is that this method breaks down as the number of pilot symbols, $K$, is less than or equal to the channel order. In addition, the searching granularity for $\epsilon_d$ in Equation (9) is given by a heuristic approach, which involves the trade-off of estimate accuracy and computational complexity. For these considerations, in the next section, we will present a robust CFO estimator for a pilot-based OFDM system while avoiding these unfavorable factors.

3. Robust Low-Complexity CFO Estimator

In this section, we develop a robust CFO estimator whose computational complexity is greatly improved. Especially, the proposed CFO estimator is able to promise a reliable performance without knowledge of the channel order $L$. To this end, we apply the CP length, $N_g$, to compute the CRE instead of $L$. In spite of avoiding dealing with the estimation of $L$, the proposed CFO estimator cannot work properly in a channel with a long delay spread. This is because that large channel order results in the degree-of-freedom deficiency problem while computing the CRE. Fortunately, here, we present the reconstruction of a full-dimensional CFR of size $N$ by imposing the interpolation technique on the CFR of the pilot symbols.

3.1. Proposed Search-Based CFO Estimator

Let $Q$ denote the $N \times K$ interpolation matrix. The linear interpolation is widely used, and for the considered system, the $N \times K$ matrix $Q$ is given by:

$$Q = \begin{bmatrix} q_1 & q_2 \\ q_1 & q_2 \\ \vdots & \vdots \\ q_1 & q_2 \\ q_1 & \end{bmatrix}$$

(10)
where:

\[ \mathbf{q}_1 = \frac{1}{N} \times [N, N - K, N - 2K, \ldots, 2K, K]^T \]

\[ \mathbf{q}_2 = \frac{1}{N} \times [0, K, 2K, \ldots, N - 2K, N - K]^T \]

(11)

The full-dimensional CFR can be derived from Equation (3) and written by the expression:

\[ \hat{\mathbf{H}}(\epsilon) = \mathbf{Q} \hat{\mathbf{H}}_P(\epsilon) = \mathbf{Q} \mathbf{D}^{-1}_{X_p} \mathbf{S} \hat{\mathbf{R}}(\epsilon) \]

(12)

Applying \( N \)-point IFFT to \( \hat{\mathbf{h}} \), the full-dimensional time-domain channel response reaches:

\[ \hat{\mathbf{h}}(\epsilon) = \mathbf{F} \hat{\mathbf{H}}(\epsilon) = \mathbf{F} \mathbf{H} \mathbf{Q} \mathbf{D}^{-1}_{X_p} \mathbf{S} \mathbf{F} \hat{\mathbf{R}}(\epsilon) \]

(13)

Summing up the energy of the last \( N - N_g \) entries of \( \hat{\mathbf{h}}(\epsilon) \) in Equation (13), the CRE is given by:

\[ f(\epsilon) = \sum_{j=N+1}^{N_N} \left| \hat{\mathbf{h}}(\epsilon) \right|^2_j = \left\| \mathbf{J} \mathbf{F} \mathbf{H} \mathbf{Q} \mathbf{D}^{-1}_{X_p} \mathbf{S} \mathbf{F} \mathbf{a}(\epsilon)^T \mathbf{r} \right\|^2 

= \mathbf{a}^T(\epsilon) \mathbf{D}^T F^H S^T D_{X_p}^{-1} Q^H F \mathbf{J}^T \mathbf{J} \mathbf{F}^H \mathbf{Q} \mathbf{D}^{-1}_{X_p} \mathbf{S} \mathbf{F} \mathbf{a}(\epsilon) 

= \mathbf{a}^H(\epsilon) \mathbf{D}_r \mathbf{T}^* \mathbf{D}_r^H \mathbf{a}(\epsilon) \]

(14)

where:

\[ \mathbf{J} = \left[ \mathbf{O}_{(N-N_g)\times N_g}, \mathbf{I}_{N-N_g} \right] \]

\[ \mathbf{T} = \mathbf{F}^H S^T D_{X_p}^{-1} Q^H F \mathbf{J}^T \mathbf{J} \mathbf{F}^H \mathbf{Q} \mathbf{D}^{-1}_{X_p} \mathbf{S} \]

\[ \mathbf{r} = \mathbf{F}^H \mathbf{R} \]

\[ \mathbf{D}^H_{X_p} = \mathbf{D}_{X_p} \]

(15)

Note that the last equation in Equation (14) holds since the CRE is a positive real number. Clearly, the value of the expression Equation (14) achieves a minimum value when \( \epsilon = \epsilon_d \). Thus, the CFO estimate can be determined in accordance with the criterion shown below:

\[ \hat{\epsilon}_d = \arg \min_{\epsilon} f(\epsilon) \equiv \arg \min_{\epsilon} \mathbf{a}^H(\epsilon) \mathbf{D}_r \mathbf{T}^* \mathbf{D}_r^H \mathbf{a}(\epsilon) \]

(16)

From Equation (16), the choice of the granularity, \( \Delta_\epsilon \), involves the tradeoff between the estimator’s performance and computational complexity. That is, decreasing \( \Delta_\epsilon \) can improve the estimator’s performance at the expense of additional computational complexity, which is proportional to \( \Delta_\epsilon^{-1} + 1 \).

3.2. Performance Analysis

Since \( f(\epsilon) \) is a function of the normalized frequency \( \epsilon \) and the proposed criterion for determining the CFO estimate is based on the minimization, which is expressed by Equation (16), the proposed criterion is similar to that of the minimum variance distortionless response (MVDR) spectrum estimator [20]. Specifically, the CFO estimate \( \hat{\epsilon}_d \) satisfies the condition:

\[ \hat{f}(\hat{\epsilon}_d) = \frac{d}{d\epsilon} f(\epsilon) \bigg|_{\epsilon=\hat{\epsilon}_d} = 0 \]

(17)
Let $\Delta \epsilon = \hat{\epsilon}_d - \epsilon_d$ denote the error (bias) of the proposed estimator. Expanding the first-order Taylor series of $\hat{f}(\epsilon)$ around $\epsilon_d$, the approximation expression of $\hat{f}(\hat{\epsilon}_d)$ can be expressed as follows:

$$\hat{f}(\hat{\epsilon}_d) \approx \hat{f}(\epsilon_d) + \hat{f}(\epsilon_d)\Delta \epsilon_d$$

$$= 2 \times \Re \{ \hat{a}^H(\epsilon_d)d_rT^*D_r^HD_r\hat{a}(\epsilon_d)\}$$

$$+ 2 \times \Re \{ \hat{a}^H(\epsilon_d)d_rT^*D_r^H\hat{a}(\epsilon_d) + a^H(\epsilon_d)d_rT^*D_r^H\hat{a}(\epsilon_d)\} \Delta \epsilon_d,$$

where:

$$\hat{f}(\epsilon_d) = 2 \times \Re \{ \hat{a}^H(\epsilon_d)d_rT^*D_r^H\hat{a}(\epsilon_d)\}$$

$$\hat{a}(\epsilon_d) = \frac{d}{d\epsilon} a(\epsilon)\Big|_{\epsilon = \epsilon_d}$$

Furthermore, substituting the following equalities:

$$D_r a^*(\epsilon_d) = F^HD_XH + v$$

$$= s + v$$

$$D_r \hat{a}^*(\epsilon_d) = -D_{a_0}(s + v)$$

$$D_r \hat{a}(\epsilon_d) = D_{a_0}(s + v)$$

into Equation (18) yields the first and second derivatives of $f(\epsilon_d)$ in the form:

$$\hat{f}(\epsilon_d) = (s + v)^H(D_{a_0}T - TD_{a_0})(s + v)$$

$$= (s + v)^HA(s + v)$$

$$\hat{f}(\epsilon_d) = (s + v)^H[-2D_{a_0}TD_{a_0} + TD_{a_0} + D_{a_0}T](s + v)$$

$$= (s + v)^H\Gamma(s + v)$$

where, by definition,

$$s = F^HD_XH = F^HD_HX,$$

$$v = D_wa^*(\epsilon_d)$$

$$w = F^HW$$

$$\hat{a}_0 = \hat{a}(\epsilon)|_{\epsilon = 0}$$

$$\hat{a}_0 = \hat{a}(\epsilon)|_{\epsilon = 0}$$

$$A = D_{a_0}T - TD_{a_0}$$

$$\Gamma = -2D_{a_0}TD_{a_0} + TD_{a_0} + D_{a_0}T$$

Recall that the estimate $\hat{\epsilon}_d$ is reached by minimizing the CRE, i.e., $\hat{f}(\hat{\epsilon}_d) = 0$. Hence, the estimation error $\Delta \epsilon_d$ can be expressed by:

$$\hat{f}(\hat{\epsilon}_d)\Delta \epsilon_d = -\hat{f}(\epsilon_d)$$

It is not convenient to solve Equation (23) straightforwardly, because $\hat{f}(\epsilon_d)$ depends on the received signals. For sufficiently high SNR, the mean value of $\hat{f}(\epsilon_d)$ is much larger than the root mean square fluctuation of $\Delta \epsilon_d$, and we can reach a good approximation by replacing it with its expected value obtained by [11]:

$$E\{\hat{f}(\epsilon_d)\} = E\{(s + v)^H\Gamma(s + v)\}$$

(24)
Since the noise vector \( v \) is statistically equivalent to \( w \), it follows that \( E\{v\} = 0 \) and \( E\{vv^H\} = \sigma_n^2 I_N \). Hence, Equation (24) can be rewritten as:

\[
E\{\ddot{f}(\epsilon_d)\} = s^H \Gamma s + \sigma_n^2 \text{Tr}\{\Gamma\} = s^H \Gamma s = \mu \tag{25}
\]

where, by definition, \( \mu = s^H \Gamma s \). According to Equations (23) and (25), the estimation error (bias) is easily shown as:

\[
\Delta \epsilon_d \approx \dot{f}(\epsilon_d) = \frac{\ddot{f}(\epsilon_d)}{E(\ddot{f}(\epsilon_d))} = \mu^{-1}(s + v)^H A(s + v) \tag{26}
\]

By taking expectation on the estimation error shown in Equation (26), we obtain the result:

\[
E\{\Delta \epsilon_d\} \approx \mu^{-1}s^H As + \mu^{-1}E\{v^H Av\} = \alpha \mu^{-1} \tag{27}
\]

where \( \alpha = s^H As \). Using the fact of the Gaussian noise \( v \) and discarding the self-product term of the noise, the mean square error is further expressed as:

\[
E\{(\Delta \epsilon_d)^2\} \approx \mu^{-2}\{\alpha^2 + 2\alpha E\{v^H Av\} + E\{(s^H Av + v^H As)^2\}\}\]

\[
= \mu^{-2}\{\alpha^2 + 2\alpha \sigma_n^2 \text{Tr}\{A\} + \sigma_n^2 s^H AA^H s\}\tag{28}
\]

For high SNR, Equation (28) reduces to:

\[
E\{(\Delta \epsilon_d)^2\} \approx \mu^{-2}\alpha^2 \tag{29}
\]

### 3.3. Iterative CFO Estimator

Even though the proposed technique is shown to provide a reliable CFO estimate effectively, how to reduce the implementation complexity is a real challenge, especially for an OFDM system that has a large number of subcarriers. Here, we propose an efficient method to further improve the computational complexity. In comparison with the traditional approaches, the presented scheme applies the Taylor series expansion technique to simplify the optimum problem instead of using exhaustive search for finding the minimum value in Equation (14). For a small \( \epsilon \), the CFO-driven diagonal matrix \( D_{a(\epsilon)} \) can be approximated to a first-order Taylor series expansion expressed by:

\[
D_{a(\epsilon)} \approx I_N + \epsilon D_{a_0} \tag{30}
\]

Substituting Equation (30) into Equation (13), we have:

\[
\hat{h}(\epsilon) \approx F^H Q D_{X_p}^{-1} S (I_N + \epsilon F D_{a_0} F^H) R \tag{31}
\]

According to Equation (31), we can approximate the CRE in Equation (14) as:

\[
f(\epsilon) \approx \| J F^H Q D_{X_p}^{-1} S (I_N + \epsilon F D_{a_0} F^H) R \|^2 = r^H Tr + \epsilon r^H Ar - \epsilon^2 r^H D_{a_0} TD_{a_0} r \tag{32}
\]
The approximation in Equation (32) reveals that the optimum problem is simplified to a one-dimension optimization by minimizing the CRE value. Clearly, it can be easily shown that the optimal selection of $\hat{\epsilon}_d$ is derived as:

$$
\hat{\epsilon}_d = \frac{r^H A r}{2 \times r^H D_\alpha TD_\alpha^* r}
$$

(33)

Because the $N \times N$ matrix $T$ is independent of the received data, it can be pre-determined while performing the CFO estimation.

The above-mentioned method only works on the premise that $D_{a(\epsilon)}$ is well approximated to $(I_N + \epsilon D_\alpha)$ if CFO is small enough, i.e., $\epsilon_d \ll 1$. However, when $\epsilon_d$ does not satisfy the condition of $\epsilon_d \ll 1$, Equation (30) does not hold any more, and thus, we cannot obtain a reliable CFO estimate by means of Equation (33). For this reason, it is important to find an alternative approach for enhancing the robustness against CFO when $\epsilon_d$ is not small. Next, an iteration scheme is proposed instead. Specifically, we use the current CFO estimate in Equation (33) to compensate for the received data in the next iteration. Repeating the iterations and using the $(j - 1)$-th iteration result, denoted as $\hat{\epsilon}_d^{(j-1)}$, along with linear algebraic manipulations, the CFO estimate at the $j$-th iteration is expressed as:

$$
\hat{\epsilon}_d^{(j)} = \frac{r^H A \hat{e}^{(j-1)} e^{(j-1)}}{2 \times r^H D_\alpha TD_\alpha^* r^{(j-1)}}
$$

(34)

where, by definition,

$$
\Lambda(\epsilon_d^{(j)}) = D_{a(\epsilon)} \bigg|_{\epsilon=\epsilon_d^{(j)}}
$$

$$
r^{(j)} = \Lambda^H (\epsilon_d^{(j)}) r
$$

(35)

In general, the iterative approach ultimately achieves a precision CFO estimate. However, the execution of the iterations frequently involves intensive computations. Recall that, for each iteration, the CFO estimation of our proposed scheme requires $O(2N^2)$ complexity for computing $\Lambda(\epsilon_d^{(j-1)}) D_\alpha TD_\alpha^* \Lambda^H (\epsilon_d^{(j-1)})$ and $\Lambda(\epsilon_d^{(j-1)}) A \Lambda^H (\epsilon_d^{(j-1)})$. The major disadvantage of the iterative approach is that the implementation complexity strongly depends on the CFO estimate $\hat{\epsilon}_d^{(j)}$. This prevents it from being used in practical applications, especially when the number of subcarriers $N$ is large. By using the commutative law of linear algebra, we have:

$$
r^H \Lambda(\epsilon_d^{(j-1)}) = a^T (\epsilon_d^{(j-1)}) D_r
$$

(36)

Substituting Equation (36) into Equation (34), an alternative expression for $\hat{\epsilon}_d^{(j)}$ is rewritten by:

$$
\hat{\epsilon}_d^{(j)} = \frac{a^T (\epsilon_d^{(j-1)}) D_r^H A D_r a^* (\epsilon_d^{(j-1)})}{2 \times a^T (\epsilon_d^{(j-1)}) D_r^H D_\alpha^* T D_\alpha^* D_r a^* (\epsilon_d^{(j-1)})}
$$

(37)

where:

$$
\Phi = D_r^H A D_r
$$

$$
\Psi = D_r^H D_\alpha^* T D_\alpha^* D_r
$$

(38)

Since the Hermitian matrices $\Phi$ and $\Psi$ are independent of the CFO estimate, they are computed only once during the whole iteration process.
3.4. Computational Complexity

In this subsection, we investigate the computational complexity for Chung’s and our proposed schemes, respectively, where the complexity is evaluated by counting the numbers of their required complex multiplications. For construction of the CFO-compensated data in Equation (5), it require $2N^2 + N$ complex multiplications. In addition, the calculation of $\mathbf{J}_F^H \mathbf{D}_{\mathbf{X}_r}^{-1} \mathbf{S} \mathbf{R}(\epsilon)$ and the vector norm needs $K(K - \tilde{L} - 1)$ and $(K - \tilde{L} - 1)$ complex multiplications, respectively. As a result, the required complex multiplications for Chung’s estimator using an $N_u$-section search are approximately expressed as:

$$CM_{Chung} \approx N_u \left[N(2N + 1) + (K - 1)(K - \tilde{L} - 1)\right]$$  \hspace{1cm} (39)

As regards the proposed search-based scheme, the computation of the $(N - N_g) \times N$ matrix $\mathbf{J}_F^H \mathbf{Q} \mathbf{D}_{\mathbf{X}_r} \mathbf{S} \mathbf{F}$, which is independent of the received data, can be pre-computed and saved in a lookup-table (LUT) ROM. Thus, the proposed search-based estimator only requires $N(N - N_g)$ complex multiplications for computing $\mathbf{J}_F^H \mathbf{Q} \mathbf{D}_{\mathbf{X}_r} \mathbf{S} \mathbf{F} \mathbf{D}_r$. In addition, the calculation of CRE in Equation (14) needs $(N + 1)(N - N_g)$ complex multiplications for each of $\epsilon$. Given an $N_u$, the total number of complex multiplications for the proposed search-based estimator is approximately:

$$CM_{Search-based} \approx (N - N_g) \left[N(N_u + 1) + N_u\right]$$  \hspace{1cm} (40)

To reach the $j$-th CFO estimate in Equation (37), the construction of the $N \times N$ matrices $\Phi$ and $\Psi$ requires $2N^2$ complex multiplications. In addition, we require $N^2 + N$ complex multiplications to compute either $\mathbf{a}^T(\tilde{\epsilon}_d^{j-1}) \Phi \mathbf{a}^*(\tilde{\epsilon}_d^{j-1})$ or $\mathbf{a}^T(\tilde{\epsilon}_d^{j-1}) \Psi \mathbf{a}^*(\tilde{\epsilon}_d^{j-1})$. Consequently, the total number of complex multiplications for the proposed iterative estimator is about:

$$CM_{Iterative} \approx 2N \left[N(J + 2) + J\right]$$  \hspace{1cm} (41)

Table 1 lists the computational complexity for the three CFO estimation approaches. Since $N_u \gg 1$, the proposed search-based estimation requires much lower computational complexity than Chung’s scheme. Besides, inasmuch as $J \ll N$, it is shown that the proposed iterative estimator significantly outperforms both Chung’s and the proposed search-based schemes in computational complexity.

Table 1. Comparison for the computational complexities among the proposed and conventional schemes.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Numbers of Complexity Multiplications (CMs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chung’s estimator in Equation (9)</td>
<td>$N_u \left[N(2N + 1) + (K - 1)(K - \tilde{L} - 1)\right]$ \approx 2N_uN^2, $N \gg 1$</td>
</tr>
<tr>
<td>Proposed search-based estimator in Equation (16)</td>
<td>$(N - N_g) \left[N(N_u + 1) + N_u\right]$ \approx NN_u(N - N_g), $N \gg 1$</td>
</tr>
<tr>
<td>Proposed iterative estimator in Equation (37)</td>
<td>$2N \left[N(J + 2) + J\right]$ \approx 2N^2(J + 2), $N \gg J$</td>
</tr>
</tbody>
</table>
4. Computer Simulations

In this section, we provide computer simulations to verify the efficacy of the proposed CFO estimate technique. Consider an OFDM system with 256 subcarriers \((N = 256)\) that employs QPSK modulation and a CP of length 64 \((N_g = N/4 = 64)\) over a multipath fading channel. For the simplicity of implementation, here, the 64 pilot symbols \((K = 64)\) are equally interlaced with an interval of four-subcarrier spacing in the span of frequency. The characteristic of the background channel is described as the standard wireless exponential decay model given in [21]. Suppose that the channel impulse response is composed of complex Gaussian samples with unit power, and the \(l\)-th delay path has an average power given by:

\[
\sigma^2_l = (1 - e^{-1/\tau})e^{-l/\tau}
\]

where \(\tau\) is the root-mean square (RMS) of the delay spread. Assume that the channel order \(L = N_g = 64\) is sufficiently large such that the impulse response tail can be neglected. The signal-to-noise ratio (SNR) is defined as \(SNR = -10 \log_{10} \sigma^2_N\), where \(\sigma^2_N\) is the average power of the noise. In the following simulations, the CFO search granularity used in Equations (9) and (16) is set to be \(2^{-7}\) of the complete search interval. For the sake of comparison, the results of Chung’s method [19] are also included while considering that the estimated channel order \(\hat{L}\) is selected out of the set \(\{2, 16, 62\}\). Without loss of generality, the parameter settings, including \(SNR = 30\) dB, \(\tau = 4\), \(\epsilon_d = 0.3\) and \(J = 5\), are used throughout this section.

The performance of the proposed CFO estimation is evaluated by the mean square error (MSE), which is expressed by:

\[
MSE = \frac{1}{N_s} \sum_{i=1}^{N_s} |\hat{\epsilon}_d(i) - \epsilon_d|^2
\]

where \(\epsilon_d\) is the actual CFO, \(\hat{\epsilon}_d(i)\) is the estimated CFO obtained through the \(i\)-th trial and \(N_s\) is the overall number of Monte Carlo trials. To investigate the MSE performance of the proposed iterative CFO estimation, in Figure 1, we demonstrate the convergence characteristic of the proposed iterative CFO estimation while assuming \(\epsilon_d = 0.3\). Although in Section 3, the iterative estimator is shown to cost much less complexity than the search-based scheme, the resultant expense is the reduction of the MSE convergence rate. When compared with the search-based scheme, the iterative method requires two more iterations to achieve the MSE convergence for all considered SNR values. It is noteworthy that at high SNR, say 40 dB, the approximation error in Equation (30) cannot be neglected in relation to the noise effect. This is why the performance of the iterative scheme is somewhat inferior to the search-based estimation in the convergence performance. Figure 2 shows the MSE \textit{versus} the iteration number for several specific CFO values. The figure indicates that the MSE using the iteration technique converges and approaches that for the search-based approach after three iterations when \(\epsilon_d = 0.4\). The larger the actual CFO is, the more iterations for achieving an estimate close to that of the proposed search-based scheme there will be. In Figure 3, we evaluate the MSE while considering certain RMSs of the channel delay spread. For \(J > 1\), it can be seen that the proposed iterative estimator provides distinguished robustness against the variation of the RMS of the delay spread and achieves a performance close to that of the search-based scheme. In addition, the MSE increases as the RMS becomes larger.
and larger, because a long delay spread will bring about a significant variation in the channel response between subcarriers.

**Figure 1.** Convergence behavior of the proposed iterative CFO estimation for different SNRs. \(N = 256, K = 64, \epsilon_d = 0.3\) and \(\tau = 4\).

**Figure 2.** Convergence behavior of the proposed iterative CFO estimation for different CFOs. \(N = 256, K = 64, \text{SNR} = 30\ \text{dB}\) and \(\tau = 4\).
Figure 3. Convergence behavior of the proposed iterative CFO estimation for different RMSs of channel delay spread, $\tau$. $N = 256$, $K = 64$, SNR = 30 dB and $\epsilon_d = 0.3$.

In the next series of simulations, we compare the performance of the proposed two schemes with Chung’s approach [19]. Figure 4 plots the MSE curves versus the input SNR when $\epsilon_d = 0.3$ for all of the considered schemes. As expected, the MSE is shown to decrease as we increase the input SNR. The proposed iterative estimator requires five iterations to reach a performance comparable to our proposed search-based estimator while achieving the substantial reduction of computational complexity shown in Section 3. It can be found that Chung’s method fails to offer a reliable estimate when the estimate of the channel order $L$ is not correctly provided. The MSE characteristics in response to the normalized CFO are presented in Figure 5 given SNR = 30 dB. It can be observed that the MSE performance is almost invariant to the actual CFO values regardless of the employed methods. However, in case an erroneous estimate on the channel order is made, there is significant performance degradation in the MSE of Chung’s estimator. Figure 6 presents the MSE curves versus the RMS of the channel delay spread for all of the considered schemes. It shows that the MSE performances for both of the iterative and search-based estimators are nearly the same and gradually degrade while $T_{RMS}$ is getting larger. This is because the interpolated and actual channel responses do not coincide when the linear interpolation prevents the proposed schemes from acquiring a perfect time-domain channel response. The other way round is that Chung’s method is strongly dependent on $T_{RMS}$. Especially, for the case with a large $T_{RMS}$, say $T_{RMS} > 3$, the proposed schemes have much better performances than that using Chung’s scheme. Note that there is a distinguished degradation in the MSE performance once again for using Chung’s method when the channel response order $L$ is not well estimated in Figure 6.
Figure 4. MSE performance of the proposed and Chung’s CFO estimators for different SNRs. $N = 256$, $K = 64$, $\epsilon_d = 0.3$, $\tau = 4$ and $J = 5$.

Figure 5. MSE performance of the proposed and Chung’s CFO estimators for different CFOs. $N = 256$, $K = 64$, $\text{SNR} = 30$ dB, $\tau = 4$ and $J = 5$. 
5. Conclusions

Based on the analytical and simulation investigation presented in this paper, the conclusion may be made as follows. We have ameliorated the traditional search-based CFO estimator without using the prior knowledge of channel order. This contribution is made by exploiting an interpolation technique to reconstruct the channel frequency response, which is used to assist the CFO estimation algorithm. It is shown that not only the search-based, but also the iterative CFO estimators outperform Chung’s method in the estimate performance. Besides, the numerical results verify that the employment of the iterative technique indeed reduces the estimator’s complexity at the expense of the convergence rate of MSE. Fortunately, MSE will quickly converge after a couple of iterations. From the point of view of implementation complexity, the proposed schemes benefit principally from two factors. One is that we remove the limitation of knowledge of channel order, and the other is the replacement of the brute-force search. For realistic wireless applications, the proposed approaches appear to be more feasible than the conventional ones, such as Chung’s method.
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