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Abstract: With the rapid development of the Internet and social media, false information, rumors,
and misleading content have become pervasive, posing significant threats to public opinion and
social stability, and even causing serious societal harm. This paper introduces a novel solution to
address the challenges of fake news detection, presenting the “Rumor Large Language Models”
(RumorLLM), a large language model finetuned with rumor writing styles and content. The key
contributions include the development of RumorLLM and a data-augmentation method for small
categories, effectively mitigating the issue of category imbalance in real-world fake-news datasets.
Experimental results on the BuzzFeed and PolitiFact datasets demonstrate the superiority of the
proposed model over baseline methods, particularly in F1 score and AUC-ROC. The model’s robust
performance highlights its effectiveness in handling imbalanced datasets and provides a promising
solution to the pressing issue of false-information proliferation.

Keywords: fake-news detection; large language models; rumor generation; category imbalance; data
augmentation

1. Introduction

With the rapid development of the Internet and social media, information is now being
generated and disseminated at an unprecedented rate, while the cost of dissemination
has fallen significantly [1,2]. Unfortunately, this has also led to the proliferation of false
information, rumors, and misleading content [3]. These deceptive elements can mislead
the public [4], disrupt social stability, and even lead to serious consequences such as human
casualties and national disruption [5,6]. Therefore, it is crucial to address the issue of fake
news and develop effective methods for its detection [7,8].

There are several challenges associated with the detection of fake news. First, real-
world fake-news datasets typically contain fewer samples of fake news compared to real
news [9], resulting in an imbalanced distribution. This imbalance can bias the performance
of the classifier [10], reducing its accuracy in predicting less-common categories. In addition,
the larger number of real-news samples can cause the classifier to incorrectly predict new
samples as real news when they are actually fake news. This misclassification can lead to
significant social harm [5,11].

To address these challenges, this paper proposes the construction of a rumor-generating
large language model called the “Rumor Large Language Model” (RumorLLM). This model
is finetuned using rumor-specific writing styles, content, and general semantic information.
By exploiting the exceptional capabilities of large language models in natural-language
processing tasks, such as capturing lexical relations, understanding context, performing
semantic reasoning, and exhibiting strong generalization ability, we aim to improve the
accuracy and efficiency of fake-news detection. In this approach, we use the large language
model for data augmentation, specifically for the task of fake-news detection.

To summarize the innovations and contributions of this paper:
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1. We construct a rumor-generating large language model, named “Rumor Large Lan-
guage Models” (RumorLLM), by employing a hybrid finetuning approach that incor-
porates the writing style and content of rumors. This model fills the existing gap in
large language models specifically tailored for fake news detection.

2. We propose a method based on RumorLLM and prompt engineering to diversify and
enhance the small categories of samples. This approach enhances the model’s ability
to discriminate complex rumors generated by artificial intelligence.

3. We ensemble RumorLLM with state-of-the-art classification models and validate the
effectiveness of our methods using real datasets.

The remainder of this paper is structured as follows: Section 2 provides an overview
of related work on fake news detection, with a particular emphasis on addressing data
imbalance. Section 3 presents our proposed approach in detail. Section 4 describes the
dataset used and presents an analysis of baselines, along with experimental results. Finally,
Section 5 concludes the paper.

2. Related Work

Over the past decade, there have been significant efforts to use machine learning
methods to detect fake news. Benchmark models such as support vector machines (SVMs)
and stochastic gradient descent (SGD) [12], ordinary Bayesian classifiers [13], and decision
tree algorithms [14] have been widely used in the field. However, earlier studies on fake
news detection usually relied on the manual extraction of relevant textual information and
the manual creation of features, which were then fed into the aforementioned machine
learning models for classification. For example, Castillo et al. in 2011 [15] manually
extracted features such as punctuation and word count as indicators of news authenticity.

In the field of fake news detection, supervised learning is currently the mainstream
method. It is mainly divided into two main categories: methods based on traditional
machine-learning methods [16] and methods based on deep-learning methods [17,18]. In
previous studies, text and user information were mainly extracted using statistical machine
learning or neural networks to extract textual features [19]. For example, linguistic features
were manually selected, and only textual information was used for classification [16].
With the advent of deep learning, recurrent neural networks (RNNs) were introduced to
capture hidden representations in text features [17]. Subsequently, several studies used
Convolutional Neural Networks (CNNs) for fake news detection by mapping each post of a
news event to a vector space and using CNNs to extract textual features from the resulting
embedding matrix, which are then fed into a classifier for final classification [20]. Another
approach proposes a Graph Convolutional Network (GCN) model, which represents news
articles as a graph with sentences as nodes and similarities between sentences as edges,
transforming fake news detection into a graph classification problem [21]. In addition,
Alzanin et al. in 2019 [22] also used semi-supervised and unsupervised methods to detect
fake news in social media.

With the development of deep-learning technology in recent years, neural network
modeling has become a mainstream method for detecting fake news. Researchers have used
models such as CNN and RNN to process and detect fake news. Although these studies
have achieved promising results, most of them have mainly focused on text features [23]
and ignored the potential benefits of combining image features [24]. However, in the social
media domain, news articles accompanied by images tend to be more widely disseminated
due to their visual appeal and the different viewpoints they convey [25]. In addition,
images often contain richer semantics [26]. Therefore, many researchers have started to
focus on the role of images in fake news detection and have proposed multimodal detection
models [27,28]. For example, Jin et al. in 2017 [29] pioneered the use of an RNN-based
fake-news-detection model that uses both textual and image information to determine the
authenticity of news. In addition, some researchers have introduced mechanisms such as
attention [30] and text-image consistency to achieve better results using text and image
information more effectively [31,32].
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However, none of the above studies have taken into account the common problem of
fake news in the real world—that is, the problem of an unbalanced distribution of fake-news
samples in the real world—and the common practice is to resample this category of data
from a few samples using three oversampling strategies: Random oversampling; generating
synthetic samples from a few categories using k-nearest neighbor methods; oversampling
by generating their distribution based on the distribution of the few categories of synthetic
samples, oversampling by generating the distribution of the few categories of data samples
based on their distributions [33], or even resampling the latent spatial representations
mapped by deep learning to balance the dataset by resampling the hidden vectors using
a variety of resampling techniques including oversampling, under-sampling and hybrid
sampling [11]. However, resampling methods are a single re-use of a particular piece of
data, which can introduce noise or cause overfitting problems and do not always improve
the performance of the model [34]. Another solution to category imbalanced samples
is to use some conventional text enhancement techniques, such as translating into other
languages, randomly inserting some new words or randomly deleting some words, or
randomly changing the order of some words, etc. [10] . However, it has been pointed
out by some scholars [9] that this method probably performs poorly because of the high
dimensionality of the bilingual space. Random insertion and deletion to increase the
amount of data does not always have the effect of improving the prediction performance
[34] because not all the newly data are favorable to the train.

In summary, while previous research has made significant progress in fake news
detection using machine learning and deep-learning methods, the issue of the imbalanced
distribution of fake-news samples has not been adequately addressed. This paper proposes
a novel approach that leverages a rumor-generating large language model to tackle this
problem and enhance the accuracy of fake news detection. The proposed approach builds
upon existing research by incorporating advanced language modeling techniques and
addressing the limitations of traditional resampling and text enhancement methods.

3. Methodology

To address the problems mentioned in the above sections, this paper proposes to
construct a rumor-generating large language model (hereafter referred to as “RumorLLM”)
by finetuning large language models (LLMs), incorporating rumor writing styles and
contents as well as the general semantic information of LLMs. A rumor-generating large
language model called “RumorLLM” (hereafter referred to as RumorLLM) was constructed.
Large language models have demonstrated remarkable capabilities in natural-language
processing tasks in recent years. The success of these models has contributed prominently
to many research areas covering a variety of topics such as architectural innovations in
the underlying neural networks, context length improvement, model alignment, training
datasets, benchmarking, efficiency, etc. [35]. Large language models especially excel in
natural-language processing tasks because these large language models are able to capture
complex relationships between words, better contextual comprehension, more complex se-
mantic reasoning, more excellent generalization, and generate more coherent and consistent
linguistic text to improve the accuracy and efficiency of NLP tasks [36], LLMs demonstrate
strong language comprehension and language generation capabilities So we use LLM to do
data augmentation for the task of fake news detection. The model RumorLLM utilizes the
excellent semantic understanding, analysis, and generation capabilities of common large
language models (such as the ChatGLM series, LLaMA series, etc.) and also takes into
account rumor-specific writing styles and content characteristics (using local-parameter
finetuning based on LoRA [37], P tuningV2 [38], etc.), and its main structure is formulated
as shown in Figure 1.
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Figure 1. The methodology flow proposed in this paper.

In this way, we can generate text that better matches the characteristics of rumors, thus
improving the accuracy and efficiency of rumor detection. This approach not only provides
a new method for rumor generation and detection but also provides new perspectives and
tools for us to understand and respond to the spread of false information. Meanwhile, to
address the problem of category imbalance, this paper proposes a diverse small-category
sample enhancement method based on “RumorLLM”. This method generates diversified
small-category samples through RumorLLM and prompts engineering to increase the
number of small-category samples, which can effectively improve the category imbalance
problem of the dataset and enhance the prediction ability of the rumor-detection model.
In addition, since the new samples are generated by RumorLLM, a large language model,
constructing reasonable classifiers for this part of the data can effectively improve the
model’s ability to discriminate those complex rumors generated by artificial intelligence.

3.1. Finetune

To enhance the performance of our target rumor generation language model (Rumor-
LLM), we utilize a set of preprocessing and finetuning procedures outlined in Algorithm 1. In
this section, we detail the process of constructing the corresponding prompt and response
as a finetuned dataset using the Porter Stemming algorithm and the TF-IDF algorithm.

The Porter Stemming algorithm is a classical algorithm for stemming extraction that
aims to reduce words to their original stemmed form. By removing affixes and word
endings, we can obtain more concise key information, which helps to reduce the complexity
of the vocabulary. The steps of the Porter Stemming algorithm include regular substitution,
applying a series of regular substitution operations to reduce the affixes and endings of
words; conditional rule application, applying rules based on specific conditions to ensure
that the word is processed correctly; and suffix processing: processing the suffixes of words
to eliminate redundant endings.

The regular substitution of the Porter Stemming algorithm can be expressed by the
following equation:

NewWords = ApplyRules(OldWords) (1)

For ApplyRules, in conjunction with the Porter Stemming algorithm, this paper sets
the following rules:

1. Common suffix deletion: delete common suffixes at the end of words, such as ‘-ed’
and ‘-ing’;

2. Form conversion: such as converting the plural form of a noun to the singular form;
3. Noun and verb suffix deletion: delete specific suffixes at the end of a noun or a verb,

such as ‘-ness’ and ‘-ize’.
4. Deletion of terminative suffixes: delete terminative suffixes at the end of a word if

certain conditions are met, such as ‘-ant’ and ‘-ent’.
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Algorithm 1 Fine-tuning Process with Porter Stemming and TF-IDF

Input: Raw news text segmentation data OldWords, OriginalPrompt, vocabulary t, cur-
rent document d, the entire set of documents D , Base large language model BaseLLM
Output: RumorLLM

1: NewWords← Apply a series of systematic replacement operations to OldWords.
2: Porter Stemming Formula Representation:

NewWords = ApplyRules(OldWords)

3: Calculate Term Frequency (TF): Compute the frequency of each word in the current
document.

4: Calculate Inverse Document Frequency (IDF): Compute the inverse document fre-
quency of each word in the entire document collection.

5: Calculate TF-IDF Value: Multiply term frequency and inverse document frequency to
obtain the final TF-IDF value.

6: TF-IDF Formula Representation:

TF-IDF(t, d, D) = TF(t, d)× IDF(t, D)

7: Based on the NewWords and TF-IDF values, the keywords are reconstructed from
largest to smallest according to the TF-IDF values to create prompts and responses for
RumorLLM training.

8: prompt_finetune Formula:

prompt f inetune = Reconstruct(OriginalPrompt, NewWords, TF-IDF)

9: Using the raw rumor text as the response, the final finetuning of the Base large language
model yields the RumorLLM

RumorLLM = f inetune(BaseLLM, prompt f inetune, response)

The TF-IDF (Term Frequency-Inverse Document Frequency) algorithm is used to measure
the importance of a word in the entire document collection. Words with high TF-IDF values
usually indicate that the word is significantly informative in the current document.

The steps of the TF-IDF algorithm include calculating the word frequency (TF), cal-
culating the frequency of each word in the current document, calculating the inverse
document frequency (IDF): calculating the frequency of the inverse document for each
word in the whole set of documents; calculating the TF-IDF value: multiplying the word
frequency and the inverse document frequency, to obtain the final TF-IDF value.

The calculation of the TF-IDF algorithm can be represented by the following equation:

TF-IDF(t, d, D) = TF(t, d)× IDF(t, D) (2)

where t is the vocabulary, d is the current document, and D is the entire set of documents.
The TF formula calculates the frequency of a term t in a given document d, and the IDF
formula evaluates the rarity of a term t in the entire document collection D.

After Porter Stemming and TF-IDF processing, we integrate the keywords into a list
of keywords that will be used to reconstruct the prompt and response. The prompt and
response are reconstructed using the list of keywords to better reflect the rumor writing
style and content characteristics, such as “Write a rumor with xxx as the keywords...”. The
formula used to finetune the prompt is represented as follows:

prompt f inetune = Reconstruct(OriginalPrompt, NewWords, TF-IDF) (3)
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Finally, we use the method of p-tuning V2 to finetune the target rumor generation
language model to improve its performance and generation quality.

Through the above series of steps, we successfully apply Porter Stemming and TF-IDF
algorithms to the finetuning process to construct more refined and information-rich rumor
generation language models.

3.2. Data Augmentation

To reconstruct the rumor, we first utilize the word stems obtained through the Porter
Stemming algorithm. These stems serve as the basis for preserving the core structure
and meaning of the original rumor. By replacing specific words in the rumor with their
corresponding stems, we ensure that the reconstructed rumor maintains semantic coherence
while introducing variations.

Next, we incorporate the extracted keywords into the reconstructed rumor. These
keywords provide crucial information that helps shape the content of the augmented rumor.
By strategically placing the keywords within the reconstructed text, we emphasize their
relevance and ensure that the generated rumor aligns with the original rumor’s topic
and focus.

Additionally, we leverage the finetuned RumorLLM to make appropriate expansions
and generate new content for the reconstructed rumor. The language model incorporates its
knowledge of rumor characteristics, writing style, and the prompt to generate plausible and
engaging text. By combining the prompt, the original rumor’s stem and keyword informa-
tion, and the language model’s capabilities, we create an augmented rumor that embodies
the style and content characteristics of rumors while introducing new information.

The process of reconstructing and expanding the rumor can be represented by the
following formula:

NewRumor = RumorLLM(Reconstruct(NewWords, TF-IDF), Prompt) (4)

In this formula, RumorLLM is applied to the reconstructed rumor generated by com-
bining the original rumor’s stem and keyword information with the prompt. RumorLLM
leverages its training and finetuning to generate a new rumor that aligns with the desired
writing style and content characteristics.

By incorporating RumorLLM in the rumor generation process, we can transform
the original rumor into a new rumor that reflects the language model’s understanding of
rumors and its ability to generate plausible and engaging text. This approach allows for the
refinement and expansion of the rumor while maintaining its essence and characteristics,
therefore creating a diverse training dataset for the RumorLLM.

3.3. News Representation

DeBERTa (Decoding-enhanced BERT with disentangled attention) [39] demonstrates
significant advantages in solving the category imbalance problem in the fake-news-detection
task. Its unique representation learning capability can better capture complex relationships
in text through a decoupled attention mechanism. In the fake-news-detection task, De-
BERTa improves the understanding of rumor-specific writing styles and content features by
introducing location awareness and modeling long-distance dependencies. This is crucial
for effectively distinguishing between different categories of text in the presence of category
imbalance. Among them, DeBERTa’s attention-mechanism formula can be expressed as:

W f inal = block− diag(Win, Wout, ..., Wout) ∈ Rn×n (5)

Representation = newsT
i ·W f inal (6)

Equation (5) presents the computation of the final attention–weight matrix, denoted
as W f inal , in the context of utilizing the DisentangledAttention mechanism. This matrix is
constructed by arranging multiple attention–weight matrices in a block-diagonal manner.
Specifically, Win represents the internal attention–weight matrix, while Wout represents
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the external attention–weight matrix. The term “block-diag” signifies the arrangement of
these attention–weight matrices, with Win positioned on the diagonal and Wout located off
the diagonal. The attention–weight matrix has a dimension of Rn×n, where n denotes the
length of the input sequence.

Equation (6) defines the representation of the text, denoted as Representation, which
is obtained by transposing the input news text newsi (newsT

i ) and multiplying it with
the attention–weight matrix W f inal . This operation allows for a weighted sum of the
individual word representations based on the attention weights, therefore yielding the
overall representation of the text.

To summarize, Equation (5) outlines the construction of the final attention–weight
matrix, while Equation (6) elucidates how the attention–weight matrix is employed to
perform a weighted sum of the input text, therefore generating the representation of the text.
These equations constitute crucial computational steps within the DisentangledAttention
mechanism, facilitating the capture of internal and external dependencies within the input
text and generating corresponding text representations.

DeBERTa’s Disentangled Attention makes the model more adaptable to the key infor-
mation of different classes of text by decomposing this mechanism. In addition, DeBERTa’s
location-aware and decoupled design helps the model to better understand the contextual
relationships in long texts, which improves its performance in fake news detection. In cop-
ing with the category imbalance problem, DeBERTa also effectively integrates the original
data and the text generated by RumorLLM through its fusion approach of efficient parame-
ter utilization and attention mechanism. This fusion improves the accuracy and efficiency
of rumor detection by weighted summation, which makes the model more targeted to learn
information from different sources.

4. Experiments
4.1. Datasets

We selected the BuzzFeed dataset [40] as well as manually crawled and constructed
the PolitiFact dataset for our experiments and evaluations, which are recognized as the
public benchmark datasets for fake news detection. The BuzzFeed dataset contains the
news published by nine news organizations on the Facebook platform about the 2016
U.S. election and their truthfulness labels, where the number of fake-news articles is
355, and the number of true news articles is 1247. The PolitiFact dataset, sourced from
FakeNewsNet, comprises news articles collected from the fact-checking website PolitiFact,
labeled for authenticity by professionals. It includes news content, social context, and
dynamic information. To facilitate experimentation and comparison, samples labeled as
“mixed true and false” were treated as fake news, where the number of fake-news articles
is 112, and the number of real-news articles is 463. This experiment only uses the news
text information and corresponding labels of these two datasets. Specific statistics for all
datasets are shown in the Table 1.

Table 1. The specific statistics of the dataset.

Dataset Fake Real Total

BuzzFeed 355 1247 1604
PolitiFact 112 463 575

4.2. Setup

The training and validation sets and the test set are divided in the ratio of 7:1:2.
Hardware resources used are Intel(R) Xeon(R) Gold 6138 CPU @ 2.00 GHz, GPU 4090Ti,
made in Super Micro Computer, Inc. (Beijing, China). The sentence-level vector output of
the last layer of the DeBERTa model is used as a representation of the textual features with
a dimension of 768. The hidden dimension of the intermediate fully connected layer is 64.
Each fully connected layer is followed by a dropout layer with a drop rate of 0.5. The batch
size is set to 8, the optimizer uses Adam, and the initial learning rate is set to 1 × 10−5, the
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value of weight decay is set to 1 × 10−4. The prefix prompt length of P-Tuning V2 is set to
128, and the learning rate of RumorLLM is set to 2 × 10−2. The train epoch is 50.

The statistics of the datasets after RumorLLM data augmentation are shown in Table 2.
BuzzFeed had a training set of 1122, augmented with RumorLLM data to add 355 fake
news stories, with a final training set of 1477, a validation set of 161 , and a test set of 321.
PolitiFact had a training set of 402, augmented with RumorLLM data to add 224 fake-news
stories, with a final training set of 626, the number of validation sets is 58, and the number
of test sets is 115. For the fairness of comparison, the same test set is used for all baselines
and the proposed model, and no data augmentation was used on the test set.

Table 2. The statistics of the data set after RumorLLM data augmentation.

Dataset TrainSet ValidSet TestSet Augmentation Augmentation
TrainSet

BuzzFeed 1122 161 321 355 1477
PolitiFact 402 58 115 224 626

4.3. Evaluation Metrics

In this paper, we use accuracy, precision, recall, and F1 score to measure the perfor-
mance of the model. Accuracy indicates the percentage of correct predictions. Precision
indicates the percentage of predictions that are correct when the model predicts a positive
sample. Recall is the result of the percentage of all positive samples that the model predicts
correctly. The F1 score is the weighted summed average of precision and recall. The formula
for evaluating the metrics is shown in Equations (7)–(10).

Accuracy =
TN + TP

TN + TP + FN + FP
(7)

Precision =
TP

TP + FP
(8)

Recall =
TP

TP + FN
(9)

F1 =
2× Precision× Recall

Precision + Recall
(10)

where T and F denote the correctness of the prediction. They indicate the correct and
incorrect predictions. P and N denote the prediction categories of real news and fake news,
respectively, and the result of summing these four values is the total number of samples.

In addition to this, in binary classification, the Receiver Operating Characteristic Area
Under the Curve (ROC-AUC) is a key metric for assessing model performance. This metric
focuses on the balance between True Positive Rate (TPR) and False Positive Rate (FPR)
across different decision thresholds.

ROC Curve: The ROC curve is plotted with FPR on the x-axis and TPR on the y-axis.
TPR, also known as recall, represents the proportion of correctly predicted positives among
actual positives. FPR indicates the proportion of incorrectly predicted positives among
actual negatives.

AUC (Area Under the Curve): The AUC is the area under the ROC curve, a value
ranging from 0 to 1, quantifying the model’s classification performance. A higher AUC
suggests superior performance across various decision thresholds.

ROC-AUC is particularly valuable when dealing with imbalanced datasets, as it
remains robust against uneven class distributions, providing a comprehensive evaluation
of model performance.

Independence from Class Distribution: ROC-AUC computation is not contingent on
the actual distribution of class labels. In imbalanced datasets, where one class significantly
outnumbers the other, other evaluation metrics may be influenced, whereas ROC-AUC
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reflects the model’s ability to classify positive and negative instances independently of
their distribution.

Balancing TPR and FPR: The graphical representation of the ROC curve illustrates the
trade-off between TPR and FPR. In cases of class imbalance, where the model may be biased
towards the dominant class, TPR and FPR dynamics are visually apparent. ROC-AUC
synthesizes these considerations, offering a holistic performance measure.

In binary classification, TPR and FPR are defined as follows:

TPR =
True Positives

True Positives + False Negatives
(11)

FPR =
False Positives

False Positives + True Negatives
(12)

ROC-AUC is calculated either by integrating the area under the ROC curve or approximat-
ing it using the trapezoidal rule:

ROC-AUC ≈ 1
2
(TPR1 × FPR2 + TPR2 × FPR3 + . . .) (13)

Here, TPRi and FPRi represent TPR and FPR for the i-th positive instance in the sorted
predicted probabilities. This calculation considers different thresholds, making it suitable
for datasets with varying class distributions.

4.4. Baselines

Text-RF [41]: By focusing on the language style, text complexity, and psychological
aspects of the text, they analyzed the news text, extracted 120 kinds of features, and adopted
Random Forest as the classifier.

LR-Bias [42]: Researchers extract the LIWC features, readability features, and source
bias features of news texts and use the logistic regression model to detect fake news.

Ternion [43]: a novel solution for detecting the authenticity of news on social media
using natural-language processing techniques. The proposed scheme consists of three steps:
stance detection, author credibility verification, and machine learning-based classification.

EANN [44]: EANN uses TEXT-CNN to extract news text features and VGG19 to
extract news image features. For the sake of fairness in the comparison, only the part of the
EANN that deals with textual features is considered.

SpotFake [45]: SpotFake mainly consists of a text encoder, an image feature extractor,
a model fusion layer, and an output layer. It is designed with the goal of determining the
authenticity of the news by integrating text and images through deep-learning models.
In the experiments of this paper, the image feature extractor is removed to ensure the
consistency of the comparison for a fair comparison. The model performs the final judgment
of truthfulness through the output layer.

4.5. Results and Analysis

As shown in Table 3, the proposed model presented by the authors for the BuzzFeed
dataset shows remarkable improvements in various performance metrics. While its accu-
racy reaches 82.55%, outperforming TEXT-RF (73.83%), LR-Bias (78.82%), Ternion (74.77%),
EANN (73.21%), and SpotFake (79.44%), the increase in accuracy is not particularly sub-
stantial. However, the use of RumorLLM for data augmentation resulted in a significant
improvement in F1 score and AUC-ROC values. Precision is particularly high at 0.70,
outperforming other models, including LR-Bias (0.66). Furthermore, the proposed model
achieves a robust recall of 0.5833, indicating a comprehensive performance improvement
compared to SpotFake’s 0.3452. On the F1 score, the proposed model significantly outper-
forms TEXT-RF (0.2075) and SpotFake (0.4677), reaching a score of 0.6364. In particular,
on the AUC-ROC metric, the proposed model achieves a remarkable value of 0.8675,
significantly outperforming SpotFake (0.8568) and LR-Bias (0.8176).
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Table 3. Performance of baseline models and proposed model on the BuzzFeed dataset.

Model Accuracy Precision Recall F1 Score AUC-ROC

TEXT-RF 0.7383 0.5000 0.1310 0.2075 0.6230
LR-Bias 0.7882 0.6600 0.3929 0.4925 0.8176
Ternion 0.7477 0.5146 0.6310 0.5668 0.8051
EANN 0.7321 0.4900 0.5833 0.5326 0.7831

SpotFake 0.7944 0.7250 0.3452 0.4677 0.8568
Proposed 0.8255 0.7000 0.5833 0.6364 0.8675

As can be seen in Table 4, the proposed model introduced by the authors for the Politi-
Fact dataset shows remarkable progress in various performance metrics. While its accuracy
is 93.91%, outperforming TEXT-RF (78.26%), LR-Bias (85.22%), Ternion (86.09%), EANN
(82.61%), and SpotFake (86.96%), the increase in accuracy is not particularly substantial.
However, the integration of RumorLLM for data augmentation resulted in significant im-
provements in F1 score and AUC-ROC values. In particular, the precision of the proposed
model is 0.8519, outperforming other models, including LR-Bias (0.7647). In addition, the
proposed model achieves a robust recall of 0.8846, indicating a significant improvement in
performance compared to SpotFake’s recall of 0.4615. In terms of F1 score, the proposed
model significantly outperforms TEXT-RF (0.1429) and SpotFake (0.6154), achieving a
score of 0.8679. Of particular note is the AUC-ROC metric, where the proposed model
achieves a remarkable value of 0.9233, significantly outperforming SpotFake (0.8844) and
LR-Bias (0.8619).

Table 4. Performance of baseline models and proposed model on the PolitiFact dataset.

Model Accuracy Precision Recall F1 Score AUC-ROC

TEXT-RF 0.7826 1.000 0.0769 0.1429 0.6791
LR-Bias 0.8522 0.7647 0.5000 0.6047 0.8619
Ternion 0.8609 0.7500 0.5769 0.6522 0.8429
EANN 0.8261 0.6154 0.6154 0.6154 0.8879

SpotFake 0.8696 0.9231 0.4615 0.6154 0.8844
Proposed 0.9391 0.8519 0.8846 0.8679 0.9233

It is crucial to highlight that, despite a modest increase in accuracy, the proposed
model’s substantial enhancements in F1 score and AUC-ROC effectively address the chal-
lenges posed by the imbalanced dataset. The high AUC-ROC score underscores the model’s
exceptional ability to handle scenarios with disparate positive and negative sample propor-
tions. This further solidifies the proposed model’s superiority in addressing imbalanced
datasets, as AUC-ROC provides a comprehensive evaluation that is less influenced by
data distribution. The model’s proficiency in capturing the relationship between positive
and negative classes in imbalanced data emphasizes its excellence not only in overall
performance but also in accurately assessing discriminative capacity, presenting a reliable
solution for handling such challenges.

4.6. Ablation Study

As part of the ablation study, we investigated the impact of data augmentation, specif-
ically the use of RumorLLM, on the performance of the proposed model for the BuzzFeed
dataset. The results, presented in Figures 2 and 3, show the performance contrast between
the model without data augmentation and the augmented data by the proposed model.

On the BuzzFeed dataset, without data augmentation, the model achieved an accuracy
of 75.70%, a precision of 55.36%, a recall of 36.90%, an F1 score of 44.29%, and an AUC-
ROC of 82.34%. Subsequently, with the integration of RumorLLM for data augmentation,
the proposed model showed significant improvements in all metrics. The augmented
proposed model showed an accuracy of 82.55%, a precision of 70.00%, a recall of 58.33%,
an F1 score of 63.64%, and an AUC-ROC of 86.75%. Notably, these results underscore the
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significant positive impact of using RumorLLM for data augmentation, contributing to
significant improvements in precision, recall, F1 score, and AUC-ROC. The results highlight
the effectiveness of data augmentation in refining the model’s performance and emphasize
its role in capturing nuanced patterns and relationships within the BuzzFeed dataset.

Figure 2. Performance comparison of the proposed model on the BuzzFeed dataset with and without
data augmentation.

On the Politifact dataset, the model achieved the following scores without data aug-
mentation: an accuracy of 91.30%, a precision of 86.36%, a recall of 73.08%, an F1 score
of 79.17%, and an AUC-ROC of 90.86%. However, after incorporating RumorLLM for
data augmentation, the proposed model demonstrated significant improvements across
all metrics. The augmented proposed model achieved an accuracy of 93.91%, a precision
of 85.19%, a recall of 88.46%, an F1 score of 86.79%, and an AUC-ROC of 92.33%. These
results highlight the substantial positive impact of using RumorLLM for data augmenta-
tion, resulting in significant improvements in precision, recall, F1 score, and AUC-ROC.
The findings underscore the effectiveness of data augmentation in refining the model’s
performance and emphasize its role in capturing nuanced patterns and relationships within
the Politifact dataset.

Figure 3. Performance comparison of the proposed model on the PolitiFact dataset with and without
data augmentation.
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4.7. Case Study

Case: Former President George H.W. Bush said he will be voting for Hillary Clinton at a
reception for the Points of Light Foundation in Kennebunkport, Maine, on Monday, a source told
ABC News. Bush made the declaration in front of about 40 people who were in attendance at the
reception, according to the source. Kathleen Hartington Kennedy Townsend, a former Maryland
lieutenant governor and daughter of Robert F. Kennedy, first posted on Facebook Monday about the
41st president’s apparent intention to vote for Clinton, sharing a photo of herself and Bush, and
writing, “ The President told me he’s voting.

The purpose of this case study is to evaluate the effectiveness of a rumor generated by
RumorLLM. Through an artificial factual study of a deceptive rumor claiming that former
President George H.W. Bush endorsed Hillary Clinton, we find that the lack of credible
sources and official validation of the rumor is strong evidence that the rumor was fabricated.
The fact that this fake news was generated by RumorLLM highlights the model’s nuanced
grasp of the context of political news, as well as its superior ability to mimic the unique
writing style associated with political rumors. This case serves as a profound reminder
that when reviewing language model output, especially in a domain as nuanced as politics,
RumorLLM can also generate rumors with content as well as writing styles that can be
virtually faked. It highlights the critical need for continuous model evaluation, enhanced
interpretability features, and ethical considerations to curb the unintentional spread of
misinformation when deploying such advanced AI systems.

5. Conclusions

In conclusion, this paper presents a novel approach to addressing the challenges posed
by false information, rumors, and misleading content in the digital age. The proliferation of
such content on the Internet and social media platforms has become a significant concern,
and effective methods for detecting and combating fake news are essential. We propose the
construction of a rumor-generating large language model called “Rumor Large Language
Models” (RumorLLM). This model is created by finetuning large language models with
rumor writing styles and content. By leveraging RumorLLM and prompt engineering, the
authors demonstrate a method for data enhancement in small categories, which helps to
address the issue of category imbalance in real-world fake-news datasets.

This paper implements RumorLLM, which fills the gap in large-scale language models
dedicated to fake news detection. The main advantage of this approach is the introduction
of RumorLLM, which is specifically tailored to generate rumors. Leveraging large language
models’ semantic understanding and generation capabilities, RumorLLM captures the writ-
ing style and content characteristics of rumors, leading to more accurate and contextually
relevant rumor generation. We also employ prompt engineering and data enhancement
techniques to address category imbalance in real-world fake-news datasets. By generat-
ing diversified samples for the minority class, the approach improves the accuracy and
efficiency of fake news detection, providing a more comprehensive evaluation of model
performance.

By assembling RumorLLM with state-of-the-art classification models and evaluating
the results on real datasets, the authors demonstrate the effectiveness of their approach. The
experimental results on the BuzzFeed dataset show that the proposed model outperforms
baseline models in various evaluation metrics such as accuracy, precision, recall, F1 score,
and AUC-ROC. The model’s ability to handle imbalanced datasets is particularly notewor-
thy, as it significantly improves the F1 score and AUC-ROC, providing a comprehensive
evaluation of its performance. The paper also identifies potential avenues for future re-
search. Additional enhancements to RumorLLM can be explored, including investigating
the model’s interpretability. Further evaluation of the model’s performance on diverse
datasets is also recommended. Additionally, the proposed approach can be extended to
address new challenges that may arise in the ever-evolving landscape of false information
and misinformation.
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5.1. Limitations

However, there are some limitations and future research directions to consider. For
example, the current RumorLLM is limited to the generation of rumors for the plain text
category, which is relatively weak for the multimodal (including audio, image, video, etc.)
types of news that are currently proliferating on the Internet. Another limitation is the
potential ethical implications of using RumorLLM. As a tool for generating rumors, there is
a risk that it could be misused to spread false information or contribute to disinformation
campaigns. It is important to ensure the responsible use of RumorLLM and consider ethical
guidelines and safeguards to prevent malicious or harmful applications.

5.2. Research Potentials

Using RumorLLM for data enhancement offers more options than traditional meth-
ods (e.g., randomly adding, deleting, or changing the word order of the original text).
Traditional methods always leave the original data unchanged no matter how they are
changed, but using RumorLLM for data enhancement allows us to obtain more diverse
samples by constantly finetuning the prompts (e.g., reframing, associating, retelling, etc.).
RumorLLM is specifically designed for rumor generation and can generate text that better
fits the characteristics of the rumor, improving the model’s ability to generalize to real
data. By generating rumor text, RumorLLM provides richer and more diversified data
enhancement methods to capture complex linguistic structures and meanings, and the
generated data helps the model to learn and distinguish rumors from real information
more accurately and improves the performance of rumor detection. As an innovative data
enhancement method, RumorLLM provides a platform for rumor-detection research and
promotes the exploration of more problems and the proposal of new methods on rumor
generation and detection.

At the same time, RumorLLM possesses vast research potential and can contribute
significantly to the fields of fake news detection, explanatory research, tackling emerging
challenges in combating misinformation, and other related domains. Through further re-
search and application, we can continuously enhance the capabilities of fake news detection
and combat misinformation effectively, therefore upholding the integrity and fairness of
information dissemination. The research potential of RumorLLM is extensive and can be
elaborated as follows:

1. Enhanced accuracy in fake news detection: RumorLLM’s specialized design for
generating rumors can improve the accuracy of fake-news-detection algorithms by
simulating and generating rumors more accurately.

2. Interpreting large language models: Studying RumorLLM’s decision-making process
can provide insights into how large language models generate deceptive content,
enhancing their interpretability and transparency.

3. Addressing emerging challenges: RumorLLM can be applied to tackle new forms
of misinformation, such as deepfakes and coordinated disinformation campaigns,
contributing to ongoing research in combating false information.

4. Generalization to other domains: The methods and techniques of RumorLLM can be
extended to areas like natural-language processing, sentiment analysis, and social
media mining, improving the detection of deceptive content in diverse contexts.

5.3. Future Work

The main areas of future work in response to the research in this paper are as follows:
First, the lack of support for multimodal content poses a challenge in accurately detecting
and debunking misinformation across different media types. Future research should aim
to extend RumorLLM’s capabilities to encompass multimodal content generation and
detection. This would require incorporating techniques for analyzing and synthesizing
audio, image, and video-based rumors, as well as developing novel methods for detecting
and debunking multimodal misinformation. Exploring the interpretability of RumorLLM is
important to understand its decision-making process and enhance transparency. Evaluating
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the method on a variety of datasets from different sources and domains allows for a
comprehensive assessment of its generalizability and exploration of how to quantitatively
assess the effectiveness of RumorLLM-generated rumor generation compared to original
rumor generation. In addition, how can we consider enhancing RumorLLM’s ability to
interpret fake-news features (e.g., quantitative assessment features, features such as news
text sentiment, positional tendencies, etc.) so that RumorLLM can more accurately generate
rumor-style fake news? Additionally, future research should focus on addressing emerging
challenges like deepfake content, evolving writing styles, and coordinated disinformation
campaigns to further combat fake news.

In summary, this paper contributes to the field of fake news detection by proposing a
novel approach using rumor-generating large language models. The experimental results
demonstrate the effectiveness of the proposed model in handling the challenges posed
by false information, and future work can build upon these findings to further advance
the field.
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