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Abstract: Due to the openness of the vehicle-to-grid (V2G) network, the upload of charging and
discharging data faces severe security challenges such as eavesdropping, tampering, and forgery.
These challenges can lead to privacy breaches, transmission delays, and service quality degradation.
To address these issues, a V2G network architecture based on cloud–fog-end is designed, and a
charging and discharging data privacy protection scheme is proposed. We employ a pseudonym
mechanism to achieve the conditional privacy protection of electric vehicle (EV) users. We design a
certificateless aggregate signcryption (CLASC) algorithm to guarantee the security of uploading the
charging and discharging privacy data. The algorithm solves certificate management and key escrow
issues, utilizes aggregate signature operations to save network bandwidth, and avoids complex
computations like bilinear pairings and exponents. Additionally, the scheme delegates the aggregate
verification process to the fog layer, thereby alleviating the computational burden on the cloud layer,
decreasing transmission delays, and enhancing the efficiency and reliability of the V2G network. The
analysis results indicate that the scheme not only meets the required security objectives, but also has
lower computational and communication overheads, making it suitable for scenarios involving the
charging and discharging of large-scale EVs in V2G networks.

Keywords: V2G network; cloud–fog-end; electric vehicle; privacy protection; pseudonyms; certificateless
aggregate signcryption

1. Introduction

The vehicle-to-grid (V2G) network enables bidirectional communication and power
exchange between electric vehicles (EVs) and the power grid [1]. EVs can serve as dis-
tributed energy storage systems [2], charging from the grid during low demand periods
and discharging during peak demand, thus helping to alleviate grid load fluctuations and
providing economic benefits to EV users [3]. With policy support and ongoing battery
technology innovation, the EV industry is experiencing rapid development [4]. The Interna-
tional Energy Agency (IEA) estimates that the global number of EVs will reach 230 million
by 2030 [5]. In the V2G network scenario, the charging pile (CP) uploads the charging and
discharging data of EVs to the charging service operator (CSO) for processing, and then the
CSO issues control commands to the CP to manage the EV. The data in the V2G network
contain a large amount of private information, including the EV user’s identity, license plate
number, physical card number, charging pile number, charging and discharging quantity,
and geographic location [6].

However, owing to the random nature of charging and discharging behavior and
the openness of the communication network, there are severe security challenges when
uploading the charging and discharging data [7], such as eavesdropping, tampering,
forgery, node impersonation, and denial of service attacks, which can easily lead to privacy
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breaches. If the EV user identity information is leaked, it could be used for commercial
promotion by some companies or even for fraudulent activities by criminals, harming the
interests of the users. Furthermore, if charging and discharging data are leaked, this could
lead to the issuance of incorrect control commands by the CSO, severely impacting the
normal operation of the V2G network. In addition, with the rapid growth of EVs and CPs,
the communication overhead between CPs and the CSO will become very large, leading to
heavy computational pressure on the CSO, transmission delays, decreased service quality,
and increased privacy breach risks in V2G networks.

Cloud–based solutions have been proposed for this purpose [8], accompanied by
additional challenges such as higher network bandwidth and latency owing to the distance
between the EV and the cloud server. Fog computing [9] is considered an extension of cloud
computing, shifting the storage, computation, and other functions of cloud computing from
the center of the network to the edge. Fog nodes (FNs) can use batch validation to relieve
computation and storage stress in the control center, as well as reduce data transmission
distances, data transmission delays, and the cost of sending data [10]. To enable reliable,
secure, and efficient services for the smart grids, fog computing can provide distributed
computing services to users, supporting low-latency and location-aware services [11].
Therefore, fog computing architecture can also be used in V2G networks, leveraging the
computing and storage resources of FNs to improve the efficiency and reliability of V2G
networks [12].

In order to address the privacy protection issues of charging and discharging data in
V2G networks, data-based privacy protection schemes were proposed in [13–15], mainly
encrypting the data to make them difficult for attackers to obtain. However, these schemes
involve complex operations and high computational overhead, which are not suitable
for V2G network environments with limited resources. Identity-based privacy protection
schemes were proposed in [16–19] that mainly protect the users’ privacy by blurring the true
identity of EV users. In [20], fog computing was combined with blockchain technology to
achieve the security of the EV charging process. Xia et al. [21] proposed a charging identity
authentication scheme based on fog computing that uses group signatures to protect the
privacy of EV users. However, this scheme has issues with certificate management and key
escrow. Moreover, the above schemes protect the identity of EV users, but charging and
discharging data in V2G networks may still be eavesdropped on, so the EV users’ identity
and charging and discharging data must be protected at the same time.

Signcryption is a cryptographic primitive that combines signature and encryption to
simultaneously achieve confidentiality and unforgeability in a single logical step [22]. Lu
et al. [23] first proposed a scheme that combines signcryption and certificateless aggregate
signatures, leading to the study of a large number of certificateless aggregate signcryption
(CLASC) schemes. Aiming to achieve privacy protection in vehicular sensor network
communications, Dai and Xu [24] proposed a CLASC scheme that satisfies confidentiality,
unforgeability, forward secrecy, and conditional traceability. Zhang et al. [25] combined
the consortium blockchain with the CLASC algorithm to achieve a lightweight and secure
communication of real-time power information, but the use of blockchain in it increases the
computational overhead.

However, more research is needed on CLASC schemes in fog computing environ-
ments. Cui et al. [26] designed a CLASC scheme for VANETs, but users can learn the
master key through scalar operations, posing security risks. The CLASC scheme proposed
by Basudan et al. [27] improved the security of the fog-based vehicular crowd-sensing
road condition monitoring systems. Wang et al. [28] proposed a traceable road condition
monitoring scheme based on cloud–fog, saving computational resources and network
bandwidth. Dohare et al. [29] proposed a CLASC scheme for cloud–fog-based Industry
4.0, which achieves mutual identity authentication, public verifiability, data integrity, and
confidentiality. However, all the above schemes are based on bilinear mappings, resulting
in large computational and communication overhead.

In summary, the main contributions of this paper are as follows.
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(1) In order to ensure the security and reliability of V2G networks during the charging and
discharging data upload process for large-scale EVs, a cloud–fog-based V2G network
architecture is designed, and a charging and discharging data privacy protection
scheme is proposed.

(2) In the proposed scheme, we employ a pseudonym mechanism to achieve anonymity
and the traceability of the EV users’ identities, thus attaining conditional privacy
protection. We also designed a CLASC algorithm that guarantees the security of
uploading charging and discharging privacy data.

(3) The proposed scheme addresses certificate management and key escrow issues; em-
ploys aggregate operations to save network bandwidth; utilizes signature and encryp-
tion operations simultaneously to simplify computational steps; and avoids bilinear
pairing and exponentiation and other complex operations.

(4) According to the cloud–fog-based V2G network architecture, the aggregate verifica-
tion is processed by the fog layer, alleviating the computational burden on the CSO,
reducing transmission delays, and improving the efficiency of the V2G network.

(5) The security analysis indicates that the proposed scheme not only meets the required
security features, including conditional anonymity, confidentiality, and unforgeability,
but can also resist common attacks such as impersonation, replay, and DDoS. The
performance analysis demonstrates that the scheme exhibits high efficiency in both
computation and communication, making it suitable for V2G network environments
with limited resources.

This paper is structured as follows: Section 2 introduces the system model, threat
model, and safety objectives of this scheme. In Section 3, a CLASC scheme based on
cloud–fog-end is proposed. In Section 4, the correctness and security of the proposed
scheme is analyzed. In Section 5, the performance evaluation is conducted by analyzing
computational and communication costs and comparing them with other related schemes.
Section 6 concludes this paper and puts forward the future research directions.

2. Problem Formalization
2.1. System Model

The proposed V2G network communication architecture contains cloud, fog, and user
layers, as shown in Figure 1.
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(1) TA: The TA is responsible for the registration of entities such as the EV, CP, and FN
and tracking the real identities of EV users. The TA is a completely trustworthy entity.
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(2) KGC: The KGC is responsible for generating public and private keys for entities such
as the CP, FN, and CSO. The KGC is a partially trusted entity.

(3) CSO: The CSO, located in the cloud, is responsible for batch verification and decryption
of the regional charging and discharging data reports uploaded by the FN, as well as
processing the charging and discharging data. If the CSO detects abnormal charging
and discharging data for the EV, it can request the TA to track the real identity of the
EV user.

(4) FN: The FN is deployed at the level of the charging stations, with certain computing,
communication, and storage capabilities. The FN is responsible for aggregating and
verifying charging and discharging data reports, generating local regional charging
and discharging data reports, and uploading them to the CSO, thereby avoiding the
computational and communication overhead caused by direct data exchange between
the CSO and each CP.

(5) CP: The CP is responsible for encrypting and signing the charging and discharging
data of the EVs, generating charging and discharging data reports, and uploading
them to the local FN. It is also responsible for providing power connections to the
EV and charging or discharging the EV based on charging and discharging control
commands issued by the CSO.

(6) EV: A vehicle with energy storage capacity, capable of bidirectional data communica-
tion and power transmission, is charged and discharged through the CP under the
control of the FN, regulating the load on the power grid.

2.2. Threat Model

In this model, the connection between the TA and other entities is conducted through
secure channels, while the connection to other public communication networks is not secure.
According to the attack points marked in Figure 1, external adversaries may attempt to
launch attacks such as eavesdropping, forgery, tampering, replay, and denial of service.
Attackers may also attempt to impersonate legitimate EVs, CPs, or FNs. In this scheme, only
the TA is a fully trusted entity, while the KGC is not fully trusted and may be vulnerable to
malicious attacks or colluding with malicious attackers to cause a key leakage. The other
entities, the CP, FN, and CSO, are honest and curious, and they honestly execute this plan,
but also show curiosity about the EV’s charging and discharging data or true identity.

Therefore, we consider two attackers in the threat model, namely, the external attacker
AI and the internal attacker AI I . AI can query and tamper with the public key of any
legitimate user but cannot obtain the master key; AI I represents a malicious KGC that can
obtain the master key but cannot tamper with any user’s public key.

2.3. Safety Objectives

To ensure the secure upload of large-scale charging and discharging privacy data
in V2G networks, the proposed privacy protection scheme should meet the following
security objectives:

(1) Conditional anonymity: The real identity of EV users must be kept confidential.
However, if necessary, the TA can track the real identity of malicious EV users
for accountability.

(2) Confidentiality: Charging and discharging data should be kept confidential to ensure
that attackers cannot eavesdrop on plaintext data during communication.

(3) Unforgeability: Ensure that attackers cannot forge CP/FN uploaded charging and
discharging data reports.

(4) Public verifiability: The signcryption can be verified through public information.
(5) Resistance to attack: In addition to the eavesdropping, forgery, and tampering men-

tioned above, the scheme must also resist impersonation attacks, replay attacks, and
so on.
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3. Implementation

The process of this scheme is shown in Figure 2, which includes system initialization,
entity key generation, data report generation, aggregation verification and signature, ag-
gregation verification and decryption, and identity tracking. Table 1 shows the symbols
involved in the proposed scheme.
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Table 1. Symbolic meanings of the proposed scheme.

Symbols Meaning

V System security parameter
q Sufficient large prime number

s,t System master key, s ∈ Z∗
q , t ∈ Z∗

q
Ppub,Tpub System public key, Ppub = sP, Tpub = tP

Hi Secure hash function, i = 0, 1, 2, 3, 4
RIDi Real identity of EVi
PIDi Pseudonym of EVi
IDCPi Real identity of CPi
IDFNw Real identity of FNw

3.1. System Initialization
3.1.1. System Parameter Setting

Security parameter V is input, a group G is chosen on an elliptic curve, of prime order
q, with generator P.

The TA initializes: a random number t ∈ Z∗
q is chosen as the system master key, the

public key Tpub = tP is computed, and a hash function H0 : G × {0, 1}∗ → Z∗
q is chosen.

The KGC initializes: a random number s ∈ Z∗
q is chosen as the system master key, the

system public key Ppub = sP is computed, and hash functions H1 : {0, 1}∗ × G × G → Z∗
q ,

H2 : {0, 1}∗ × G × G × G × {0, 1}∗ → Z∗
q , H3 : {0, 1}∗ × {0, 1}∗ × G × G × G × G → {0, 1}l

are chosen, where l represents the length of plaintext or ciphertext messages.
The KGC and TA are independent of each other, each keeping their master keys s and

t. They publish the system parameters params = {G, P, q, Ppub, Tpub, H0, H1, H2, H3}.



Appl. Sci. 2024, 14, 4096 6 of 16

3.1.2. User Pseudonym Generation

When the EV, CP, FN, and CSO first join the V2G network, they must register with
the TA using real identity information, and the TA then generates unique identifiers RIDi,
IDCPi , IDFNw , IDCSO ∈ {0, 1}∗, respectively.

The process of generating pseudonyms is as follows: first, EVi chooses a random
number ti ∈ Z∗

q , computes part of the pseudonym PIDi,1 = tiP, simultaneously computes
ki = tiTpub ⊕ RIDi, and sends the request (PIDi,1, ki) to the TA to generate the pseudonym.
Then, the TA verifies the identity of EVi by computing the equation RIDi = ki ⊕ tPIDi,1;
if the verification fails, the pseudonym generation request is discarded. Otherwise, the
TA computes the other part of the pseudonym PIDi,2 = RIDi ⊕ H0(tPIDi,1, Ti) and se-
cretly sends the complete pseudonym PIDi = (PIDi,1, PPIDi,2, Ti) to EVi, where Ti is the
pseudonym’s valid timestamp.

When EVi’s pseudonym expires, i.e., when the pseudonym’s valid timestamp Ti is less
than the current timestamp, EVi must repeat the above process to request for the generation
of a new pseudonym from the TA.

3.2. Entity Key Generation

CPi selects a random number xi ∈ Z∗
q as the partial private key, calculates the partial

public key Xi = xiP, and then sends its identity IDCPi and partial public key Xi to the KGC.
After verifying the validity of CPi’s identity, the KGC selects a random number yi ∈ Z∗

q ,
generates CPi’s partial public key Yi = yiP, calculates h1i = H1(IDCPi, Xi, Yi), calculates
di = yi + s · h1i as CPi’s partial private key, and then sends (Yi, di) to CPi through a
secure channel.

After receiving the partial public and private keys, CPi verifies the validity of the
partial public and private keys through equation diP = Yi + H1(IDCPi, Xi, Yi) · Ppub to
prevent malicious KGC attacks. If the verification fails, it will be discarded directly, and
part of the public and private keys will be requested again. Otherwise, CPi’s private key
SKi = (xi, di) and public key PKi = (Xi, Yi).

The key generation process of FNw and the CSO is similar to CPi, after authen-
tication using identity identifiers IDFNw and IDCSO, and the generated key pairs are
SKw = (xw, dw), PKw = (Xw, Yw) and SKc = (xc, dc), PKc = (Xc, Yc), respectively.

3.3. Data Report Generation

CPi performs signcryption on the EVi’s charging and discharging data mi. Subse-
quently, based on the signcrypted message δi, a data report Pi is generated and uploaded to
the respective local FNw.

The CP first selects a random number ri ∈ Z∗
q and generates Ci according to the

following formula: 
Ri = riP

h1c = H1(IDCSO, Xc, Yc)
Ui = ri(Xc + Yc + Ppubh1c)

h3i = H3(PIDi, IDCPi, Xi, Yi, Ui, Ri)
Ci = mi ⊕ h3i

(1)

Then, according to the following formula, a signature si is generated, and the final
signature message δi = (Ri, Ci, si) is obtained.

Subsequently, the charging and discharging data report Pi is uploaded to the local
FNw, where Pi = {PIDi, IDCPi , δi, PKi, TSi}. Here, TSi is a timestamp used to prevent
replay attacks. {

h2i = H2(IDCPi , Xc, Yc, Ri, Ci, TSi)
si = di + xih2i

(2)
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3.4. Aggregation Verification and Signature

FNw will receive multiple charging and discharging data reports uploaded by the local
CP. If these signcryption messages are verified individually, it will significantly impact the
response time of charging and discharging, which is unsuitable for large-scale EV charging
and discharging scenarios. Additionally, if FNw uploads these data reports directly to
the CSO without aggregation, a significant communication and computation overhead
will result. Therefore, in this scheme, FNw chooses to perform an aggregated verification
on these data reports, re-sign the aggregated signcryption messages, generate regional
data reports, and then upload them to the CSO. This approach effectively utilizes the
computational resources of the FN, reduces the computational burden on the CSO, and
enhances the service quality of the V2G network. The specific process is as follows:

Firstly, after receiving the data report Pi uploaded by CPi, FNw performs initial verifi-
cation by checking the validity of the timestamp TSi in the data report and verifying the
validity of the EVi’s pseudonym through the pseudonym timestamp Ti. If the verification
fails, the data report Pi uploaded by CPi is discarded.

Secondly, after successfully performing the initial verification on all n data reports
Pi (i = 1, 2, . . . , n), FNw proceeds to conduct aggregated verification according to the
following formula. Upon successful verification, the aggregated signcryption message
φw = (R1, R2 . . . Rn, C1, C2 . . . Cn, S) is obtained.

h1i = H1(PIDi, Xi, Yi)
h2i = H2(IDCPi , Xc, Yc, Ri, Ci, TSi)

S = ∑n
i=1 si

SP =
n
∑

n=1
Yi + Ppub

n
∑

n=1
h1i +

n
∑

n=1
Xih2i

(3)

Thirdly, FNw generates a signature sigw using its private key based on the aggregated
signcryption message φw according to the following formula.{

h2w = H2(IDFNw , Xc, Yc, φw, TSw)
sigw = dw + xwh2w

(4)

Finally, FNw generates the data report Tw = {PIDi, IDCPi , IDFNw , φw, sigw, PKw, TSw}
for its local region and uploads it to the CSO, where TSw represents the current timestamp
of the FN.

3.5. Aggregation Verification and Decryption

After receiving the regional data reports Tw uploaded by FNw, the CSO first checks the
validity of the timestamp TSw. Subsequently, the CSO performs aggregated verification on
the m valid regional data reports Tw (w = 1, 2, . . . , m) according to the following formula. h2w = H2(IDFNw , Xc, Yc, φw, TSw)

P
m
∑

m=1
sigw =

m
∑

m=1
Yw + Ppub

m
∑

n=1
h1w +

m
∑

m=1
Xwh2w

(5)

After successful aggregated verification, the CSO proceeds to decrypt and verify
the regional data reports Tw (w = 1, 2, . . . , m) in sequence using the following formula,
obtaining the complete charging and discharging data mi uploaded by legitimate CPi.

Ui = (xc + dc)Ri
h3i = H3(PIDi, IDCPi , Xi, Yi, Ui, Ri)

mi = Ci
⊕

h3i

(6)
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3.6. Identity Tracking

When the CSO processes the charging and discharging data of EVs and detects any
abnormal charging and discharging data for the EV, it can request the TA to trace the real
identity of EVi. The process is as follows:

The CSO sends the pseudonym PIDi = (PIDi,1, PIDi,2, Ti) to the TA for identity
tracing. The TA calculates RIDi = PIDi,2 ⊕ H0(t PIDi,1, Ti) to obtain the true identity of
EVi within constant time. Finally, the illegal EV user will be punished by the TA.

4. Correctness and Security Analysis
4.1. Correctness Analysis

The correctness of EV user pseudonym generation and identity tracking is proven
as follows:

tPIDi,1 = ttiP = tiTpub (7)

The FN can complete aggregation verification according to the following equation.

SP =
n
∑

i=1
siP

=
n
∑

i=1
(di + xih2i)P

=
n
∑

i=1
(yi + s h1i + xih2i)P

=
n
∑

i=1
Yi + Ppub

n
∑

i=1
h1i +

n
∑

i=1
Xih2i

(8)

The CSO can complete aggregation verification and decryption successfully according
to the following equation.

P
m
∑

i=1
sigw = P

m
∑

i=1
(dw + xwh2w)

= P
m
∑

i=1
(yw + s h1w + xwh2w)

=
m
∑

i=1
Yw + Ppub

m
∑

i=1
hw +

m
∑

i=1
Xwh2w

(9)

Ui = ri(Xc + Yc + Ppubh1c)
= ri(xcP + ycP + sP h1c)
= ri(xc + yc + s h1c)P
= (xc + dc)Ri

(10)

4.2. Security Analysis

The security features of the relevant representative schemes (i.e., Wang et al. [13],
Zhang et al. [25], Basudan et al. [27], and Dohare et al. [29]) are compared as shown in
Table 2, proving that our scheme’s security surpasses those of the others. The symbol

√

indicates compliance with the security feature, while × indicates non-compliance.

Table 2. Comparison of security features.

Scheme Conditional
Anonymity Confidentiality Unforgeability Public

Verifiability
Resistance to

Replay Attacks
Resistance to

DDoS Attacks

[13]
√ √ √

×
√

×
[25]

√ √ √ √ √
×

[27] ×
√ √

× × ×
[29] ×

√ √ √
×

√

Ours
√ √ √ √ √ √
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4.2.1. Conditional Anonymity

In this scheme, only the trusted entity TA knows the EV users’ real identities, while
other entities only know the pseudonymous identities. Apart from the TA, no one can
deduce the real identity of the EV user from the pseudonymous identity. This ensures the
conditional anonymity of the EV user.

4.2.2. Confidentiality

Theorem 1 (Confidentiality under Adversary AI). In the case of a stochastic prediction model
and ECDHP difficulty, adversary AI can win IND-CCA2 with a non-negligible advantage ε11, then
there exists a challenger C who can solve the ECDHP difficulty problem with at least a non-negligible
probability

(
1 − qsk

2k

)(
1 − q3

2k

)
ε11

en(qs+qsk+1) in finite polynomial time, where e is the base of the
natural logarithm and k is a safety parameter.

Proof of Theorem 1. Challenger C is given an ECDHP challenge instance (P, aP, bP),
where a, b ∈ Z∗

q and its values are all unknown, and C’s goal is to calculate the value abP
by adversary AI . □

Initial stage: C performs system initialization, generates system parameters, and sends
them to adversary AI , who cannot obtain system master key s. C randomly chooses ID∗

i as
the challenger. In addition, C maintains five lists to record query data extracted by AI from
oracle H1, H2, H3, partial private key, and public key, respectively. All lists are initialized
to empty.

Query stage: Adversary AI executes a polynomial bounded query as follows:
H1 query: Challenger C maintains a list of L1 = (IDCPi , Xi, Yi, h1i), and when receiving

an H1 query (IDCPi , Xi, Yi) from adversary AI , if the inquiry already exists in the list, returns
the corresponding h1i to AI . Otherwise, challenger C randomly selects h1i ∈ Z∗

q and returns
to AI , and adds the item (IDCPi , Xi, Yi, h1i) to the list L1.

H2 query: Challenger C maintains a list of L2 = (IDCPi , Xc, Yc, Ri, Ci, TSi, h2i), and
when receiving an H2 query (IDCPi , Xc, Yc, Ri, Ci, TSi) from adversary AI , if the inquiry
already exists in the list, returns the corresponding h2i to AI . Otherwise, challenger C ran-
domly selects h2i ∈ Z∗

q and returns to AI , and adds the item (IDCPi , Xc, Yc, Ri, Ci, TSi, h2i)
to the list L2.

H3 query: Challenger C maintains a list of L3 = (PIDi, IDCPi , Xi, Yi, Ui, Ri, h3i), and
when receiving an H3 query (PIDi, IDCPi , Xi, Yi, Ui, Ri) from adversary AI , if the inquiry
already exists in the list, returns the corresponding h3i to AI . Otherwise, C randomly selects
h3i ∈ Z∗

q and returns to AI , and adds the item (PIDi, IDCPi , Xi, Yi, Ui, Ri, h3i) to the list L3.
Partial private key query: When challenger C receives a query from A1 about IDi, if

IDi = ID∗
i , the simulation operation is terminated. If IDi ̸= ID∗

i , challenger C queries the
list Lpsk, and if there is a corresponding item, returns (di, Yi) to AI . Otherwise, challenger C
randomly selects ai, bi ∈ Z∗

q , so that di = ai, H1(IDi, Xi, Yi) = bi, then Yi = aiP − biPpub. C
adds (IDi, Xi, Yi, bi) and (IDi, di, Yi) to L1 and Lpsk, respectively, and returns (di, Yi) to AI .

Create user query: When challenger C receives a query from AI about IDi, C queries
the list Luser. If the list Luser contains (IDi, xi, di, Xi, Yi), C returns PKi = (Xi, Yi) to AI ;
Otherwise, if IDi = ID∗

i , challenger C randomly selects xi ∈ Z∗
q , so that Xi = xiP, calculates

Yi = (1 − h1i)Ppub, adds (IDi, xi,⊥, Xi, Yi) to the list Luser, and returns PKi = t(Xi, Yi) to
AI . If IDi ̸= ID∗

i , C randomly selects xi, yi ∈ Z∗
q , calculates Xi = xiP, Yi = yiP − h1iPpub,

then adds (IDi, xi,⊥, Xi, Yi) to the list of Luser, and returns PKi = (Xi, Yi) to AI .
Secret value query: When challenger C receives a query about IDi, if IDi = ID∗

i , the
simulation operation is terminated. Otherwise, C queries the list Luser, and if there is a
corresponding item, returns the secret value xi to AI . If it does not exist, C executes the
creation of a user inquiry to generate (IDi, xi,⊥, Xi, Yi) and adds it to Luser, then returns xi
to AI .
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Change public key query: When challenger C receives a query (IDi, X′
i , Y′

i ) from AI ,
that is, AI wants to replace the old PKi = (Xi, Yi) with a new PK′

i = (X′
i , Y′

i ), assuming that
C has already submitted a create user query. Then, C obtains (IDi, xi, di, Xi, Yi) from the list
Luser, updates Xi to X′

i , updates Yi to Y′
i , and sets xi = ⊥, di = ⊥, thus (PIDi, xi, di, Xi, Yi)

in Luser has been updated to (PIDi,⊥,⊥, X′
i , Y′

i ).
Signcryption query: When challenger C receives a query (mi, IDi, IDc) from AI , where

mi is a plaintext message, IDi is the sender, and IDc is the receiver, the following processing
is performed: If IDi ̸= ID∗

i , C obtains the receiver’s PKw = (Xc, Yc) and the sender’s
SKi = (xi, di) by querying Luser, and then performs the signcryption operation on mi
according to the scheme. If IDi = ID∗

i , C queries L1 to obtain h1c = H1(IDc, Xc, Yc),
queries Luser to obtain the receiver’s private key SKc = (xc, dc), selects the random number
ri ∈ Z∗

q , calculates Ri = riP, Ui = (xc + dct)Ri, Ci = mi ⊕ H3(PIDi, IDCPi , Xi, Yi, Ui, Ri).
(PIDi, IDCPi , Xi, Yi, Ui, Ri) and (IDCPi , Xc, Yc, Ri, Ci, TSi) will be stored in list L3 and list L2,
respectively. Finally, C calculates si to make siP = Yi + Ppubh1i + Xih2i true and return
δi = (Ri, Ci, si).

Aggregation verification query: When challenger C receives an aggregation signature
query (ID1, ID2 . . . IDn, m1, m2. . . mn, IDc) from AI, C performs aggregation verification accord-
ing to the scheme, verifying whether the equation SP = ∑n

i=1 Yi + Ppub∑n
i=1 h1i + ∑n

i=1 Xih2i
is true. If it is true, C returns the aggregation signcryption φ = (R1, R2 . . . Rn, C1, C2 . . . Cn, S).

Unsigncryption query: Challenger C receives an unsigncryption query (ID1, ID2 . . .
IDn,φ, IDw) from AI , and if IDi ̸= ID∗

i , C will perform the unsigncryption operation
according to the scheme and return the plaintext message mi. Otherwise, the game will
be terminated. If IDi = ID∗

i or the public key of IDi is replaced, C queries the lists L2 and
L3. If there are corresponding tuples, it returns the plaintext message mi; otherwise, the
simulation stops.

Challenge stage: Adversary AI randomly selects two messages of equal length, m0 and
m1, and randomly selects two identities, ID∗

i and ID∗
r , where ID∗

r is the challenge identity.
C selects d ∈ (0, 1) and performs a signcryption query for md to obtain an aggregation
signcryption φ∗ = (R∗

i , C∗
i , S∗) and sends it to AI . After receiving φ∗, AI continues to

initiate a series of polynomial bounded queries, but AI cannot perform partial private key
queries of ID∗

r and the unsigncryption queries of φ∗.
Guessing stage: Through the various queries in the first stage, adversary AI out-

puts d′ as their own guess about d. If the guess is correct, challenger C outputs d∗i R∗
i =

b(Y∗
i + h1iPpub) = b[(1 − h1i)Ppub + h1iPpub] = bPpub = abP as the solution to ECDHP,

where R∗
i = bP. From this, C solves the ECDHP problem with AI .

Theorem 2 (Confidentiality under Adversary AII). In the case of a stochastic prediction model
and ECDHP difficulty, adversary AI I can win IND-CCA2 with a non-negligible advantage ε12,
there exists C who can solve the ECDHP difficulty problem with at least a non-negligible probability(

1 − qsk
2k

)(
1 − q3

2k

)
ε12

en(qs+qsk+1) .

Proof of Theorem 2. Challenger C is given a random ECDHP challenge instance (P, aP, bP),
where a, b ∈ Z∗

q and its values are all unknown, and C’s goal is to calculate the value abP
by the adversary AI I . The proof process is similar to Theorem 1. □

In summary, challenger C has the ability to solve ECDHP, but this contradicts ECDHP,
so the scheme satisfies confidentiality under the attack of adversaries AI and AI I .

4.2.3. Unforgeability

Theorem 3 (Unforgeability under Adversary AI). In the case of a stochastic prediction model
and ECDLP difficulty, adversary AI can win EUF-CMA with a non-negligible advantage ε21,
there exists C who can solve ECDLP difficulty problem with at least a non-negligible probability(

1 − qsk
2k

)
ε21

en(qs+qsk+1) .
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Proof of Theorem 3. Challenger C is given a random ECDLP challenge instance (P, aP),
where a ∈ Z∗

q and its value is unknown, and C’s goal is to calculate the value a by the
adversary AI . □

Initial stage: Challenger C performs system initialization, generates system parameters,
and sends them to adversary AI , who cannot obtain system master key s.

Forgery stage: When adversary AI submits aggregate signcryption φ∗ = (R∗
1 , R∗

2 . . . R∗
n,

C∗
1 , C∗

2 . . . C∗
n, S∗) of n users’ message m∗

i , Equation (11) holds if aggregate verification is
valid. C forges an aggregate signcryption φ′ = (R∗

1 , R∗
2 . . . R∗

n, C∗
1 , C∗

2 . . . C∗
n, S′) in the same

way and sends it to AI .

S∗P =
n

∑
i=1

Y∗
i + Ppub

n

∑
i=1

h∗1i +
n

∑
i=1

X∗
i h∗2i (11)

If AI receives φ′ and the aggregate signcryption verification passes, then Equation (12)
is obtained by repeating the above steps and selecting a different H1 according to a
bifurcation lemma.

S′P =
n

∑
i=1

Y∗
i + Ppub

j−1

∑
i=1

h∗1i + Ppubh′1j + Ppub

n

∑
i=j+1

h∗1i +
n

∑
i=1

X∗
i h∗2i (12)

After subtracting Equation (11) from Equation (12) to obtain the derived Formula (13),
C outputs a = S′−S∗

h′1j−h∗1j
as the solution to the ECDLP problem. Therefore, C solves the ECDLP

problem by AI .

(
S′ − S∗)P = Ppub

j−1

∑
i=1

h∗1i + Ppubh′1j + Ppub

n

∑
i=j+1

h∗1i − Ppub

n

∑
i=1

h∗1i = (h′1j − h∗1j)Ppub = (h′1j − h∗1j)aP (13)

Theorem 4 (Unforgeability under Adversary AII). In the case of a stochastic prediction model
and ECDLP difficulty, adversary AI I can win EUF-CMA with a non-negligible advantage ε22,
there exists C who can solve the ECDLP difficulty problem with at least a non-negligible probability(

1 − qsk
2k

)
ε22

en(qs+qsk+1) .

Proof of Theorem 4. Challenger C is given a random ECDHP challenge instance (P, aP),
where a ∈ Z∗

q and its value is unknown, and C’s goal is to calculate the value a by the
adversary AI I . The proof process is similar to Theorem 3 and will not be repeated here. □

In summary, challenger C has the ability to solve ECDLP, but this contradicts ECDLP,
so the scheme satisfies unforgeability under the attack of adversaries AI and AI I .

4.2.4. Public Verifiability

Aggregate verification operations rely on the public parameters, without requiring the
private keys of the sender CP/FN/CSO or the receiver. Any entity can verify the validity
of the data reports.

4.2.5. Resistance to Impersonation Attacks

Through aggregate verification, the FN/CSO can confirm the legitimacy of the sender
CP/FN’s identity, making it impossible for attackers to forge the sender’s legitimate
signature or impersonate the sender’s valid identity.

4.2.6. Resistance to Replay Attacks

This attack involves retransmitting previously eavesdropped data reports to the re-
ceiver without modifying the content. The CP/FN adds timestamps before sending mes-
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sages to indicate their timeliness. By checking the timestamps, the receiver FN/CSO can
resist replay attacks.

4.2.7. Resistance to Distributed Denial of Service (DDoS) Attacks

The communication architecture of this scheme is based on cloud–fog collaboration,
where introducing fog devices between the cloud and user layers enables distributed com-
putation and storage of fog computing, mitigating issues such as vulnerable transmission
distance and susceptibility to DDoS attacks in traditional cloud computing.

5. Performance Evaluation

In this section, we evaluate the performance of the proposed scheme. Taking the ex-
ample of m FNs, where each fog node region contains n EVs, we analyze the computational
and communication overheads of the proposed scheme. Furthermore, we also compare
our scheme with other related CLASC schemes (i.e., Basudan et al. [27], Wang et al. [28],
Dai et al. [24], and Zhang et al. [25]). The first two schemes are based on fog computing
architecture, while the latter two are based on traditional architecture.

5.1. Computation Cost

In our experiments, we conducted the operations on our personal computer config-
ured with an Intel Core I5-4210H 1.80GHz processor, 8GB RAM, and Windows 10. We
utilized the Pairing-Based Cryptography (PBC) library to perform these operations, and
the running times for different operations are shown in Table 3. The table only includes
the computationally expensive operations, among which the bilinear pairing operation is
significantly more costly than the multiplication operation.

Table 3. Execution times of related operations.

Symbol The Run Time of
Operation (ms) Meaning

Tp 4.2846 Time for a bilinear pairing operation
Tpm 0.4720 Time for point multiplication operation in elliptic curve
Tsm 0.2530 Time for scalar multiplication operation
Th 3.8643 Time for map to point hash

Tp is calculated by using bilinear pairs e : G1 × G1 → G2. G1 of order q is generated
by elliptic curves E(Fp′): y2 = x3 + x defined over finite field Fp′ . Tpm is calculated from

elliptic curves E(Fp) : y2 = x3 + ax + b defined over finite fields Fp.Table 4 shows the
computation cost comparison among CLASC schemes. In this scheme, each CP requires
3Tpm + Tsm for signcryption of mi to generate the charging and discharging data report Pi.
Therefore, the computation cost for each CP is 3Tpm + Tsm. Each FN requires (n + 2)Tpm for
aggregating and verifying n received data reports Pi(n = 1, 2, . . . , n), and Tsm is used for
generating the corresponding signature. Hence, the total computation cost for each FN is
(n + 2)Tpm + Tsm. The CSO requires (m + 2)Tpm for aggregating and verifying m received
area data reports Tw(w = 1, 2, . . . , m) and mnTpm for decrypting mn encrypted messages.
The total computation cost of the CSO is (mn + m + 2)Tpm.

Table 4. Computation cost comparison among CLASC schemes.

Scheme Signcryption
(CP)

Verification
(FN)

Verification and Unsigncryption
(CSO)

[27] 2Th + 7Tpm 2nTh + 4nTp + nTpm 2mnTh + (mn + 3)Tp + 3mnTpm
[28] 2Th + 6Tpm (n + 1)Th + 3nTp + 2nTpm (mn + 1)Th + (mn + 2)Tp + 4mnTpm
[24] 3Tpm + 4Tsm __ (3mn + 1)Tpm
[25] 5Tpm + 2Tsm (3n + 1)Tpm 2mnTpm

Ours 3Tpm + Tsm (n + 2)Tpm + Tsm (mn + m + 2)Tpm
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Figure 3 shows the computation costs of CP signcryption among the relevant CLASC
schemes. The computation cost of FN verification compared with other schemes is shown
in Figure 4. We can see that neither [24,25] nor our scheme involves bilinear mapping
operations, resulting in higher execution efficiency compared to [27,28]. With the increase in
the number of charging and discharging EVs, the computation overhead of the FN becomes
lower and lower compared with other schemes. When n = 120, charging and discharging
data reports are uploaded in the local area, and the total aggregation verification time of
the FN is 57.837 ms, which is a very effective and reasonable time assumption for FNs with
certain computing abilities.
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Figure 5 shows the computation cost of the CSO in this scheme with the increase in the
number of FNs m and the number of EVs in the local region n. Assuming that the number
of FNs m = 1, the comparison of computation costs of the CSO is shown in Figure 6. It
can be seen that the advantages of our scheme are gradually reflected in the increase in
the number of FNs and the number of EVs in the local region. In summary, the CLASC
scheme designed in this paper has lower computational overhead compared to several
other schemes, resulting in higher execution efficiency.
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5.2. Communication Cost

In order to analyze the communication overhead of each scheme under the same condi-
tions, we assume that the elements in Z∗

q are the same length as the messages, both 160 bits,
|Z∗

q | = 160 bits, |m| = 160 bits. The bilinear pairing group is |G1| = 2|p′| = 1024 bits, and
the elliptic curve group is |G| = 2|p| = 320 bits.

Table 5 compares the signcryption output length as the communication cost with
other schemes. It can be seen that our scheme and [24] have the lowest communication
overhead, both of which are 640 bits. Compared with [27], our scheme is reduced by
(2208 − 640)/2208 = 71.01%; compared with [28], it is reduced by (4416 − 640)/4416 =
85.51%; compared with [25], it is reduced by (960 − 640)/960 = 33.33%. Therefore, our
scheme has lower communication overhead than the others and further saves the band-
width of V2G networks.

Table 5. Communication cost comparison among CLASC schemes.

Scheme Length of Signcryption (Bits) Length of Aggregate Signcryption (Bits)

[27] 2|G1|+ |m| = 2208 (n + 1)|G1|+ n|m| = 1184n + 1024
[28]

∣∣∣Z∗
q

∣∣∣+ 4|G1|+ |m| = 4416 n
∣∣∣Z∗

q

∣∣∣+ n|m|+ (2n + 2)|G1| = 2368n + 2048

[24]
∣∣∣Z∗

q

∣∣∣+ |G|+ |m| = 640
∣∣∣Z∗

q

∣∣∣+ n|G|+ n|m| = 480n + 160

[25]
∣∣∣Z∗

q

∣∣∣+ 2|G|+ |m| = 960
∣∣∣Z∗

q

∣∣∣+ 2n|G|+ n|m| = 800n + 160

Ours
∣∣∣Z∗

q

∣∣∣+ |G|+ |m| = 640
∣∣∣Z∗

q

∣∣∣+ n|G|+ n|m| = 480n + 160
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6. Conclusions

The V2G network faces serious security issues and formidable privacy protection
challenges. To ensure the security and efficiency of large-scale charging and discharging
data transmission in the V2G network, a cloud–fog-based V2G network architecture is
designed, and a charging and discharging data privacy protection scheme is proposed. The
proposed scheme achieves anonymity and the traceability of EV users’ identities through
a pseudonym mechanism. The designed CLASC algorithm guarantees the security of
uploading charging and discharging privacy data.

The security analysis determined that the proposed scheme not only meets the required
security features, including conditional anonymity, confidentiality, and unforgeability, but
can also resist common attacks such as impersonation, replay, and distributed denial
of service (DDoS). The experimental analysis indicated that the proposed scheme has
high efficiency in both computation and communication, making it suitable for V2G
network environments with limited resources. Further research can address the challenge
of balancing security and efficiency and achieving rapid identity authentication between
EVs and FNs before charging and discharging data transmission.
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