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Abstract: This paper aims to assess the nonlinear vibration of a radial gate induced by flood discharge;
the measured acceleration response data of a spillway radial gate are analyzed using the chaos theory.
The results show that the vibration responses of the gate at three opening heights present clear chaotic
characteristics, and the chaotic characteristics of the lower main beam point are greater than other
points. Moreover, the y-direction (vertical) correlation dimensions of the three measuring points
on the supporting arm are larger than those of the x-direction (axial) and z-direction (lateral). The
vertical vibration of the supporting arm is more complex and presents more uncertainties, which
should be paid attention to in the literature. Under three different gate opening heights, the maximum
Lyapunov exponent of each measuring point ranges from 0.0246 to 0.0681. In addition, the flow
fluctuation load is the main excitation source of the gate vibration chaotic characteristics.

Keywords: spillway radial gate; supporting arm; fluid-induced vibration; chaotic characteristics; the
maximum Lyapunov exponent

1. Introduction

A spillway radial gate (SRG) is frequently used as the working gate for reservoir
surface spillways owing to the advantages of its small opening and closingforce, good
flow pattern, and easy operation. Therefore, its safe operation is of great significance to
the whole hydropower station. However, the SRG is affected by the fluctuating loads of
high-speed-flow water in the processes of opening and discharging, resulting in different
modes of vibration [1]. Non-linear vibration refers to the motion that cannot be described
by linear differential equations. For the gate vibration system, when the SRG vibrates under
a discharge excitation condition, the supporting arm can create a dynamic unstable region
due to the parametric vibration that is strongly non-linear, which can cause chaos. While
assembled by welding and bolt connections [2], the vibrations weaken these junctions,
which can finally lead to the failure of gate structures. As a result, further investigations
into the characteristics of the vibration of SRGs are necessary to avoid these issues.

To date, many scholars have investigated the fluid-induced vibration (FIV) of SRGs
through prototype tests [3], numerical structural calculations [4,5], hydroelastic modeling
experiments [6], and principle analyses [7,8]. The analyses showed that the supporting
arms were the weakest component of the SRG, which could finally lead to the failure
of the gate. On 17 July 1995, the rotation vibration around the supporting hinge of the
No. 3 SRG of the Folsom dam in the United States and the low-frequency panel bending
vibration were superimposed [9], which induced the strong self-excited vibration of the
gate and led to the instability of the supporting arm. Furthermore, on 2 July 1967, the SRG
of the Wachi dam in Japan was damaged owing to the out-of-plane bucking instability
of the supporting arms [10]. Gate vibrations are often caused by forced, self-excited, and
parametric vibrations occurring at the same time in practical engineering [11].

According to the above-mentioned works, the theory of the stability analysis of sup-
porting arms is gradually developing; nevertheless, the complexity of their vibrations have
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not been analyzed. Jiang et al. [12] used the improved variational mode decomposition
(IVMD) technique to conduct a multi-scale chaotic analysis of pipeline vibration responses.
Luo et al. [13] collected the time series of the fluctuating pressures in a slit-type energy
dissipater of the discharge flow and analyzed the chaotic characteristics of the fluctuating
pressure. Luo et al. [14] analyzed the chaotic characteristics of the flow-induced vibration
response of the plate gate. However, the method of the hydroelastic test that they adopted
could be somewhat different from the actual operation of the gate. Yang et al. [15] used
the chaos theory to analyze the prototype test data of the supporting arm during the flood
discharge. Both studies adopted the five-point cubic smoothing method to reduce the noise
in the data, which can lead to the loss of critical vibration characteristics. On the other
hand, the chaotic characteristics of the main beams of the SRG still remain unknown, and
the causes of the chaotic phenomena in the gate vibration system are not clear. Hence, it is
essential to thoroughly investigate the chaotic characteristics of SRGs.

In this paper, the chaos theory is introduced to process the vibration time series of
the supporting arm and main beams of an SRG, and the saturation correlation dimension
and maximum Lyapunov exponent are used to quantitatively reverse analyze the chaotic
characteristics of gate vibrations. On this basis, we highlight the vibration excitation source
of the SRG. This work provides theoretical solutions for avoiding the operation of the gate
under complex and small opening conditions in practical engineering, and also increases
the use value of the measured data.

2. Methodology

The chaotic characteristics can be identified using both qualitative and quantitative
methods, while the qualitative analysis is limited to identify the existence of chaos. Quanti-
tative analysis methods can reflect the degree of complexity of response vibrations under
different conditions through the comparison of parameter values. Two quantitative analy-
sis methods, the saturation correlation dimension method and the maximum Lyapunov
exponent, are widely used. Through the reconstruction of phase space, the characteristic
value of the chaotic system was obtained. On this basis, we judged whether the time
series exhibited chaotic characteristics, analyzed the complexity of the time series, and then
studied the complexity of the vibration of the SRG under the discharge excitation condition.

2.1. Reconstruction of Phase Space
2.1.1. Time Delay

The time series of the acceleration data of the gate, xt (t = 1, 2, 3, . . ., N), is assigned to a
new m-dimensional state vector, Yn (n = 1, 2, 3, . . ., N − (m − 1)τ), based on the appropriate
delay-coordinate method:

Yn =
{

xn, xn+τ , xn+2τ , L, xn+(m−1)τ

}
(1)

where τ is the time delay and represents the multiple sampling time intervals for the
measured data, while m represents the embedding dimension.

By choosing a reasonable embedding dimension, m, and time delay, τ, an equivalent
phase space can be reconstructed and the attractor of the prime dynamic system can be
obtained. In present work, the average mutual information (AMI) [16] method with a
strong anti-noise ability was used to determine the time delay, τ. And the AMI function
I(τ) is defined as:

I(τ) = ∑
i,i+τ

P(x i, xi+τ)lnP(x i, xi+τ) −∑
i

P(x i)lnP(x i) −∑
i+τ

P(x i+τ

)
lnP(x i+τ) (2)

where P(xi) and P(xi+τ) are the independent probability densities of xi and xi+τ , respectively,
and P(xi, xi+τ) is the combined probability densities of xi and xi+τ . The optimal time delay
was determined as corresponding to the first minimum of I(τ).
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2.1.2. Embedding Dimension

The averaged false nearest neighbors (AFN)-CAO method [17] was employed to
determine the optimal embedding dimension, which improved the false nearest neighbors
method and presented considerable advantages in dealing with time series containing
noise. The CAO method is defined as:

E1(m) = E(m)/[E(m + 1)] (3)

E(m) =
1

N − mτ

N−mτ

∑
i=1

a(i, m) (4)

a(i, m) =

∥∥∥Yi(m + 1) − Yn(i,m)(m + 1)
∥∥∥∥∥∥Yi(m) − Yn(i,m)(m)

∥∥∥ , i = 1, 2, 3, L, (N − mτ) (5)

where E1(m) is the rate of variation of E(m); E(m) is the average of a(I, m); and Yn(i,m)(m)
denotes the nearest vector of Yi(m) in an m-dimensional space.

Assume that:
E2(m) = E∗(m + 1)/[E∗(m)] (6)

E∗(m) =
1

N − mτ

N−mτ

∑
i=1

∣∣∣xi+mτ − xn(i,m)+mτ

∣∣∣ (7)

where E2(m) is the level of change in E*(m) and E*(m) is the level of trace change in E2(m).
For a completely stochastic time series, E2(m) is always near 1, regardless of the values
of τ and m. However, for a chaotic time series, E2(m) increases and approaches 1 with
the increase in m. And the m value, when E2(m) is equal to 1 and does not change, was
perceived as the minimum embedding dimension. E1(m) and E2(m) were calculated to
determine the embedding dimension, m, at the same time.

2.2. Identification of Chaotic Characteristics
2.2.1. Correlation Dimension

The saturation correlation dimension is a dimension extracted from chaotic attractors,
which describes the degree of chaos of nonlinear dynamical systems represented by time
series. For an m-dimensional space, its correlation function is defined as:

C(r) = lim
M→∞

2
M(M − 1) ∑

1≤i≤j≤M
H(r −

∥∥Yi − Yj
∥∥) (8)

where C(r) is the correlation function; r is the vector point; M is the phase-point numbers,
and

∥∥Yi − Yj
∥∥ is the distance between two points, i and j, in the phase space.

When the time series has a chaotic attractor feature, for a positive value, r, the relation
between C(r) and r is expressed as:

C(r) ∝ αrD2 (9)

where α is the constant and D2 represents the correlation dimension, which can be calculated
by the slope of the lnC(r)~lnr curve:

D2 = lim
r→0

lnC(r)
lnr

(10)

Due to the existence of noise in the measured data, the initial embedding dimensions
were usually specified at low numbers and gradually increased. In each embedding
dimension, the part of the lnC(r)~lnr curve that presented a constant slope was employed
for fitting using the least squares method. The slope of this part of the lnC(r)~lnr curve
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increased with the increase in the embedding dimension and eventually reached the
saturation value, which was the correlation dimension.

2.2.2. Maximum Lyapunov Exponent

The Lyapunov exponent was used to identify the chaotic characteristics of the system
according to the diffusion of the phase trajectory. The positive Lyapunov exponent is a
distinct indicator of chaos, representing directions that support the attractor. In contrast, the
negative Lyapunov exponent corresponds to the contraction direction. We set the Lyapunov
exponent as λ1. If λ1 is positive, it can be concluded that there is a chaotic component in
the system and its magnitude reflects the degree of chaos. Rosenstein et al. [18] proposed a
method for calculating λ1. The basic steps included selecting appropriate τ and m values
for the phase-space reconstruction, determining the nearest neighbor values, Yî, of each
point, Yi, in the phase space, and limiting the temporal separation using:

di(0) =min
î

∥∥Yi − Yî

∥∥, (
∣∣i − î

∣∣) > p (11)

where p is the average period of the time series, i is the vector in space, and î is the vector
of the nearest neighbor, Yî, of the second vector.

We defined the distance between the adjacent point, j, and discrete time steps as:

di(j) =Yi+j − Yî+j (12)

where j = 0, 1, 2, 3, . . ., min(M − i, M − i).
For each value of j, the ln di(j) average can be derived as follows:

y(j) =
1

q∆t

q

∑
i=1

ln di(j) (13)

where q is the number of non-zero ln di(j). The least squares method was used to create a
regression line, the slope of which was λ1.

2.3. Principle of the CEEMDAN Algorithm

The complete ensemble empirical mode decomposition with adaptive noise algorithm
(CEEMDAN) is an adaptive data analysis method for dealing with nonstationary and
nonlinear signals [19]. It can effectively solve the problems of mode mixing and false
intrinsic mode function (IMF) generated by the empirical mode decomposition (EMD) and
can overcome the residual problem of ensemble empirical mode decompositions (EEMDs).
Therefore, the reconstruction error is approximately 0 with shorter average times, and
the calculation efficiency is higher. The CEEMDAN decomposition process is described
as follows:

Step 1: Add white noise, ε0ni(t), to the original signal, x(t). ε0 is the amplitude
coefficient of the white noise added for the first time. Then, the ith signal can be expressed
as xi(t) = x(t) + ε0ni(t). For each xi(t) that experiences the EMD, the first-order component,

imfi1, and residual, ri1(t), of each signal were obtained, which were im f 1 = 1
n

n
∑

i=1
im f i1 and

r1(t) = x(t)− im f 1, respectively.
Step 2: Define the operator, E(·), as the jth component after using the EMD, add white

noise to it, and then decompose it to obtain the second component:

im f 2 =
1
n

n

∑
i=1

E1{r1(t) + ε1E1[ni(t)]} (14)

Then the k residual signal is:

rk(t) = rk−1(t)− im f k (15)
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Step 3: Compute the component of the (k + 1)th mode:

im f k+1 =
1
n

n

∑
i=1

E1{r1(t) + εkEk[ni(t)]} (16)

Step 4: Repeat steps 2 and 3 until the signal cannot be decomposed and the operation
terminates. Total K components are obtained and the final residual signal is:

r(t) = x(t) −
K

∑
i=1

im f i (17)

Finally, the original signal can be represented as:

x(t) =
K

∑
i=1

im f i + r(t) (18)

3. SRG Analysis of the Prototype Test Data
3.1. Project Introduction

A hydropower station on Yalong River is located in southwest China. There are five
surface outlets in the spillway of the surface hole of the gravity dam section. Each outlet
is equipped with an emersed radial gate with a radius of 21.00 m and width of 15.00 m.
The material used for the SRG is Q345C steel. The SRG is arranged on the top of the WES
weir, and the downstream is connected to the combination of a Y flaring gate pier, stepped
spillway, and stilling basin to dissipate energy. Due to the large slope of the downstream
channel of the gate, the flow pattern behind the gate is a typical free outflow, as shown in
Figure 1. The working conditions of the dynamic prototype tests are detailed in Table 1.
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Figure 1. Flow pattern after the opening of the SRG (No. 3#). Figure 1. Flow pattern after the opening of the SRG (No. 3#).

Table 1. Three working conditions of the dynamic prototype tests.

Condition Absolute Opening
Height h (m)

Gate Opening Ratio
e = h/H (%)

Discharge
(m3/s)

Velocity of Bottom
Edge (m/s)

1 3.50 18 606 15.78
2 2.40 12 405 15.17
3 1.00 5 183 16.89

In order to fully track the vibration characteristics of the sensitive area (main beam
and supporting arm) under hydrodynamic loads, three triaxial acceleration sensors were
arranged on the top-left arm of the SRG (No. 3#) to measure the axial, vertical, and
lateral vibrations of the supporting arm. Similarly, two triaxial acceleration sensors were
arranged on the upper and lower main beams of the gate, and the schematic diagram of
the measurement points is shown in Figure 2. The triaxial vibration acceleration sensor
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had a sensitivity of 1000 Mv/g with a frequency range of 0.1~2 KHz and a resolution
of 0.00002 g. The sampling frequency and duration of each opening gate were 200 Hz
and 120 s, respectively. It has to be emphasized that, for the three triaxial acceleration
sensors on the gate leaf, the x-direction represented the radial direction of the gate leaf
and the y- and z-directions denoted the tangential and lateral directions of the gate leaf,
respectively. Moreover, for the sensors on the supporting arm, the x-direction denoted
the axial direction of the supporting arm, the y-direction denoted the direction that was
perpendicular to the supporting arm, and the z-direction represented the lateral direction.
Note that the aforementioned sensor directions are defined in the local coordinate systems,
and the directions in the global coordinate system may change with different gate opening
values. For the sensors installed on the radial gate, the lateral direction (z-direction points
on the gate leaf and supporting arm) always remained horizontal and did not change in
the global coordinate system; the y- and z-directions were dependent on the gate opening
heights and were inconsistent under different working conditions.
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Figure 3 shows the root mean square (RMS) of the vibration acceleration of the mea-
suring points on the supporting arm under three working conditions. Point 5# is located at
the front end of the upper-left supporting arm, close to the upper main beam on the gate;
point 6# is located in the middle of the upper-left supporting arm; and point 7# is located
at the back end of the upper-left supporting arm, which is close to the supporting hinge.
In Figure 3, we can clearly observe that point 7 in the y-direction under condition 1 is the
highest. The Y-direction denotes the direction that is perpendicular to the supporting arm.
Firstly, according to the relevant prototype observation results, the vertical vibration of the
supporting arm is obviously higher than that of the axial- and lateral-direction vibrations.
Moreover, the position of point 7 is close to the end of the supporting arm, which is close
to the joint of the fixed and movable supporting hinges. There is a gap in the connecting
part of the fixed and movable hinges, which may increase the vibration intensity. In ad-
dition, it can be seen that the vibration of each measuring point on the supporting arm
obeys no obvious rule with the change in the opening heights, and it is difficult to draw
an intuitive conclusion.

Hydrodynamic loads were the key factors that caused the structural vibrations of the
radial gate. When the flow velocity was higher than 5 m/s, the fluctuation and violent
turbulence occurred based on the jet flow. Therefore, it was important to determine the
velocity field distribution in order to analyze the vibration characteristics of the spillway
radial gate, as no comprehensive and continuous flow field information could be obtained
due to the limited nature of the prototype test. Numerical simulations that adopted the RNG
k-ε turbulent model were performed using Ansys Fluent 2021R1 software to simulate the
flow field [20,21], which served as inputs for the subsequent analysis of the gate vibration
in this paper. Its grid diagram is shown in Figure 4, with a total grid of 2.94 million; Figure 5
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shows the schematic diagram of the open flow pattern. According to the flow field derived
from the numerical simulations, the flow pattern after the water flowed out of the bottom
edge of the gate was relatively smooth, which presented a typical free outflow pattern. The
flow velocity distribution of the bottom edge under different gate opening heights is shown
in Figure 6. Note that the 2D profile presented in Figure 6 is located on the x–z plane on the
center line of the spillway, as shown in Figure 5. It can be seen that the high-flow-velocity
zone (flow velocity higher than 5 m/s) under working condition 1 presents the greatest
range of effect, followed by working condition 2 and finally working condition 3 that has
the least range of effect. When comparing the maximum flow velocity of the bottom edge,
we derived the formula of condition 3 > condition 1 > condition 2, where no qualitative
rule could be determined. Hence, it was necessary to analyze the chaotic characteristics of
the gate’s nonlinear vibration response.
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3.2. Signal Denoising

In the processes of transmission and acquisition, the vibration signal of the discharge
structure is easily affected by high-frequency white noise and low-frequency water flow,
which is usually represented by a low SNR and non-stationary random signal [22]. In
addition, the presence of noise affected the results derived from the chaos theory. Therefore,
it was necessary to reduce the noise level before analyzing the chaotic characteristics of
the data.

After the original signals were decomposed by CEEMDAN to obtain the IMF compo-
nents, the intensity of the noise in each IMF component could be determined by calculating
the multi-scale permutation entropy (MPE) value. This measured the randomness of the
time variance values of the signals at different scales [23], with a magnitude approaching 1
indicating relatively high randomness and non-stationarity values. The MPE threshold was
set to 0.6 [24] in this work, and the MPE values of IMF components higher than or equal to
0.6 were regarded as noisy components and needed further filtering out by the wavelet
threshold denoising (WTD) method.

The principle of the WTD method is that the wavelet coefficients generated by the
signal through the wavelet transform contains important information regarding the signal.
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The real signal possessed coefficients with relatively high magnitudes, while the noise
signal presented relatively low coefficients. By setting a reasonable threshold for the
wavelet coefficient, the wavelet coefficient lower than the threshold was perceived as noise
and set to 0 to eliminate the effect of noise. The steps performed were as follows:

(1) Select the appropriate wavelet basis and the number of decomposition layers to
conduct the wavelet decomposition of noisy signals;

(2) Select the appropriate threshold method for the threshold processing of wavelet
coefficients at each decomposition scale;

(3) Reconstruct the wavelet coefficient to complete the noise reduction process.

The common threshold function is divided into soft and hard threshold functions [25,
26], which are given in Equations (19) and (20), respectively:

Wj,k =

 sgn(w j,k

(∣∣∣wj,k

∣∣∣−λ)),
∣∣∣wj,k

∣∣∣ ≥ λ

0,
∣∣∣wj,k

∣∣∣< λ
(19)

Wj,k =

 wj,k,
∣∣∣wj,k

∣∣∣ ≥ λ

0,
∣∣∣wj,k

∣∣∣< λ
(20)

Here, Equation (19) denotes the soft threshold function and Equation (20) denotes the
hard threshold function. Wj,k denotes the wavelet decomposition coefficient and Wj,k is the
wavelet coefficient after decomposition. λ is the threshold value.

However, the discontinuity of the hard threshold function at the threshold point
and the constant error of the soft threshold function still affected the denoising to some
extent. Therefore, in this paper, a new threshold function was introduced to overcome
these shortcomings. It combines the characteristics of the soft and hard threshold values,
which is expressed as the following equation:

Wj,k =


sgn(w j,k)×

∣∣∣∣∣∣∣∣wj,k

∣∣∣ − λ
β
√
|wj,k|β − |λ|β+1

× 1

e
α
√

|wj,k |−|λ|

∣∣∣∣∣
0,
∣∣∣wj,k

∣∣∣< λ

,
∣∣∣wj,k

∣∣∣ ≥ λ (21)

The equation above was continuous at the threshold point, so it could overcome the
discontinuity of the hard threshold function at the threshold and meet the condition of an
odd function. A comparison of different thresholding functions is shown in Figure 7.
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Whether it was a hard, soft, or improved threshold function, the choice of threshold,
λ, is very important. A fixed threshold is widely used in engineering, and the effect of
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noise reduction is obvious when there is a lot of noise. The natural frequency of an ambient
vibration of the gate was relatively low, and the fixed threshold criterion was more effective
for denoising purposes. At present, the selection of λ is adopted for the fixed threshold
(sqtwolog) mainly based on the following formula:

λ =
√

2lnN (22)

where N is the length of the signal sequence.
The power values of the effective and noise signals were unknown and the signal-

to-noise ratio could not be used to judge the noise reduction effect in the actual project.
Therefore, this paper introduced the denoise signal-to-noise ratio (dnSNR) to judge the
noise reduction quality [27]. The calculation formula is as follows:

dnSNR = 10lg(P s/Pg
)

(23)

where Ps is the power of the noise signal and Pg is the power of the denoised signal. The
lower the dnSNR value, the more significant the noise reduction effect.

The combined denoising method of CEEMDAN-MPE-IWTD was used to process the
original signal. The realization flowchart of the CEEMDAN-MPE-IWTD method is shown
in Figure 8. For the measuring points on the main beams, point 3# in the x-direction is
located on the lower main beam, which is closest to the high-speed flow at the bottom
edge of the gate, and the y-direction on the lower main beam indicates the direction of the
downstream flow. Therefore, point 3# has certain representativeness. The noise reduction
effect at point 3# in the x-direction is shown in Figure 9. Figure 9b shows the normalized
power spectrum (NPS) curves, where the normalization method is both two power spectral
density curves divided by the maximum power spectral density of the original signal.
At the same time, the noise reduction effects of the soft, hard, and improved wavelet
thresholds were compared, as shown in Table 2. It can be observed from the table that
the noise reduction error ratio of the CEEMDAN-MPE-IWTD algorithm is the smallest,
indicating that the algorithm has the best noise reduction effect.
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Figure 9. Comparison of vibration acceleration values before and after noise reduction stages at mea-
suring point 3# in the x-direction: (a) time history curves and (b) normalized power spectrums (NPSs).

Table 2. Comparison results of the dnSNR values.

Method dnSNR

CEEMDAN-MPE-HWTD 1.95
CEEMDAN-MPE-SWTD 1.85
CEEMDAN-MPE-IWTD 1.83

Note: the CEEMDAN-MPE-HWTD method represents a combined denoising method based on the complete
ensemble empirical mode decomposition with adaptive noise (CEEMDAN), multi-scale permutation entropy
(MPE), and hard wavelet threshold denoising (HWTD) methods. Moreover, SWTD denotes soft wavelet threshold
denoising, and IWTD denotes improved wavelet threshold denoising.

4. Results and Discussion
4.1. Phase-Space Reconstruction of the Vibration Acceleration Data

As can be seen from the layout of the gate vibration acceleration points in Figure 2,
points 2# and 4# are at symmetrical locations with respect to points 1# and 3#, respectively.
Therefore, this study focused on analyzing the vibration acceleration characteristics in the
three directions of measuring point 1# on the upper main beam, point 3# on the lower main
beam, and points 5#, 6#, and 7# on the upper supporting arm.

The denoised signal was reconstructed in the phase space and the AMI method was
used to calculate the optimal time delay, τ. Figure 10 shows the AMI calculation diagram
of point 3# in the x-direction (the radial direction of the gate leaf) under condition 1, and
the results derived from this method are summarized in Table 3. After determining the
optimal time delay, the optimal embedding dimension was selected using the AFN method.
The variations in E1 and E2 of the point 3# x-directional data with m are shown in Figure 11.
According to Figure 11a, the E2 curve before the noise reduction always fluctuates at a small
range of around 1 for any m value, indicating that the random noise sequence is mixed
into the time series. As shown in Figure 11b, the apparent deviation of the E2 curve after
the noise reduction from 1 exists at a relatively low m value, and finally approaches 1 as m
increases, indicating that E2 is obviously related to m. This method can be used to determine
whether the time series exhibits chaotic characteristics. When the value of the E1 function
no longer changes significantly with the embedding dimension, and the value of the E2
function approaches 1, the corresponding m value is the optimal embedding dimension.
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Table 3. τ and m values of vibration acceleration time series of measuring points.

Condition Point
1 3 5 6 7

x y z x y z x y z x y z x y z

1
τ 5 5 6 5 8 5 4 5 5 4 4 5 4 4 4
m 21 21 20 20 21 22 22 25 22 24 24 25 22 22 24

2
τ 4 7 7 5 5 6 4 5 8 4 4 5 4 4 4
m 21 20 20 20 22 22 22 21 23 21 19 19 22 22 24

3
τ 5 7 8 5 5 5 5 5 6 5 5 5 5 5 4
m 22 19 19 21 20 20 22 22 21 22 21 21 20 21 22
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It can be seen from Table 3 that the time delay, τ, is generally in the range of 4~8; it
reaches 8 near or on the main beam. The time delay values of measuring points 6# and 7#
on the supporting arm are relatively short with magnitudes between 4~5, indicating that
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the vibration complexity near the supporting hinge is relatively low. The overall value of
the optimal embedding dimension, m, is between 19 and 25. The embedding dimension, m,
at opening height h = 3.5 m is slightly larger than that at the opening sizes h = 2.4 m and
1.0 m. The FIV complexity of the gate at a relatively large opening is greater than that at a
small opening.

4.2. Chaotic Characteristic Analysis
4.2.1. Correlation Dimension Analysis

The G-P algorithm [28] was selected to calculate the saturation correlation dimension.
According to the optimal time delay, τ, the embedding dimension gradually increased from
m = 2 to 30, and the relationship between C(r) and r was calculated according to Equation (9);
then, the double logarithmic relation curve of different m values was obtained.

For the measuring points on the supporting arm, the RMS amplitude of the vibration
acceleration of point 7# was higher than those of points 5# and 6#. Taking the results
from the point 7 z-direction as an example, Figure 12 shows that the double logarithmic
relation curve with an arrow indicates the increased m value from 2 to 30. Select the section
of the curve with an approximately linear variation and take its slope as the correlation
dimension under the corresponding embedding dimension. The correlation dimension
in Figure 13 increases with the increase in the embedding dimension till it reaches the
saturated correlation dimension, D2. Figure 13 shows the relationship between D2 and m
of the acceleration time series. According to this step, the law of the correlation dimension
variation of each measuring point under three working conditions was calculated, as shown
in Figure 14.
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It can be concluded from Figure 14 that:

(1) The results show that the correlation dimension reaches the saturation value of the
embedding dimension, which agrees well with the calculated results attained by the
AFN method, indicating that the acceleration signal after the noise reduction stage
can better reflect the chaotic characteristics of the SRG.

(2) Overall, the correlation dimension varies from 5.2561 to 9.1092. The correlation
dimension of point 1 in the z-direction under conditions 1 and 3 and point 7 in the
x-direction present the lowest magnitudes, and the remaining points are concentrated
in the range of 6.1916~9.1092. All of the correlation dimensions are fractional numbers,
which indicates that the FIV response in each direction on the SRG exhibit chaotic and
fractal characteristics.

(3) At the same measuring points, the correlation dimension, D2, of each measuring point
under condition 1 is larger than those under conditions 2 and 3, indicating that the
uncertainty of the gate vibration increases when the opening is large.

(4) The saturation correlation dimension of point 3 presents the highest magnitude of the
correlation dimension in the direction along the x-axis, indicating that the lower main
beam has the most complex vibration.

(5) The y-direction (vertical) correlation dimensions of the three measuring points on
the supporting arm are large and the x-direction (axial) measurement point on the
supporting arm is obviously small, indicating that the axial direction of the supporting
arm presents a lower-dimensional chaotic attractor. The complexity and nonlinear law
of the vibration process of the axial direction of the supporting arm can be determined
by using fewer independent control variables.

The reference [8] results show that, when the dynamic instability zone-induced para-
metric vibration of the supporting arm is generated under the action of the fluctuating
load, the out-of-plane vibration of the supporting arm has a remarkable influence on the
dynamic instability of the SRG. Therefore, more attention should be paid to the vertical
(y-direction) vibration of the supporting arm when monitoring the gate vibration.

4.2.2. Maximum Lyapunov Exponent Analysis

In order to verify the above-mentioned analysis results, the maximum Lyapunov
exponent, λ1, was chosen to further analyze the chaotic characteristics of the SRG with
different opening sizes. Using the above-selected optimal embedding parameters, the
maximum Lyapunov exponent, λ1, was calculated using small datasets. Figure 15 presents
a calculation diagram of measuring point 7 in the z-direction. It can be seen that the
separation factor remains stable following the linear growth activity. The least squares



Appl. Sci. 2024, 14, 99 15 of 19

fitting of the line close to growing segment presents the slope as the maximum Lyapunov
index, λ1. The reconstructed attractor is bounded and the latter half is stable and invariant.
Thus, the separation factor, y(j), does not exceed the attractor range. The distribution of λ1
at different measuring points under three working conditions is shown in Figure 16.
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As shown in Figure 16:

(1) Under three working conditions, the maximum Lyapunov index value of each mea-
suring point ranges from 0.0246 to 0.0681, which is greater than 0. It shows that the
vibration responses of the main beams and supporting arm have obvious chaotic
characteristics during the water discharge process.

(2) In general, except for a few measuring points, the λ1 value of each measuring point un-
der working condition 1 is the highest. The chaotic characteristics of the gate vibration
gradually weakens with the decrease in the gate opening sizes, which is consistent
with the chaotic characteristics derived from the saturation correlation dimension.

(3) The λ1 value of point 3 in the x-direction on the lower main beam presents the highest
magnitude, followed by its results along the y- and z-directions. The upper main
beam obeys no obvious rule. The λ1 value of point 3 along the x-direction is obviously
higher than that of point 3 along the x-direction, indicating that the lower main
beam is more affected by the flow pattern under the gate bottom edge and exhibits
chaotic characteristics.
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(4) The lateral vibration, λ1, values of the three measuring points on the supporting arm
are greater than the radial and vertical values on the supporting arm.

4.3. Discussion

It can be seen from Figure 9b that high-frequency components appear in the NPS of
the original signal, which may result from the high-order local vibration highlighted by
the gate and high-frequency white noise collected by the sensor. The vibration energy
values of the high-frequency components are low and the NPS amplitude is less than 0.5,
which is not the overall vibration value of the gate. Similarly, Jiang et. al [12] supposed that
the vibration sources for a pumping station pipe mainly included the low-frequency flow-
water fluctuation caused by flow water and the blade frequency, rotation frequency, and
frequency doubling caused by the unit’s operation. The low-frequency fluctuating load of
flow water was the main cause of the chaotic characteristics of the pumping station pipeline.
However, the vibration source was relatively simple when the gate was opened, that is, the
low-frequency dynamic water load acting on the gate panel. In order to further clarify the
vibration excitation characteristics that caused the gate to exhibit chaotic characteristics,
the CEEMDAN decomposition results of the vibration signal in the point 3# x-direction
on the lower main beam mentioned above were used as an example. Three components,
IMF1, IMF2, and IMF3–14, were compared. As previously mentioned, Figure 9 shows the
comparison of the vibration acceleration values before and after the noise reduction stages
at point 3# in the x-direction. Figure 17 shows the time variances and normalized power
spectral density curves of the three components.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 16 of 19 
 

is more affected by the flow pattern under the gate bottom edge and exhibits chaotic 
characteristics. 

(4) The lateral vibration, λ1, values of the three measuring points on the supporting arm 
are greater than the radial and vertical values on the supporting arm.  

4.3. Discussion 
It can be seen from Figure 9b that high-frequency components appear in the NPS of 

the original signal, which may result from the high-order local vibration highlighted by 
the gate and high-frequency white noise collected by the sensor. The vibration energy 
values of the high-frequency components are low and the NPS amplitude is less than 0.5, 
which is not the overall vibration value of the gate. Similarly, Jiang et. al [12] supposed 
that the vibration sources for a pumping station pipe mainly included the low-frequency 
flow-water fluctuation caused by flow water and the blade frequency, rotation frequency, 
and frequency doubling caused by the unit’s operation. The low-frequency fluctuating 
load of flow water was the main cause of the chaotic characteristics of the pumping station 
pipeline. However, the vibration source was relatively simple when the gate was opened, 
that is, the low-frequency dynamic water load acting on the gate panel. In order to further 
clarify the vibration excitation characteristics that caused the gate to exhibit chaotic char-
acteristics, the CEEMDAN decomposition results of the vibration signal in the point 3# x-
direction on the lower main beam mentioned above were used as an example. Three com-
ponents, IMF1, IMF2, and IMF3–14, were compared. As previously mentioned, Figure 9 
shows the comparison of the vibration acceleration values before and after the noise re-
duction stages at point 3# in the x-direction. Figure 17 shows the time variances and nor-
malized power spectral density curves of the three components. 

  

(a) (b) 

Figure 17. Time and frequency domain diagrams of point 3# in the x-direction for different IMF 
components: (a) time histories of each IMF component and (b) NPS of each IMF component. 

It can be seen from Figure 17b that the vibration energy is concentrated between 40 
and 100 Hz in acceleration components IMF1 and IMF2, respectively, of point 3# along the 
x-direction, and the NPS is less than 0.5. The main energy values of the IMF3–14 compo-
nents are mainly concentrated between 0.1 and 20 Hz. According to statistics [8], 93% of 
the gate flow-water fluctuation main frequency variations were below 20 Hz, and few ex-
ceeded 20 Hz. Due to the limitations of the observation conditions, although the fluctuat-
ing pressure sensors were not installed on the gate panel, it could be inferred from the 
existing studies that the IMF3~14 component was mainly the low-frequency forced vibra-
tion component of the gate induced by the flow-water fluctuation. Therefore, the analyses 

Figure 17. Time and frequency domain diagrams of point 3# in the x-direction for different IMF
components: (a) time histories of each IMF component and (b) NPS of each IMF component.

It can be seen from Figure 17b that the vibration energy is concentrated between 40
and 100 Hz in acceleration components IMF1 and IMF2, respectively, of point 3# along
the x-direction, and the NPS is less than 0.5. The main energy values of the IMF3–14
components are mainly concentrated between 0.1 and 20 Hz. According to statistics [8],
93% of the gate flow-water fluctuation main frequency variations were below 20 Hz, and
few exceeded 20 Hz. Due to the limitations of the observation conditions, although the
fluctuating pressure sensors were not installed on the gate panel, it could be inferred from
the existing studies that the IMF3~14 component was mainly the low-frequency forced
vibration component of the gate induced by the flow-water fluctuation. Therefore, the
analyses of the chaotic characteristics of IMF1, IMF2, and IMF3–14 representing different
components can further clarify the exhibition of chaotic gate characteristics.
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As shown in Figure 18, the maximum Lyapunov exponents, λ1, of IMF1 and IMF2 are
0.0192 and 0.0348, while the maximum Lyapunov exponent, λ1, of IMF3–14 is 0.0744. The
maximum Lyapunov exponents of IMF1 and IMF2 are 0.0681 after the IWTD was denoised
and combined with the remaining components. If the vibration excitation components
(IMF1 and IMF2) with weak chaotic characteristics were removed, the maximum Lyapunov
exponents, λ1, of IMF3–14 increased from 0.0681 to 0.0744, and the chaotic characteristics
were more obvious. The above-mentioned results show that the forced vibration of the gate
is chaotic due to the fluctuating load acting on the gate panel.
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5. Conclusions

In this paper, an improved noise reduction method was adopted to process the vi-
bration signal of an SRG, and the vibration characteristics of both the main beam and
supporting arm were studied from the perspective of chaos. The following conclusions
were drawn:

(1) The FIV values in three directions of five total measuring points on the SRG exhibited
chaotic and fractal characteristics. The y-direction (vertical) correlation dimension of
the three measuring points on the supporting arm was greater. Therefore, more atten-
tion should be paid to the vertical vibration of the supporting arm when monitoring
the gate’s vibration.

(2) For three opening heights, the maximum Lyapunov exponent of each measuring point
ranged from 0.0246 to 0.0681. The lateral direction, λ1, values of the three measuring
points on the supporting arm were greater than those along the radial and vertical
directions of the supporting arm.

(3) The chaotic characteristics of the SRG mainly resulted from the fluctuating pressure
exerted by the high-speed flow water on the gate.

At present, with the development of sustainable hydropower energy generation,
more SRGs need to be operated at small opening heights for the safe and intelligent
regulation of reservoirs. Hence, sensitive openings should be avoided according to the
chaotic characteristic parameter that is evident at small gate openings.
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