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Abstract: Negation and speculation are universal linguistic phenomena that affect the performance of
Natural Language Processing (NLP) applications, such as those for opinion mining and information
retrieval, especially in biomedical data. In this article, we review the corpora annotated with negation
and speculation in various natural languages and domains. Furthermore, we discuss the ongoing
research into recent rule-based, supervised, and transfer learning techniques for the detection of
negating and speculative content. Many English corpora for various domains are now annotated
with negation and speculation; moreover, the availability of annotated corpora in other languages
has started to increase. However, this growth is insufficient to address these important phenomena in
languages with limited resources. The use of cross-lingual models and translation of the well-known
languages are acceptable alternatives. We also highlight the lack of consistent annotation guidelines
and the shortcomings of the existing techniques, and suggest alternatives that may speed up progress
in this research direction. Adding more syntactic features may alleviate the limitations of the existing
techniques, such as cue ambiguity and detecting the discontinuous scopes. In some NLP applications,
inclusion of a system that is negation- and speculation-aware improves performance, yet this aspect
is still not addressed or considered an essential step.

Keywords: negation; speculation; uncertainty; natural language processing; corpora annotation;
annotation guidelines; rule-based algorithms; machine learning; deep learning

1. Introduction

With the rapid increase in the use of textual data in various domains—social media,
product reviews, and the biomedical domain—the need arises to make use of all this
available data. Social media has erupted as a method of online communication in which
individuals can express their opinions and engage with each other at any time and place [1].
Through social media platforms, a vast amount of user-generated data in various formats
is being shared and used online to express their opinions on products, services, and events
in addition to communicating with each other [2]. These data are advantageous to gov-
ernments and businesses because they obtain indirect insight into individuals’ opinions
about different aspects of life [3,4]. However, the majority of the users make use of collo-
quial language to express their opinions [5–7]. This adds to the challenge of text mining
research, as these data are not syntactically correct sentences and feature both negation
and speculation, which may misclassify the opinionated phrases [8]. Similar to social
media data and product reviews, the rapid growth of utilizing electronic health records
(EHRs) worldwide has made it possible to extract important and valuable information
from biomedical data [9,10]. It is difficult to extract information from biomedical notes
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and reports, given that they are written in narrative form and are prone to negating or
speculative words that lead to incorrectly identifying the medical terms or events [11–13].

Both negation and speculation are commonly used in language, giving information
on factuality and the polarity of facts. Negation is used to deny the characteristics of
products or to reject something. On the other hand, speculative language is used to convey
uncertainty about an event or idea. To identify instances of speculation and negation
efficiently, it is necessary to find their cues, that is, those words (or morphological units)
expressing speculation and negation, and then their scope, such as the tokens within the
sentence that are affected by these cues [14]. Since negation and speculation are language-
dependent, these phenomena are necessary in all natural languages [15]. Although the
detection of negation has attracted much interest in the past decade, the available open-
access resources for low-resource languages, such as models or corpora, are limited and
tiny in size compared to the English language [16,17]. Speculation corpora are even scarcer
than those for negation, and most focus on the biomedical domain [18–21].

1.1. Negation

Negation is considered a universal property of every human language [22]. It is
defined as “the exact opposite of something; the act of causing something not to exist or
to become its opposite” [23]. Negation means the refusal, denial, or rejection of a definite
idea or event, expressed in four forms: correlation, contrariety, contradiction, and privation.
Negation detection systems involve many aspects of all natural languages, but mainly
cues, scope, event, and focus. First, the negation cues must be identified; that is, finding
the words that express negation. Then it is necessary to discover their scope or event,
that is, the part of the text that is affected by these negation cues. The cues may consist
of a prefix, a single word, or multiple words, as negation can be expressed by a single
or a compound cue, which may be morphological, lexical, or syntactic [24]. Sometimes a
negation cue may be disconnected, where the word sequence does not indicate the negation.
The negation scope may span tokens located both before and after the negation cue, yet it
does not encompass the entire phrase or sentence [25]. Furthermore, in some languages it
may be either connected or disconnected, as a language-dependent phenomenon. Events
annotation is mainly performed in the biomedical domain, which includes many biomedical
events where a negation cue directly negates an event; in most cases, this is a verb, noun,
or adjective [21]. Recently, such annotation has been studied in other domains, such as
literature [20] and reviewing [26]. Moreover, detection of the focus, which is the part with
the explicitly negated scope, has been investigated by various research studies [27,28].

1.2. Speculation

Speculation, hedging, or uncertainty means that the author is not sure whether a sen-
tence or an event is true or not [29]. Similar to that of negation, the detection of speculation
is based on first identifying the speculation cue, then its scope or event. Moreover, the
speculation cues may consist of single or multiple words, and their scope may be either
coupled or detached. Nonetheless, the expression of speculation can be more complex in
cases where the presence of a negation cue may accompanied by a speculative content
not negating [14]. Most work on speculation detection has focused on the biomedical
domain, where clinical or medical notes contain uncertain expressions less frequently than
negation [24,30].

Negation and speculation have been studied theoretically in almost all natural lan-
guages, and the detection of their scope is crucial to our recognition of a sentence’s meaning.
The automatic detection of negation and speculation in texts is crucial to a wide range of
natural language processing (NLP) tasks such as sentiment analysis (SA) [31,32], machine
translation (MT) [33], and information extraction (IE) [34]. Indeed, it plays an important
role and provides vital clues for further NLP applications because the factuality of informa-
tion plays a vital role in these tasks. So, the computational treatment of these phenomena
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has been studied in multiple languages [28,35,36] and domains [37–39]. However, we did
not find a comprehensive survey of negation- and speculation-based systems.

The rest of the paper is organized as follows: Section 2 highlights the annotated
corpora and summarizes their annotated elements and statistics. Section 3 serves as a
comprehensive review on several techniques that have been used, including rule-based
algorithms and machine- and deep-learning methods. Section 4 presents negation- and
speculation-based systems and their effect on NLP tasks. The analysis of this review article,
challenges, and open research issues are discussed in Section 5. Finally, Section 6 concludes
the paper.

2. Corpora and Annotation Process

Several research works have addressed the construction of NLP resources to meet
the challenges concerning the detection of negation and speculation [14,40]. Most of the
annotated corpora have been collected in the biomedical domain, such as from clinical
texts, radiology reports, and sometimes medical-related scientific publications [18,19]. For
reasons of confidentiality and ethics, it is complicated to obtain access to biomedical corpora
generated from patients’ records, even if anonymized and in itself the anonymization of
such data types may remove important events. Therefore, biomedical corpora obtained
from scientific publications and reporting are increasingly available, such as those from
the PubMed Central (PMC) portal (https://pubmed.ncbi.nlm.nih.gov/ (accessed on 20
February 2022)). Other corpora are available for domains such as short stories [15,41],
reviews [42], social media posts [8], news [28], and financial articles [43]. By contrast,
regardless of their language, these and most data generated by social media platforms and
product review websites are informal and contain grammatical mistakes. Such data types
have many uncertainty and factuality issues, making them challenging to annotate.

The following subsections discuss the annotation process and guidelines on the phe-
nomena of negation and speculation. In addition to exploring various corpora in several
natural languages on the basis of analysis criteria such as domain, size, language, annotated
elements, and availability, this section discusses the annotation process and the measure of
inter-annotator agreement (IAA).

2.1. Annotation Guidelines

Negation and speculation corpora are usually annotated in two steps: first annotated is
the token that indicates the phenomenon and the cue, then the cue’s scope—the sequence of
words that are negated/speculated. Especially in the biomedical domain, further elements,
called events, can be annotated, and in the negation corpora of various domains besides
the biomedical [35,44,45], the element of focus has been annotated.

Vincze et al. [14] created annotation guidelines (https://rgai.sed.hu/sites/rgai.sed.
hu/files/Annotation%20guidelines2.1.pdf (accessed on 17 September 2021)) for use during
the process of annotating biomedical texts in order to ensure the quality of the annotated
data. These are the most-used guidelines for negation and speculation, and have been
adapted for various domains [27,40,41] and multiple natural languages [9,19,46]. The
general rule is to consider only those sentences with negating or speculative particles,
including complex cases that assure non-existence/uncertainty about something without
including any negating or speculative cues. The guidelines described suggest annotating
keywords and their scope by following the ‘min–max’ strategy [14]. The smallest unit that
expresses negation or uncertainty is labeled a cue, yet, in special cases, multiple tokens
may be considered as the cue since a single word is unable to express the phenomenon. On
the other hand, scope involves the longest sequence of tokens to be affected by a cue. To
assure the quality of the annotation process, the guidelines clearly describe complex cases,
such as the implicit negation employed in the Arabic language [19].

It is recommended that several annotators with the same level of experience regularly
carry out the annotation process, during which they are not allowed to communicate but
can consult an annotation expert. The guidelines written by an expert linguist should be

https://pubmed.ncbi.nlm.nih.gov/
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adhered to; however, any problematic cases that arise may lead this expert to adjust the
guidelines. Although in most cases more than one annotator annotates the entire corpus,
in large corpora another approach may be applied whereby a single annotator annotates
each sentence, with random checks by a second annotator. A linguist expert resolves any
disagreements that arise between annotators and assures the quality of the process by
measuring IAA.

IAA measures the consistency between multiple annotators making the same deci-
sion and indicates how precise the annotation guidelines are. Usually, the Cohen [47] or
Fleiss’s [48] kappa coefficient measure is used in the annotation of negation and speculation
data. Cohen’s kappa measures the agreement between only two annotators, but Fleiss’s
kappa allows for more.

2.2. Corpora
2.2.1. English Corpora

This subsection explores ten English corpora that have been annotated with negation
or speculation. As shown in Table 1, they cover texts extracted from various domains
(biomedical, clinical, reviews, and others).

Table 1. English corpora annotated for negation and/or speculation.

Ref. Year Corpus Domain Size Neg. Spec. Scope Event Focus Avail.

[49] 2007 BioInfer Biomedical 1100
√ √ √

[21] 2008 GENIA Biomedical 9372
√ √ √ √

[14] 2008 BioScope Biomedical 20,924
√ √ √ √

[50] 2010 CoNLL-2010 Biological
Wikipedia 40,289

√ √ √

[44] 2010 Product Review Review 2111
√ √

[51] 2011 PropBank FOC Journal
stories 3779

√ √ √

[40] 2012 SFU Review Review 17,263
√ √ √ √

[41] 2012 ConanDoyle-neg Short
stories 4423

√ √ √ √

[8] 2015 Twitter Negation Tweets 4000
√ √

[27] 2016 DT-Neg Dialogues 27,785 responses
√ √ √ √

[45] 2018 SFU SOCC Opinion 1043 comments
√ √ √ √

BioInfer was the first biomedical corpus to have negation annotation [49]. It is collected
from abstracts of biomedical scientific papers, where 1100 sentences were annotated with
entities, their relationship, and dependencies. In addition, 6% of the annotated relationships
include negated cases using the ‘not’ cue. This corpus is publicly available (http://mars.cs.
utu.fi/BioInfer/ (accessed on 1 October 2021)), and was built for information extraction
systems to find relations between proteins, genes, and RNAs.

The Genome Information Acquisition (GENIA) corpus was originally annotated with
part of speech (PoS), syntactic trees, and terms [52,53]. In 2008, half the GENIA corpus,
1000 Medline abstracts, was annotated with negated biological events and two levels
of uncertainty [21]. It consists of 9372 sentences in which 36,114 events were identified,
and it is considered the first event-annotated corpus. A chief biologist and three grad-
uates undertook the process of annotating negated, uncertain, and other event types
(http://www.nactem.ac.uk/meta-knowledge/Annotation_Guidelines.pdf (accessed on
17 September 2021)). The corpus and its annotation guidelines are publicly available under
the terms of the Creative Commons Attribution 3.0 Public License (http://geniaproject.
org/genia-corpus/event-corpus (accessed on 17 September 2021)).

BioScope is a well-known biomedical corpus of information on negating/speculative
cues and their scope [14]. It consists of documents from various sources (clinical radiol-
ogy reports, full biological papers from the FlyBase and BioMed Central (BMC) website,
and biological paper abstracts from the GENIA corpus [52]) covering many types of texts

http://mars.cs.utu.fi/BioInfer/
http://mars.cs.utu.fi/BioInfer/
http://www.nactem.ac.uk/meta-knowledge/Annotation_Guidelines.pdf
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in the biomedical domain. It comprises 6383 clinical texts (radiology reports), 2670 sen-
tences from full scientific papers, and 11,871 sentences from scientific papers’ abstracts.
Two independent annotators annotated it, following the annotation guidelines written by a
linguist expert. This expert followed the ‘min–max’ strategy during the annotation process,
and modified it several times due to ambiguous cases arising between annotators. As a
result, the guidelines followed in annotating the BioScope corpus were adapted to multiple
domains [7]. Around 13% of the entire corpus contains negating expressions and more
than 16% has speculative sentences. The reliability level of the annotation process was
evaluated using the IAA rate, defined as the Fβ—1 measure of one annotation, considering
the second to be the ‘gold standard’. The average IAA of annotation was 0.85 for negation
scope and 0.81 for speculation scope. The corpus is freely available for the purposes of
academic and research (https://rgai.sed.hu/sites/rgai.sed.hu/files/bioscope.zip (accessed
on 17 September 2021)).

The Computational Natural Language Learning (CoNLL) 2010 shared task was ded-
icated to identifying the speculation cues and their scope in two sub-corpora: biological
publications and Wikipedia articles [50]. The first consists of 14,541 sentences, the biolog-
ical part of the BioScope corpus representing the training set with an evaluation dataset
formed of 790 of 5003 sentences from the PMC database. Wikipedia documents, the second
sub-corpus, include 2484 of 11,111 sentences as a training set, with an evaluation set of
2346 of 9634 sentences. The corpus was annotated by two independent annotators who
followed the ‘min–max’ strategy used on the BioScope corpus. The chief linguist who wrote
the annotation guidelines resolved any disagreement between the annotators. The corpus
is publicly available for research purposes (http://www.inf.u-szeged.hu/rgai/conll2010st
(accessed on 2 February 2022)).

The research community has investigated other domains, and Morante et al. highlight
the need for corpora covering domains other than the biomedical [54]. The annotation
guidelines of the biomedical domain should be adapted to new domains, such as product
reviews [44] and short stories by Conan Doyle [55].

The Product Review corpus is the first corpus in the review domain to have been
annotated for negation [44]. It consists of 2111 sentences written as reviews for products, as
extracted from Google Product Search. The number of negated sentences in this corpus is
679, and each sentence was annotated manually to define its cues and scope. Unlike the
BioScope guidelines [14], the authors of this corpus included no negation cues in its scope.
The IAA between two annotators on a dataset sample was 0.91, which is high. As a result,
to complete the annotation of the entire corpus, each annotator applied the guidelines to a
separate part of the reviews.

Blanco and Moldovan introduced the negation focus using the PropBank Corpus [51],
the focus of negation in a sentence is the part of the scope that is most directly or explicitly
negated. This corpus was selected for its semantic annotation, as it is not restricted to
the biomedical domain [56]. The authors worked on 3779 sentences marked with MNEG,
annotating the negation focus. Half of the PropBank FOC sentences were annotated by two
annotators, achieving an IAA of 0.72. Any disagreements were then carefully examined
and resolved, and the annotators were given a revised version of the guidelines to annotate
the remaining half.

The Simon Fraser University (SFU) Review Corpus is a large annotated English corpus
comprising 400 documents extracted from the Epinions.com website, belonging to various
domains such as books, hotels, movies, and consumer product reviews [57]. Each sentence
is labelled according to whether it is a positive or negative review, where a different person
submits every review. Konstantinova et al. annotated the corpus at the token level with
negating and speculative cues, and at the sentence level with the linguistic scope [40]. Their
annotation guidelines were adapted from the BioScope corpus guidelines [14] and tailored
to the review domain as an example: no cues were included in the scope. Of the sentences,
22% contained speculative instances, yet only 18% contained negating instances. Due to
the large number of sentences, 17,263, the entire corpus was annotated by one linguist and

https://rgai.sed.hu/sites/rgai.sed.hu/files/bioscope.zip
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a second linguist annotated 10% of the documents at random to measure the IAA. The
IAA was 0.92 in negation cues and 0.890 in speculation cues and 0.87 and 0.86 in their
scope, respectively. The original corpus, its annotated form, and the annotation guidelines
are published on their website (http://www.sfu.ca/~mtaboada/research/SFU_Review_
Corpus.html (accessed on 23 August 2021)).

The ConanDoyle-neg corpus consists of two of the 56 Sherlock Holmes short stories
by Arthur Conan Doyle: The Hound of the Baskervilles (HB) and The Adventure of Wisteria
Lodge (WL) [41]. Morante and Daelemans annotated them with negating cues, their scope,
and event information. The annotation guidelines were adapted from the BioScope [14],
yet have several differences. The authors focused on narrative texts, and in addition to
defining the annotation of negating cues and their scope, they defined their events [55].
In this corpus, negation cues and their scope may be discontinuous. They annotated
850 and 145 negating sentences from the total of 3640 from the HB story and 783 from
the WL. The corpus was annotated by two annotators, an MSc student and a researcher,
both with a background in linguistics. The IAA was based on the F1 measure of 0.85
and 0.77 for scope in the HB and WL stories, respectively. The corpus and annotation
guidelines are publicly available (https://www.clips.ua.ac.be/BiographTA/corpora.html
(accessed on 1 November 2021)). The corpus was used alongside the PropBank corpus
in the SEM 2012 Shared Task*, (https://www.clips.ua.ac.be/sem2012-st-neg/ (accessed
on 1 November 2021)) dedicated to resolving the scope and focus of negation [58].

The Twitter Negation Corpus contains tweets downloaded using Twitter API [8].
Two authors manually annotated the tweets with negation cues and their scope. The
number of tweets involving negation was 539 of 4000 tweets, including 615 of negation
scope. The IAA was measured at both the token and scope level, with values of 0.98 for the
token scope and 0.73 for the full scope.

The DeepTutor Negation (DT-Neg) is the first corpus to focus on negation phenomena
for dialogue-based systems [27]. It consists of texts extracted from tutorial interactions
between high-school students to solve conceptual physics problems, as logged on an
intelligent tutoring system. The authors automatically detected 2603 explicit negation cues
in 27,785 student responses, using a compiled list of cue words [14,54]. Their annotation
guidelines are based on Morante’s work [54] to validate negation cues and annotate their
scope and focus. The annotation process was performed by five graduate and research
students to report 1088 negation cues and 458 instances of scope/focus. The IAA was based
on 500 randomly selected instances divided into five parts, two annotators annotating
each. The average sentence-level agreement was 0.66 for both scope and focus. The corpus
is freely available for academic and research purposes (http://deeptutor.memphis.edu/
resources.htm (accessed on 23 September 2021)).

The SFU Opinion and Comments Corpus (SOCC): SOCC contains 10,339 opinion
articles, with 663,173 comments, from The Globe and Mail Canadian newspapers [45]. The
corpus has three categories: the articles, the comments, and the comment threads that are
publicly available (https://github.com/sfu-discourse-lab/SOCC (accessed on 5 February
2022)). The authors selected a subset of the corpus, 1043 comments, to annotate to four lay-
ers: constructiveness, toxicity, negation, and appraisal. The main target of this corpus was
to study the relationship between negation and appraisal. A research student and a linguist
performed the annotation using guidelines developed to annotate the negation cue, scope,
and focus. The guidelines included a new annotation, ‘xscope’, to label the implied content
of an inexplicit scope. The annotation process led to 1397 negation cues, and 1349 instances
of scope, 1480 of focus, and 34 of ‘xscope’. The IAA was based on 50 comments from the
beginning of the annotation process and 50 from the conclusion. Agreement was mea-
sured using percentage agreement for nominal data with annotation and another for label
and span, then combined to produce the average agreement. The agreement for the first
50 comments was 0.96, 0.88, and 0.47 for the cue, scope, and focus, respectively; for the last
50 comments, the agreement was 0.70, 0.63, and 0.43. The annotated corpus is publicly avail-
able under a Creative Commons Attribution-NonCommercial-ShareAlike 4.0 International

http://www.sfu.ca/~mtaboada/research/SFU_Review_Corpus.html
http://www.sfu.ca/~mtaboada/research/SFU_Review_Corpus.html
https://www.clips.ua.ac.be/BiographTA/corpora.html
https://www.clips.ua.ac.be/sem2012-st-neg/
http://deeptutor.memphis.edu/resources.htm
http://deeptutor.memphis.edu/resources.htm
https://github.com/sfu-discourse-lab/SOCC
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License (https://www.kaggle.com/mtaboada/sfu-opinion-and-comments-corpus-socc
(accessed on 7 March 2022)).

2.2.2. Corpora in Other Languages

This section explores non-English corpora annotated with negation and speculation,
as shown in Table 2. Moreover, it highlights the first parallel negation corpus (English-
Chinese). As seen in this survey, Spanish is the second language in terms of numbers of
annotated corpora for these two phenomena, where it is the nearest language to Arabic.

Table 2. Non-English corpora annotated with negation and/or speculation.

Ref. Year Corpus Lang. Domain Size Neg Spec Scope Event Focus Avail

[20] 2010 Stockholm EPR Swedish Clinical 6740
√ √

[29] 2014 hUnCertainty Hungarian Misc. 15,203
√

[59] 2014 Review and
Newspaper Japanese Review,

Newspaper 2147
√ √ √

[60] 2014 EMC Dutch Clinical
12,888

medical
terms

√ √

[43] 2015 CNeSp Chinese

literature,
reviews,
financial
articles

16,841
√ √ √ √

[46] 2016 EMR Chinese Biomedical 36,828
√ √

[61] 2016 GNSC German Biomedical 2234
√ √ √ √

[19] 2016 BioArabic Arabic Biomedical 10,165
√ √ √

[9] 2017 IULA Spanish Biomedical 3194
√ √ √

[62] 2017 UHU-HUVR Spanish Clinical 8412
√ √ √

[26] 2017 SFU ReviewSP
NEG Spanish Review 9455

√ √ √ √

[28] 2017 News (Fact-Ita
Bank) and Tweets Italian News stories,

Tweets 1591
√ √ √ √

[15] 2018 NegPar English-
Chinese Short stories 5520

E5005 C
√ √ √ √

[24] 2019 ESSAI French Medical 6547
√ √ √

[24] 2019 CAS French Medical 3811
√ √ √

[13] 2020 REBEC Brazilian
Portuguese Clinical 3228

√ √ √

[13] 2020 Clinical
narratives

Brazilian
Portuguese Clinical 9808

√ √ √

[18] 2020 NUBES Spanish Biomedical 29,682
√ √ √ √ √

[35] 2020 NewsComm Spanish Comments 4980
√ √ √ √ √

[17] 2021 T-MexNeg Mexican
Spanish Tweets 13,704

√ √ √ √

[36] 2021 ArNeg Arabic
Wikipedia
Biography
Religion

6000
√ √

Swedish: A subset of the Stockholm Electronic Patient Record (EPR) corpus [63] was
randomly selected, giving 6740 sentences annotated with certain/uncertain expressions, as
well as negating and speculative cues [20]. The Stockholm ERP corpus is a clinical corpus

https://www.kaggle.com/mtaboada/sfu-opinion-and-comments-corpus-socc
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with free texts in the category of Assessment, comprising patient records from the city of
Stockholm. The annotation guidelines are similar to those for the BioScope corpus [14],
but certain expressions, such as those containing question marks, were not annotated.
Three annotators worked together on the entire corpus, consisting of 6996 expressions. The
average number of annotated cues is 1624 speculative and 1008 negation. The IAA was
measured by a pairwise F-measure, with approximate values of 0.8, 0.5, 0.9, and 0.6 for
negation cues, speculation cues, certain cases, and uncertain cases. The authors plan to
make the corpus available for research purposes.

Hungarian: Vincze presented the first Hungarian corpus to annotate uncertainty cues,
where the hUnCertainty corpus consists of 15,203 sentences from several domains [29].
The author randomly selected 1081 paragraphs from the Hungarian Wikipedia, including
9722 sentences. The second sub-corpus consists of 300 parts (5481 sentences) of criminal
news from the HVG Hungarian news portal. The annotation guidelines were adapted from
seven categories from earlier works [64] and [38], with slight modifications. The frequency
of uncertainty cues in Wikipedia and the news was 5980 and 2361, respectively.

Japanese: Matsuyoshi et al. annotated the first Japanese corpus with negation cues,
scope, and focus, covering texts from two domains [59]. It consists of 5178 sentences of
user review data randomly selected from Rakuten Travel data, and 5582 sentences from
newspaper articles (Group A and B) from the Balanced Corpus of Contemporary Written
Japanese (BCCWJ). After filtering the data, the authors proposed annotation guidelines
for negation in Japanese, for which the total candidate sentences for reviews and news-
paper articles were 1246 and 901, respectively. The total negation cues were 1023 and
762, respectively, where 300 and 190 sentences in each domain include a negated scope.
Two annotators marked the focus for newspaper documents in Group A, where 66% of
segments include focus particles. The next step was to resolve disagreements to annotate
the remaining part of the entire corpus using a single annotator, and 165 out of 490 of
instances of negation scope were found to include focus particles. The authors plan to
publish their annotated corpus for the research community (http://cl.cs.yamanashi.ac.jp/
(accessed on 1 January 2022)).

Dutch: The Erasmus Medical Center (EMC) clinical corpus includes several types of
anonymized clinical documents, such as those by general practitioners (GP), specialists’
letters (SP) from the IPCI database, radiology reports (RD), and discharge letters (DL)
from the EMC in Netherland [60]. The authors extracted the Dutch medical terms from
the Unified Medical Language System (UMLS) for use in annotating the corpus with
negation. A medical term was marked as ‘Negated’ if the evidence did not exist; otherwise,
it was annotated as ‘Not Negated’. Two independent annotators followed the compiled
guidelines, with support from a linguist expert to resolve disagreements. As a result,
1804 negated terms were reported of the 12,888 instances of medical terms. The IAA for
the entire corpus was 0.92, on average. The authors mention that their corpus is free for
research, upon request.

Chinese: The Chinese Negation and Speculation (CNeSp) corpus consists of 16,841 sen-
tences from various domains, annotated with negating and speculative cues and their
scope [43]. It includes 19 scientific articles, 311 financial articles, and 821 product reviews.
The authors adjusted the BioScope corpus guidelines [14] to make it suitable for the Chinese
language. These modifications include that the subject should be within the scope, and
that the scope should be a continuous set of tokens. Two annotators carried out the anno-
tation process and a linguist expert resolved disagreements. As a result, the percentages
of negating sentences were 13.2, 17.5, and 52.9 for scientific articles, financial articles, and
product reviews, respectively. These percentages indicate that the review domain has
high percentages of negation, independent of language. Moreover, the percentages of
speculation were 21.6, 30.5, and 22.6, respectively, similar to the percentages of negation.
IAA kappa-based average values of 0.90 for negation and 0.89 speculation show that the
annotation guidelines were well formulated. The authors have made this corpus publicly

http://cl.cs.yamanashi.ac.jp/
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available for research purposes (http://nlp.suda.edu.cn/corpus/CNeSp/ (accessed on
10 January 2022)).

Chinese: Kang et al. collected 36,828 sentences from 400 admission notes and 400 dis-
charge summaries of one month’s data, March 2011, from the EMR database of Peking
Union Medical College Hospital [46]. This corpus includes data from four biomedical
categories: diseases, symptoms, treatments, and laboratory tests. The BioScope corpus
guidelines [14] and other Chinese guidelines [43] were adapted to annotate the corpus.
Three domain experts formulated the initial draft and then applied the guidelines to a
corpus sample to refine them. The outcome of the process is 21,767 negating sentences
from the entire corpus. The IAA measure was based on only 80 notes, annotated by two
annotators, reaching 0.79 measured by Cohen kappa.

German: The German Negation and Speculation Corpus (GNSC) is the first German
annotated corpus in the biomedical domain [61]. It consists of eight anonymized discharge
summaries containing medical histories and 175 clinical notes from the nephrology domain,
which are shorter than discharge summaries. First, the medical terms were automatically
pre-annotated using an annotation tool [65], following the UMLS unified coding standards
for EHRs, as per the predefined types. Secondly, a human annotator rectified incorrect
annotations and classified whether a given finding occurred in a positive, negative, or
speculative context. Finally, a linguist revised the annotated sentences to assure the data
quality. As a result, for discharge summaries the negative and speculated sentences were
106 and 22 of 1076 sentences, and for clinical notes 337 and 4 of 1158 sentences. The results
show that in this corpus speculation rarely arises.

Arabic: The BioArabic is the first Arabic corpus annotated with negation and specu-
lation for biomedical Arabic texts [19]. The corpus consists of 10,165 sentences extracted
from 70 medical and biological articles collected from the Iraqi Journal of Biotechnology, the
Journal of Damascus University for Health Sciences, and Biotechnology News. An expert linguist
adapted the annotation guidelines of the BioScope corpus [14] to Arabic biomedical texts.
Five linguist annotators performed the annotation according to the guidelines developed,
as described in detail in the paper. The expert linguist resolved disagreements arising
between the annotators to report 1297 negated sentences and 1376 speculative ones. Un-
fortunately, the measure of agreement between the annotators was not reported, and the
corpus is not readily available online.

Spanish: The IULA Clinical Record corpus consists of 3194 sentences extracted from
300 anonymized clinical records from the main hospitals in Barcelona, Spain [9]. These
sentences were manually annotated with negation cues and their scope by three linguists,
advised by a clinician. Marimon et al. used the English annotation guidelines from
several domains: BioScope from the biomedical domain, and ConanDoyle-neg from the
short stories domain and general concepts [14,54,66]. As in the BioScope guidelines, the
annotation guidelines include neither the negation cue nor the subject of the record in
the scope. After applying these annotation rules to the entire corpus, the team reported
1093 negated sentences. The percentage of sentences that include negation scope, roughly
35%, is relatively high compared with English corpora. The IAA Cohen kappa rates
were 0.85 between annotators 1 and 2 or 3 and 0.88 between annotators 2 and 3. The
corpus is publicly available with a CC-BY-SA 3.0 license (http://eines.iula.upf.edu/brat/
/#/NegationOnCR_IULA/ (accessed on 5 January 2022)).

Spanish: UHU-HUVR, a corpus with 276 radiology reports and 328 patients’ personal
histories (written in free text) obtained from the Virgen del Rocío Hospital in Seville,
Spain [62]. It is considered the first Spanish corpus to include affixal negation. Cruz et al.
adapted the Thyme corpus guidelines to annotate the negation cues and scope, using two
domain experts [67]. The results of the annotation are 1079 negated sentences of the 3065 in
the patient histories and 1219 negated sentences of the 5347 in the radiology documents.
As observed in the report, the percentage of negated sentences in the histories is relatively
high since they are patients’ descriptions of clinical conditions, which are not 100% factual,

http://nlp.suda.edu.cn/corpus/CNeSp/
http://eines.iula.upf.edu/brat//#/NegationOnCR_IULA/
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whereas the radiology report gives the radiologists’ observations. The IAA measure for the
negation scope was 0.72.

Spanish: The SFU ReviewSP Negation (NEG) extends the SFU Review corpus [57];
it consists of 400 review documents from domains such as movies, music, and various
product reviews, extracted from the Ciao.es website [26]. Each domain contains 25 positive
and 25 negative review documents, based on the stars awarded by the reviewer. It is the
first Spanish corpus to include events in the annotation and reflect any discontinuous
negation cues. Like its English equivalent, the entire corpus was manually annotated with
negation cues and their consequent scope and events [40]. Although the Bioscope corpus
guidelines had been written for the biomedical domain, for the review domain the authors
adapted these guidelines alongside a typology of negation patterns in Spanish [14]. The
annotation process was supervised by experts and performed by two trained annotators,
who came up with 3022 negated sentences in the 9455 sentences. The IAA kappa coefficient
is 0.95 for negated events and 0.94 for scope, both of which are relatively high compared
to other Spanish negation annotated corpora. This corpus is publicly available under
a Creative Commons Attribution Noncommercial-ShareAlike 4.0 International License
(http://clic.ub.edu/corpus/es/node/171 (accessed on 13 November 2021)).

Italian: Altuna et al. annotated two corpora from contrasting domains [28]. The first
consists of 71 documents for stories adapted from Fact-Ita Bank [68]. The second consists of
301 tweets used in the Factuality Annotation (FactA) task at Evaluation of NLP and Speech
Tools for Italian (EVALITA) 2016 [69]. The authors based their annotation guidelines on
earlier guidelines [51,55], including negation cues, scope, and focus. In general, every
negation cue is associated with its scope and focus, and the first corpus of 1290 sentences
contains 282 negating cues and 278 negated sentences. The second corpus comprises
59 negated sentences and 71 negation cues. The authors are to make the annotated data
available on the Human Language Technology-Natural Language Processing (HLT-NLP)
website at the FBK organization to implement a system for negation detection in Italian.
The agreement on the annotation of the scope achieved roughly 0.7 and 0.6 for focus, where
IAA was based on the average pairwise F-measure.

English–Chinese: Many corpora in various natural languages have been annotated
with monolingual negation to detect negation phenomena; however, they have not been
studied in parallel across languages. The NegPar corpus is the first English–Chinese
parallel corpus to be annotated with negation for narrative texts [15]. The corpus used four
short stories from Conan Doyle’s Sherlock Holmes short stories and mapped them to their
Chinese translation by Mengyuan Lin. The annotation guidelines of the ConanDoyle-neg
corpus [41] were adapted for the English part of the corpus. Although the English side
of the corpus had already been annotated, most was reannotated to capture semantic
phenomena. Qianchu Liu, a native Mandarin speaker, created the annotation guidelines
for the Chinese part with support from the other two authors. Chinese translation often
converts a positive English statement into a negative one; therefore, the number of negated
sentences in the Chinese corpus is slightly higher than in the original English corpus. The
annotation process was based on projections from the English corpus, where 1304 and
1762 negated sentences were annotated for the English and Chinese parts, respectively.
The annotation projection offers imperfect help in the annotation process, where the word-
level F1 measure was 0.39, 0.45, and 0.24 for negation cue, scope, and event, respectively.
The corpus, with its annotation guidelines, has been published for public use (https:
//github.com/qianchu/NegPar (accessed on 25 January 2022)).

French: ESSAI is a corpus of French clinical trials obtained mainly from the National
Cancer Institute registry website [13,24]. The French protocol for such clinical trials has
two parts: a summary of the trial, which presents its purpose and the methods applied,
and its detailed description. ESSAI comprises 6547 sentences; 1025 sentences are negating,
while 630 are speculative. The IAA measure of the negation annotation is 0.80, which is not
high compared to English corpora [13].

http://clic.ub.edu/corpus/es/node/171
https://github.com/qianchu/NegPar
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French: Grabar et al. introduced another French corpus called CAS. This consists of
3811 sentences for clinical cases adapted from scientific literature and training materials [70].
These clinical cases were published in various journals and websites in French-speaking
countries such as Belgium, Switzerland, and Canada, and relate to medical specialties [53].
The purpose of clinical cases is to describe clinical situations for real (de-identified) or fake
patients. This corpus is automatically annotated with negation using different supervised
learning techniques, trained on the ESSAI corpus. Uncertainty cues and their scope were
annotated for CAS on the basis of heuristic rules. Of the 3811 sentences, 804 are negating
and 226 include speculation. Later in 2021, two annotators manually verified CAS for the
negation annotation, achieving a Kappa Cohen’s IAA of 0.84 [13].

Brazilian Portuguese: Dalloux et al. presented the Brazilian Portuguese clinical trial
protocols provided by Brazilian registration of clinical trials (REBEC) [13]. Each protocol
includes a sample title, scientific title, description, and inclusion and exclusion criteria.
Negation in this corpus provides valuable information on the specification of the target and
the patient’s recruitment. Three students annotated different parts of these protocols and
came up with 643 negating sentences out of 3228, which is considered relatively low in this
corpus. The authors compiled another Brazilian Portuguese corpus, collected from three
hospitals in Brazil, covering medical specialties such as cardiology and nephrology [13].
This corpus contains 9808 sentences on clinical narratives. The negation cues and their
scopes were manually annotated, and include 1751 negating cases with a Cohen’s kappa
coefficient of 0.74.

Spanish: Negation and Uncertainty annotations in biomedical texts in the Spanish
(NUBES) corpus make it the largest publicly available Spanish corpus for negation. It is
the first to have annotations of speculative cues and scope and speculative events [18].
NUBES consists of 29,682 sentences from a Spanish private hospital’s anonymized health
records. The corpus was extracted from several sections, namely Surgical History, Phys-
ical Examination, and Diagnostic Tests, and divided into 10 batches. Together, two lin-
guists drafted the initial annotation guidelines sourced from IULA [9] then extended them
to include uncertainty. One batch was annotated using the initial guidelines, then im-
proved after a medical expert resolved the disagreements between the annotators. The
Cohen kappa IAA was calculated at 0.8 based on the sample batch. Later, the same
batch was annotated by a third annotator to resolve all disagreements and create a ‘gold
standard’. Consequently, the other nine batches could be annotated by a single anno-
tator using the final version of the annotation guidelines. This corpus of 29,682 sen-
tences contains 7567 negated and 2219 uncertain instances. The authors enriched the
IULA corpus by incorporating uncertainty and have made the guidelines publicly avail-
able (https://github.com/Vicomtech/NUBes-negation-uncertainty-biomedical-corpus
(accessed on 20 January 2022)).

Spanish: NewsComm was the first Spanish corpus to have been collected from news-
papers and annotated for negation phenomena. Also, it is considered to be the first
Spanish corpus to be manually annotated with negation alongside negation cues and
scope. The corpus consists of 2955 comments posted in response to 18 news articles
on nine topics (immigration, politics, technology, terrorism, economy, society, religion,
refugees, and real estate) in an online Spanish newspaper, two articles per topic [35]. Lin-
guistic analysis of the negation focus arrived at 10 conditions for the various forms of
negation in this corpus. The criteria for annotation are described in detail in the guidelines
(http://clic.ub.edu/publications (accessed on 25 February 2022)). The two trained anno-
tators selected to annotate this corpus manually had earlier annotated the SFU ReviewSP
NEG corpus [26]. They found 2965 negating structures in the corpus, with corresponding
negation cues, scope, and focus. The result of the annotation process shows that 45%
(2247 of 4980 sentences) are negating. Furthermore, the kappa IAA measure is 0.83, a high
value for this first annotated Spanish corpus to have a negation focus. The authors made
the corpus freely available for research purposes.

https://github.com/Vicomtech/NUBes-negation-uncertainty-biomedical-corpus
http://clic.ub.edu/publications
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Mexican Spanish: T-MexNeg is the first Mexican Spanish corpus annotated for negat-
ing phenomena [17]. It consists of 13,704 tweets collected from September 2017 to April
2019 using the standard streaming APIs from Twitter (https://developer.twitter.com/en/
docs/tutorials/consuming-streaming-data (accessed on 1 March 2022)). To limit the col-
lection to Mexico, tweets were filtered by the language tag ‘es’ and the user location ‘mx’.
Although the corpus is very large, it was annotated manually for negation cue, scope,
and event. In addition, the authors adapted the SFU ReviewSP NEG [26] guidelines to
Mexican Spanish and the nature of the collected corpus. The annotation process was
carried out in two stages: binary classification for the presence of negation, and manual
annotation by three teams of two annotators, who were linguistics students, together with
a linguist. As a result, the T-MexNeg corpus of 13,704 sentences includes 4895 tweets with
negation. The IAA was measured with Cohen’s kappa coefficient and has a value of 0.89,
which is relatively high. The authors made this corpus publicly available for research
purposes (https://gitlab.com/gil.iingen/negation_twitter_mexican_spanish (accessed on
1 March 2022)).

Arabic: The ArNeg corpus is another Arabic corpus that has been annotated with
negation for formal Arabic texts [36]. It consists of 6000 sentences collected from Wikipedia
and the King Saud University-Corpus for Classical Arabic (KSUCCA). The corpus covers
sentences from topics such as biography, media, science, and technology. Mahany et al.
wrote clear annotation guidelines, to which the two independent Arabic native speakers
adhered in the annotation process. The percentage of the negated sentences was found to
be 18% for the Wikipedia sub-corpus and 29% for the KSUCCA sub-corpus. One of the
annotators applied the guidelines to 20% of the entire corpus, and between all five the IAA
was recorded at 0.98.

This section has explored corpora annotated for negation and speculation in 13 lan-
guages from six language families: Germanic languages (English, German, Swedish),
Romance (French, Spanish), Uralic (Hungarian), Semitic (Arabic), Sinitic (Chinese), and the
Japonic language family (Japanese).

3. Methods and Techniques

The numerous systems developed for negation and speculation detection range from
algorithmic (rule-based) [10,37,71], machine [72,73], and deep learning approaches [13,36,74],
or hybrids [75,76]. Most rule-based algorithms depend on simple rules made up of regular
expressions and detect the scope of negation using dependency and parse trees. By contrast,
supervised learning techniques use various classifiers to detect these phenomena at different
levels: cue, scope, event, and focus.

3.1. Rule-Based Methods

Initially, the processing of negation and speculation in natural language processing
(NLP) was investigated using a handcrafted list of semantic and syntactic rules. The most
famous rule-based methods are shown in Figure 1, and are presented in this section.

https://developer.twitter.com/en/docs/tutorials/consuming-streaming-data
https://developer.twitter.com/en/docs/tutorials/consuming-streaming-data
https://gitlab.com/gil.iingen/negation_twitter_mexican_spanish
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In the late 1990s, Aronow, Fangfang, and Croft developed the NegExpander algorithm
to solve the problem of finding negated UMLS, coding standard for EHRs, by constructing
conjunctive phrases [77]. The algorithm’s input is a sentence with definite UMLS phrases
and part of speech (POS) tags to detect the negation scope. It initially looks for conjunctive
words within a sentence, then searches for negation words within the conjunctive phrases.
If a single UMLS term is negative, all UMLS phrases within the conjunctive sentence are
considered to be negative.

In 2001, NegFinder was developed. This is a negation-detecting algorithm using a
context-free grammar parser to detect it in medical documents [66]. A set of 40 medical
documents from several specialties were manually checked to develop a set of rules to
detect the negated patterns. The input to the algorithm consists of coded representations
for UMLS concepts extracted from a medical narrative. As a result, the algorithm generates
an index with one entry for each concept that shows negated concepts.

NegEx is a simple, regular, expression-based algorithm developed to detect negation
cues in the English language and identify the affected medical terms [71]. The algorithm
takes a sentence with identified UMLS terms and negation words called triggers, which
occur before or after a finding. The algorithm relies on three negation phrases: pre-UMLS,
post-UMLS, and pseudo-negation. A pseudo-negation expression comprises negative
grammatical words, yet this expression is an unreliable negation indicator. All UMLS terms
within a window size of 0 to 5 are assigned a negation status. A UMLS term is considered
negated, within the scope of negation, if a negation word is located within five tokens of
a finding.

ConText, derived from the NegEx [71], covers negation, temporality, and the sub-
ject concerned for conditions in the clinical texts [78]. Although it depends on regular
expressions, it defines the scope of the trigger terms differently and identifies three more
contextual properties (hypothetical, historical, and experiencer). The algorithm searches
for the negated trigger terms preceding or following a clinical condition. It changes the
default value, affirmed for negation, of the trigger term if the condition is within the scope
of this trigger term. The negation scope extends from the right of a trigger term to the end
of a sentence, unlike NegEx, or to a specific window size.

Elazhary extended the NegEx algorithm to propose the NegMiner tool to handle
connecting and multiple negation [79]. The pre-negation and post-negation terms were
updated by adding more tokens, and new pre-contiguous and post-contiguous negation
terms were added. This tool consists of three modules: the knowledge base and update
module, which allows the user to modify negation, and termination terms, in addition to
the mining module. Furthermore, the tool takes input as a PDF file that includes multiple
sentences, one per line, and generates the results as an output PDF file.
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Some other researchers have proposed dependency-based parsers to detect the nega-
tion scope in complex sentences. In the simplistic form, regular expressions, the researchers
assumed that in their corpora, mainly in clinical reports, negation does not include com-
plexly structured sentences [71]. The dependency parser-based negation (DepNeg) used to
dig deeply into the syntactic structure of the sentences to detect the complex negation cases
for the target-named entities in clinical reports [80]. Using a dependency parser allowed
the authors to reduce the problem encountered by rule-based algorithms in detecting the
scope of negation. It expresses the syntactic structure as directed dependencies between
the tokens. The authors built their syntactic rules for negation using 41 sentences from the
I2B2/VA corpus [81] based on the dependency paths between the named entity and the
negation terms. If a named entity is on the same dependency path as the negation clue, this
means that it is negated. DepNeg was compared with NegEx by adding to the Clinical Text
Analysis and Knowledge Extraction System (cTAKES) (http://www.ohnlp.org (accessed
on 10 March 2022)), an information extraction tool for medical records, and the results
showed that DepNeg reduced the number of false positives.

DEpEndency ParsEr Negation (DEEPEN) (https://code.google.com/p/deepen (ac-
cessed on 12 March 2022)) is an open-source algorithm for negation detection in clinical
texts [10]. It uses dependency patterns after NegEx as a post-processing step to remove
false positives of negative findings. DEEPEN uses the transition-based dependency parser
to find the dependency relationship between the negation words and medical terms, unlike
DepNeg, which used the graph-based dependency parser. The algorithm rules were built
using the Stanford Dependency Parser (SDP) [82] based on 1929 clinical reports from the
Indiana University dataset, where only medical terms negated by the NegEx algorithm
are considered. After that, a production chain of three levels of tokens is generated for
each sentence, marking the medical term as negated if found in the production chain.
Unfortunately, the basic rule failed in sentences with complex structures; further rules were
added to address these structures. Moreover, two domain experts reviewed the output
after adding these rules, and the IAA between them was 0.95.

NegBio is an open-source tool for detecting negation and uncertainty in radiology
reports [37]. This algorithm uses the universal dependency graph to find the grammatical
relationships in a sentence, in addition to subgraph matching for graph traversal search.
Consequently, the scope of negation and uncertainty is not limited to a specific window
size. As a result, NegBio should outperform other rule-based algorithms by identifying the
scope of triggers that include explicit negation cases as complex sentences. The input is
a list of findings with corresponding UMLS, which are processed to detect negated and
uncertain cases.

3.2. Supervised Techniques

In the past decade, interest has increased in the automatic detection of negation
and speculation using supervised machine learning approaches, especially in English.
Nevertheless, the lack of annotated corpora for the other natural languages has impeded the
development of such approaches. This subsection presents the commonly used supervised
learning approaches for negation and speculation detection, and Table 3 summarizes
these approaches.

http://www.ohnlp.org
https://code.google.com/p/deepen
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Table 3. Supervised techniques for negation and speculation detection.

Ref. Year Language
Negation Speculation

Features Methods Features Methods

[83] 2007 English BoW SVM
[84] 2007 English Bigrams, Trigrams Weakly Supervised Learning

[72] 2009 English PoS, Lemma,
Syntactic

SVM, CRF,
TiMBL

[73] 2009 English PoS, Lemma,
Syntactic SVM-CRF-TiMBL

[75] 2009 English BoW, PoS, Syntactic SVM
[44] 2010 English PoS CRF
[85] 2012 English Syntactic SVM

[86] 2013 English Syntactic SVM Tree
Kernel Syntactic SVM Tree Kernel

[76] 2014 English Handcrafted Rules MRS Crawler
[87] 2016 English Syntactic, Cue CNN Syntactic, Cue CNN
[88] 2016 English WE BiLSTM
[89] 2016 English WE, PoS BiLSTM
[90] 2017 English WE CNN with attention
[91] 2017 English Lexical, Syntactic SVM+CRF

[46] 2017 Chinese Embedding, BoW,
BoC CRF

[92] 2018 English,
Chinese

Latent Structural,
Cue Semi-CRF

[93] 2018 Spanish WE, PoS LSTM

[94] 2018 English,
Chinese PoS BiLSTM

[74] 2019 English Cue NegBERT

Table 3. Cont.

Ref. Year Language
Negation Speculation

Features Methods Features Methods

[11] 2019 English,
Chinese BERT, PoS BiLSTM BERT, PoS BiLSTM

[24] 2019 French WE, PoS BiLSTM-CRF WE, PoS BiLSTM-CRF
[95] 2019 Arabic Syntactic, PoS GAN with Attention

[96] 2020 English,
Chinese Syntactic RNN-CRF Syntactic RNN-CRF

[39] 2020 English Syntactic BiLSTM &
CNN

[97] 2020 English Syntactic STRNN

[13] 2020
French,

Brazilian,
Portuguese

WE, PoS BiLSTM-CRF

[36] 2021 Arabic WE, Cue BiLSTM

[17] 2021 Mexican
Spanish PoS, Cue CRF

Medlock and Briscoe treated speculation detection as a binary classification problem
and proposed a weakly supervised machine learning model [83]. Their support vector ma-
chine (SVM)-based model depends on a representation approach using a manually labeled
corpus’ bag-of-words (BoW). In 2008, Szarvas adapted this model [83] by manually limiting
the feature set and including bigrams and trigrams into the feature representation [84].
The weakly supervised models considered the entire sentence as either speculative or
not speculative.
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Since 2008, with the construction of the BioScope corpus [14], the scope detection
problem began to be extensively solved using supervised machine learning approaches [14].
Morante and Daelemans modeled the negation scope detection problem as two con-
secutive classification tasks: task 1 detects the negation signal, and task 2 finds the
scope of the detected negation signal [72]. A memory-based learning algorithm, Tilburg
Memory-Based Learner (TiMBL) (https://languagemachines.github.io/timbl/ (accessed
on 20 March 2022)), was used with features such as PoS and lemma of the token to identify
the negation signals. In the second phase, the TiMBL, SVM, and conditional random field
(CRF) classifiers were combined with shallow syntactic features to pass their predictions to
a metalearner CRF classifier to predict the negation scope. In another study [73], the authors
implemented the same approach to find the scope of speculation cues in biomedical texts.
Although this system is portable for similar negating and speculative detection, it depends
on a highly engineered features set. Zou et al. proposed a tree kernel classifier based on
the constituent and dependency structured syntactic features, proving their efficiency in
capturing the cues’ relation and scope [86]. This system considered the problem a binary
classification task, where the SVM classifier used a kernel function between two trees to
classify whether the token lay inside or outside the scope.

The first joint conference on lexical and computational semantics (SEM 2012*) pub-
lished an annotated corpus with negation to prompt for systems to detect negation cues,
scope, and negated events [58]. Of the 12 participating teams, the first to submit a system
was from the University of Oslo (UiO1), and it was selected as the best-performing system
for this task [85]. As in previous studies, an SVM classifier was used, but it depends on
syntactic constituents generated by following the path from the negation cue to the root of
the syntactic tree. In this approach, Read et al. tried to handle the discontinuous scope of
negation by removing unnecessary words from the negation scope. Even though their sys-
tem achieved the top-ranked system with an F1-score of 78, it is a highly engineered system
and in the case of a single constituent, fails to capture discontinuous scope. Enger et al. de-
veloped a simple open-source Python-based tool (https://github.com/marenger/negtool
(accessed on 18 March 2022)) to identify negation scope using an approach called maximum-
margin [91]. This approach divides the problem into two sub-tasks; the cue detection task
uses lexical features with a binary SVM classifier. The second sub-task, scope resolution, is
a sequence-labeling task that uses syntactic-based features with a linear-chain CRF model;
however, like (UiO1), it failed to handle discontinuous scope [85].

Other studies tackled the problem of scope detection as a sequential labeling task,
using CRF-based models. For example, Li and Lu proposed a semi-CRF-based model
(https://github.com/leodotnet/negationscope (accessed on 3 March 2022)) to identify
negation scope in the SEM 2012* corpus [92]. The features set includes long-distance
dependencies, latent structural information, and negation cue-related features such as the
relative positions of each token and cue, as in another study [98]. Their model was designed
to identify the negation scope at the span level to capture discontinuous and partial scope,
and another latent-based CRF model was used to represent the implicit patterns. As a
result, this system outperformed the best performing system (UiO1) at SEM 2012* [85].

CRF-based models were used to detect negation scope in other natural languages.
Kang et al. used a CRF model with character and word embedding for Chinese clinical
notes to identify negation scope [46]. Besides the character and word embedding, a feature
known as ‘In Previous Scopes’ was added to handle the nested negation scope within
multi-cue sentences. The sequence labeling task was divided into cue and scope detection,
where the output of the cue detection task was an input to the CRF-based scope detection.
Bel-Enguix et al. used two methodologies to compare their T-MexNeg (TMN) corpus to the
SFU Review corpus in detecting negation phenomena in Spanish social media data [17].
The CRF-based system depends on several attributes, such as PoS and cue features.

The previously explored studies prove machine learning methods’ effectiveness in the
scope detection task. In treating the scope detection as a sequence labeling problem, these
CRF-based models outperform the other machine learning method, SVM. Nevertheless,

https://languagemachines.github.io/timbl/
https://github.com/marenger/negtool
https://github.com/leodotnet/negationscope
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their success depends heavily on a highly engineered feature set that needs more effort.
Therefore, deep learning-based methods are the best candidates that learn latent features
automatically on different NLP sequence labeling tasks.

Qian et al. proposed a convolutional neural network (CNN) model to capture various
syntactic information between a cue and its tokens within a sentence to detect the negation
and speculative scope [87]. The feature set consists of the widely used constituency,
dependency parse trees, and relative position of cues and candidate tokens. These are
combined to form a single vector that finally is fed into a SoftMax layer to detect the
negation or speculative scope. By modeling the relationship between cues and their scope
accurately rather than considering the problem as a binary classification task, this work
performed better than previous studies; however, it did not capture long-distance syntactic
dependency and performed poorly on the BioScope sub-corpus of full papers. McKenna
and Steedman proposed the Structural Tree Recursive Neural Network (STRNN) to detect
the negation scope on the SEM 2012* test corpus [97]. First, this network takes a binarized
syntax tree, where a local vector represents each word, as input for the sentence’s syntactic
structure. After that, it recursively combines the local vectors for constituent states to
form a global state vector in an upward phase. Finally, it recursively divides the global
vector through the parse tree during the downward phase to obtain the output using a
SoftMax layer.

Other studies addressed speculation detection with attention-based deep learning
architectures, proving their efficiency in many NLP tasks. These architectures mainly
help the neural network to focus on the most relevant information. Adel and Schütze
proposed CNNs with external and sequence-preserving attention mechanisms to capture
the most relevant features that represent the long input sequences [90]. Their CNN model
includes a convolutional layer, three max-pooling layers, one hidden layer, and a logistic
output (https://github.com/heikeadel/attention_methods (accessed on 9 March 2022)).
Al-Khawaldeh proposed an attention-based generative adversarial networks (GAN) model
to identify the speculation scope in Arabic biomedical data [95]. This model takes PoS,
constituency, and dependency features to detect the speculative phrase. The experimental
results show that the performance of speculation detection systems was improved by using
attention-based models.

As in our survey, the bidirectional long short-term memory network (BiLSTM) is the
usual deep learning method for negation and speculation scope tasks. Lazib et al. tackled
negation detection in the review domain, using various recurrent neural networks that are
recurrent neural networks (RNNs)-based (LSTM, BiLSTM, and GRU) with word embedding
representation [88]. The word embedding representation of tokens was automatically
extracted as the only feature used in their model. The system’s performance proves that
RNNs with WE models are candidates to replace the rich features-dependent classifiers
for negation scope detection. Fencellu et al. used the BiLSTM model, producing in- and
out-of-scope tokens within a sentence to identify the negation scope in the SEM 2012*
corpus [89]. The word embedding and PoS cue feature fed into the BiLSTM network to
detect the negation scope of this cue. This approach modeled the negation scope detection
as independent predictions for each token.

In English, negation scope boundaries often depend on punctuation, especially in
old-style writing as in Conan Doyle’s short stories. Fancellu et al. tried to alleviate the
effect of this issue with a dependency-based BiLSTM model that processes dependency
trees using encodings for words and dependency relations [94]. The authors developed a
set of models based on English, with a cross-lingual word representation and universal PoS
features, yet then applied them to Chinese. These models were evaluated on the NegPar
corpus [15] using several performance measures, but some cross-lingual features related to
negation scope are still missing.

BiLSTM-based models were also used for negation and speculation scope detection in
languages other than English. Fabregat et al. adapted the proposed model by Fancellu [89]
to detect negation cues in the Spanish reviews domain [93]. This model used the encoded

https://github.com/heikeadel/attention_methods
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tokens and lemmas generated by a pre-trained Spanish word embedding model in addition
to the PoS feature. Mahany et al. proposed a BiLSTM model with three dense layers and
a single output layer to detect negation scope in Arabic texts [36]. This network takes an
input vector of the FastText word embeddings representation and another vector of the
cues features to identify the scope of a negation cue within a sentence. The results show
that BiLSTM-based models with word embedding representation achieve a remarkable
performance in English, Arabic, and Spanish.

Without any handcrafted or highly engineered features, the experimental results of
RNNs and CNNs-based models outperform feature-rich SVM and CRF-based models.
Nonetheless, the researchers combined RNN/CNN networks and CRF-based models in
some studies. Fei et al. used RNN and CRFs, RecurCRFs, as a negation and speculation
scope detection framework [96]. At first, the RNN model learns a high-level representation
of each sentence and detects negating or speculative words with their scope through the
dependency tree structure, where an embedding vector represents each word in the input
sentence. After that, a linear chain of CRFs layer takes this representation from RNN
as input to decode each label. The authors assumed in this work that the negation and
speculation scopes impact each other. This framework was tested on two corpora from
separate languages: BioScope [14] and CNeSp [43]. Each covers annotated data from
different domains. This framework had a generalization across languages and domains.
Therefore, Dalloux et al. designed a cross-domain approach to identify the negation in
French and Brazilian Portuguese [13]. In their study, they built word-embedding models
for the French language that were composed of French Wikipedia articles and biomedical
data. For the Brazilian Portuguese, they used pre-trained models from the NILC website.
In addition, various supervision-based models were adapted from Fancellu [89], BiLSTM,
BiGRU, and BiLSTM-CRF to detect the negation cue and its scope automatically. The BiLSM-
CRF-based model achieved the best performance in the French and Brazilian Portuguese
cross-domain experiments. By contrast, the French cross-domain result for the ESSAI-CAS
corpora had a low value for exact matching scope detection, because the CAS corpus was
automatically annotated.

In another study, syntactic path-based hybrid architecture combines the BiLSTM and
CNN networks [39]. The BiLSTM learns a sentence’s context representation by encoding the
semantics of each word, while the CNN network captures the syntactic features between
the negation cue and its surroundings using dependency parse trees. Finally, the features
produced by these two networks are concatenated into a single global feature vector and
fed into a binary classifier to decide whether or not this token is part of the negation scope.

Recently, to address the tasks with a lack of resources, transfer of deep learning
systems trained on a massive corpus, such as Google’s Bidirectional Encoder Representation
for Transformers (BERT) [99], has become extensively used to transfer the pretrained
architectures. Therefore, transfer learning systems can potentially address problems with
various languages and domains’ negation and speculation. For example, Khandelwal and
Sawant proposed NegBERT [74] to detect negation cue and scope in two stages using the
BERT model. Their BERT model depends on multiple corpora from different domains:
BioScope, ConanDoyle, and the SFU review corpus. The input to this model is a sequence
of tokenized and encoded words with their scores. Then NegBERT generates an output
vector for each token, to be fed to a classification layer for the cue and scope detection.
This model achieved good performance on the negation detection for unseen corpora from
various domains.

Finally, Sergeeva and Zhu [11] proposed a framework based on context-aware repre-
sentations: global vectors (Glove) [100], embeddings from language models (ELMo) [101],
or BERT. Variations of the word embedding vectors and the other features, such as PoS,
were fed into two BiLSTM networks to predict the scope of the phenomena. BioScope
and the English part of NegPar’s corpora, contrasting domains, were used to evaluate
the performance of the proposed framework. The results show that the BERT model out-
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performs the other word embedding models, proving that it has a superiority effect on
syntactic-based tasks.

3.3. Hybrid Approaches

The hybrid approaches integrate empirical models with handcrafted. As an example,
Özgür and Radev suggested a hybrid approach to detecting the scope of speculation [75].
First, the speculative cue was identified by linguistic features such as POS, BoW of a cue,
and the cue’s positional features within a sentence. Then, these feature sets fed an SVM
network to detect whether or not the cue is actually speculative. Second, to determine the
speculation scope, the authors developed rules according to the syntactic trees.

ScopeFinder is a linguistically motivated system for the detection of negation and
speculation scope [102]. It focuses simultaneously on scope detection and cue detection,
because the presence of a cue does not suggest the scope in every instance. The proposed
rules rely on lexica-syntactic patterns automatically extracted from the BioScope corpus.
The authors used the Stanford parser [82] to generate the rules, based on the negating and
speculative sentences. As a result, 439 and 1000 generated rules were extracted for the
scope of negation and speculation, respectively. This performance evaluation suggests that
the same approach will motivate other researchers to apply it to other domains.

Packard et al. revisited Task 1 from SEM 2012* and proposed an approach that relies
on the formal representation of propositional semantics [76]. First, the negative sentences
are parsed using handcrafted rules to find their minimal recursion semantics (MRS) and
identify the negated tokens. Then, if the semantic parser fails to represent a sentence,
the system switches to a hybrid model that instead uses syntactic information [85]. The
authors in this work were attempting to resolve shortcomings in handling discontinuous
scope; however, the issue persists, given that MRS representation is not suitable for all
NLP languages.

The problem of negation detection has been addressed by many studies, for many
languages, using various techniques, but speculation detection has not been covered to a
similar extent. However, the phenomena are semantically and syntactically similar, so most
negation detection approaches also promise to address the issue of speculation detection.

4. Applications

Negation and speculation systems have been deployed in various domains, including
those of biomedical, product reviews, news, and social media. In this section, we explore
the experimental results of these systems and also discuss the impact of negation and
speculation on NLP tasks such as SA [103] and IE [104], named entity recognition [105]
and machine translation [106]. Besides the F1-score evaluation metric, the percentage of
correct scopes (PCS) in some studies is reported to show their systems’ performance. The
PCS metric is calculated as the number of exactly matched scopes, divided by the number
of actual scopes.

4.1. Review Domain

Table 4 summarizes the performance of negation scope detection systems in the review
domain. The results show that the BERT-based model [74] outperforms the other proposed
systems when evaluated on the SFU review corpus [40]. However, BiLSTM networks
are still proving their efficiency in such tasks. By contrast the negation systems in other
languages, such as Spanish, still do not perform well in detecting negation scope. Bel-
Enguix et al. tested the detection of cross-domain negation on two forms of the Spanish
language [17], but doing so reduced the system’s performance. Therefore, it is inapplicable
to handle negation across domains or language variations.
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Table 4. Negation detection systems in the review domain.

Ref. Algorithm/Method Phenomenon Language Corpus F1-Score PCS

[44] CRF Negation English Review 80 39

[88] BiLSTM Negation English SFU Review 89

[74] NegBERT Negation English SFU Review 90

[93] LSTM Negation Spanish SFU ReviewSP 77

[17] CRF Cross-domain
Negation

Mexican Spanish
Spanish

T-MexNeg
SFU ReviewSP

75
68

Negation is of great significance since it directly changes the polarity of a text, espe-
cially one expressing an opinion on a product, trend, or service [107,108]. Negation cues
affect the contextual polarity of words, yet it does not mean that every sentiment word
is inverted. It is considered one of the dominant linguistic methods to change a text’s
polarity in the SA task [31]. For example, Dadvar et al. [31] investigated the problem of
determining the polarity of sentiment in movie reviews when negation words occur. Their
approach defined a list of negation cues and studied their effect at several window sizes.
As a result, a significant improvement in the classification of the documents was observed.
Some research works have addressed the negation problem in SA or opinion retrieval tasks,
and most focused on rule-based methods. For example, Polanyi and Zaenen introduced the
idea of valence shifters, where a token may strengthen, weaken, or invert the polarity of
sentiment as in ‘so’, ‘rarely’, and ‘not’ [109]. Moreover, Jia et al. introduced the identification
of the scope of a negation term to determine the affected sentence’s clause [110]. However,
these proposed rules did not report their impact on detecting the negation cues or scopes.
Mukherjee et al. designed a pre-processing algorithm to identify the words with negations
and to replace them with negator tags plus their lemmatized forms [2]. By including this
negation detection algorithm, the results classification system’s performance improved
by 1% on average in terms of F1 score. The improvement in performance is limited, as it
handles only the explicit form of negation.

Other research works have used a lexicon of common negation cues with supervised
learning techniques to reveal the negation scope. Councill et al. [44] described a system
that can identify the scope of negation in free English texts. A CRF model was built and
then evaluated on an SA task. In contrast to this work [44], which addressed the scope of a
negation term within various window sizes, Misra et al. [111] used a binary SVM classifier
to identify the true negation cues in the sentence’s syntactic structure to detect the scope.
Although these systems dramatically improved the F1 score by 20% and 5% on average,
again they handle only explicit negation.

Negation in English has been detected by both simple sets of rules and sophisticated
approaches; however, it is a language-dependent phenomenon, and the negation models
for English cannot be used on text in the Arabic language, for example, as the syntactic
structure of negation in Arabic differs from that in English. Few Arabic studies have
addressed negation’s effect on the SA task, but simple rule-based approaches are clearly
insufficient to handle every possible instance of negation in the various Arabic language
categories and dialects [112]. The frequency of negation terms in the Arabic Sentiment
Analysis (ASA) task has been considered a classification feature, but its effect on the
classification process has gone unreported [113,114]. Hamouda and Akaichi assumed that
negating terms always invert the polarity of a word preceded by an inverter [115]. By
contrast, El-Beltagy concluded in her research that, in addition, the presence of a negation
term might change the polarity of the following opinionated word; however, there are still
odd cases that may confirm the polarity of the following lexeme [116].

In 2015, Duwairi and Alshboul defined six handcrafted rules to handle negation in the
Modern Standard Arabic (MSA) texts in the review domain to enhance the performance
of the SA [117]. Even though they addressed the MSA, which follows well-defined rules,
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the simplistic approach proved insufficient for a syntactically and morphologically rich
language like Arabic. Dialectical Arabic has obstacles such as no syntactic rules and
multiple forms of the same word, making ANLP tasks challenging. El-Naggar et al.
considered several valences to build a negation-aware classifier for SA in MSA and the
Egyptian dialect [118]. Later, Assiri et al. formulated four rules to handle negation in the
Saudi dialect [3]. Recently, Kaddoura et al. proposed a system that inverts the polarity of a
sentence’s clause if a negation term precedes a positive or negative pattern [5]. Regardless
of the improvement in performance in these systems’ experimental results [3,5,118], none
handled the implicit form of negation frequently used in Arabic.

As discussed in Section 3.1, many research studies have addressed the negation
problem using rule-based algorithms in various languages [60,78]. For example, Ljajić et al.
proposed a lexicon-based approach to handle negation rules in the Serbian language to
improve the SA for Twitter data [119]. Jimenez-Zafra et al. studied the effect of negation
detection in the Spanish language in the SA task [6]. As in our survey, most negation-aware
SA models improved their system’s performance in the different language yet could not
handle implicit negation.

Other research works improve performance in the SA task by automatically detecting
negation and speculation. Cruz et al. proposed a machine learning approach to detect these
problems in the review domain in Spanish [32]. The results showed an improvement of 13%
and 10% in terms of the F1 score in negation and speculation scope detection, respectively.

4.2. Biomedical Domain

Section 3.1 discussed the rule-based methods used to address the biomedical domain’s
negation and speculation phenomena. In 2001, the NegFinder algorithm used context-
free grammar [66] and the regular expression-based NegEx [71] algorithm to address the
negation phenomenon. As seen in Table 5, both proved that negation in medical documents
is tractable with a simple algorithm. Due to the simplicity and promising results of the
NegEx algorithm, it has been adapted for languages like Spanish [120], Swedish [121],
German [61], and French [122]. Although Elazhary has proved that incorporating these
cases would improve performance by 4%, NegEx did not handle connecting and multiple
negations. Furthermore, the NegEx adaptation for detecting the scope of speculation in
German biomedical data achieved poor performance.

ConText extended the NegEx algorithm, addressed the negation scope differently, and
added further contextual properties [78]. As a result, it obtained a F1 score value of 93 in
identifying the negation scope in six types of clinical reports. The evaluation results prove
that the regular expression approach is robust in identifying further contextual properties.
ConText has been extended to the Dutch language, contextD, by translating the English
trigger terms into Dutch [60].

In other research, DepNeg [71], DEEPEN [10], and NegBio [37] used dependency-
based parsers to improve the handling of negation and speculation in biomedical data.
For example, on 139 clinical notes from the Mayo clinical dataset DEEPEN decreased the
number of false positives cases compared to the NegEx algorithm [123]. In addition, NegBio
improved the F1 score in the information extraction task on two datasets, OpenI [124] and
ChestX-ray [37], by 64% and 12%, respectively.



Appl. Sci. 2022, 12, 5209 22 of 31

Table 5. Negation and speculation detection systems for the biomedical domain.

Ref. Algorithm/Method Phenomenon Language Corpus F1-Score PCS

[66] NegFinder Negation English
Surgical notes
and discharge

summaries
96

[71] NegEx Negation English Discharge
summaries 90

[78] ConText Negation English Clinical reports 93

[79] NegMiner Negation English
Narrative
Medical

Documents
95

[10] DEEPEN Negation English Clinical notes 81

[37] NegBio Negation
Speculation English OpenI [124]

ChestX-ray [37]
87 *
94 *

[83] SVM Speculation English Papers from
FlyBase 76 PEP 1

[84] SVM Speculation English Papers from BMC 85 PEP

[90] CNN with attention Speculation English CoNLL 2010 85

[60] contextD Negation Dutch Clinical reports 87–93

[46] CRF Negation Chinese EMR 95

[95] GAN with attention Negation
Speculation Arabic BioArabic 79

79

[61] NegEx Negation
Speculation German GNSC 94

42

[24] BiLSTM-CRF Negation
Speculation French ESSAI-CAS 90

86

[13] BiLSTM-CRF Cross-lingual
Negation

French
Brazilian

Portuguese

ESSAI-
CASREBEC

53
73

1 Precision/recall break-even point (PEP). * Information extraction system’s performance.

Table 5 shows the evaluation results of the other supervised learning techniques. As
in the review domain, BiLSTM and BiLSTM-CRF models obtained remarkable results. The
results in this work [13] also further prove that attempting negation across languages leads
to poor performance.

The BioScope corpus has been used to evaluate various rule- and supervised-based
models. Table 6 presents the F1 score for these models, where RecurCRFs is the best
performing model [96]. This model has a generalization ability across languages and
domains, because it performed well on the Chinese CNeSp corpus [43].
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Table 6. Detection of negation and speculation scope systems for the BioScope corpus.

Ref. Algorithm/Method
Negation Speculation

F1-Score PCS F1-Score PCS

[72] SVM-CRF-TiMBL 80 60
[73] SVM-CRF-TiMBL 59 31
[75] SVM 71
[44] CRF 75 53
[86] SVM Tree Kernel 84 53 94 71
[87] CNN 89 74 91 74
[92] Semi-CRF 90 78
[74] NegBERT 93
[11] BiLSTM 90 86
[96] RNN-CRF 93 92 91 88
[39] BiLSTM & CNN 90 75
[71] NegEx 82
[37] NegBio 95

[102] ScopeFinder 75 76

Negation- and speculation-aware models have been included in the pipeline of biomed-
ical NLP tasks, where the biomedical data commonly include negating and speculative
instances. For example, cancer diagnosis is a sensitive task requiring highly accurate sys-
tems. Gkotsis et al. assessed the classification task of identifying patients expected to be
at high risk of suicide with negation detection [125]. In their study, if a negation cue was
found in the syntactic tree of an input text, a rule-based algorithm detected its scope. As a
result, their approach outperformed the NegEx algorithm and achieved a recall metric of
95%. Another study used a hybrid approach that combines deep learning techniques and
rule-based methods to diagnose lung cancer in Spanish clinical narratives [12]. First, the
BiLST-CRF model extracts the named entities; next, handcrafted rules detect the negating
and speculative scope, and finally, it reports the lung cancer diagnosis. The proposed nega-
tion and speculation rule-based approach improved the task of relating cancer diagnosis
to a correct date by 18% and achieved an 89 F1 score. These evaluation results prove that
clinical notes are sensitive to negation and speculation phenomena.

4.3. Others

The SEM 2012 Shared Task* was announced at the first joint conference on lexical
and computational semantics to motivate the research community to solve the scope and
focus of negation [58]. This competition relied on the corpus of journal stories, PropBank
FOC [51], and the corpus of short stories Conan Doyle [41]. In 2012, the best performing
system was the SVM-based UiO1 system. Later, other research groups resolved this task by
other approaches. As listed in Table 7, NegBERT obtained the highest F1 score, but it did
not mention the PCS metric. For the other languages, Arabic and Chinese, the RNN-based
models showed good performance.

Further NLP projects have studied the effect of negation and speculation, as in
Hossain et al. [106], which looked at tackling phenomena of negation in MT systems.
Negation-related translation issues include the omission and reversal of negation that
contradicts the translated sentence, the incorrect scope of negation that negates the wrong
token, and the mistranslation of the negation object. These issues vary in severity, but
each may completely change the meaning of the translated sentence. The authors tar-
geted the translation tasks in WMT18 and WMT19 competitions that translate news both
from and to English and other languages. Using the BiLSTM-CRF (https://github.com/
mosharafhossain/negation-mt (accessed on 28 March 2022)) model based on the SEM 2012*
corpus, an F1 score of 92 was achieved when detecting the negation cue in English. The
evaluation results showed that the presence of negation reduces the system’s performance,
in some cases by 60%.

https://github.com/mosharafhossain/negation-mt
https://github.com/mosharafhossain/negation-mt
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In recent years, news articles have become rapidly shared and consumed; thus, there
is a need for systems to extract valuable and accurate information. In one work [126],
uncertainty detection in the newswire domain was addressed as a binary classification
task. The authors proposed a hybrid machine learning approach with semantic, syntactic
features to classify an event as certain or uncertain. For the uncertainty identification task,
this approach achieved a 71 F1-score.

Table 7. Negation and speculation detection systems for other domains.

Ref. Algorithm/Method Phenomenon Language Corpus F1-Score PCS

[76] MRS Crawler Negation English Conan Doyle 75

[85] SVM Negation English SEM 2012* 78

[89] BiLSTM Negation English SEM 2012* 89

[91] SVM+CRF Negation English SEM 2012* 71

[97] STRNN Negation English SEM 2012* 89

[74] NegBERT Negation English SEM 2012* 92

[92] Semi-CRF Negation English
Chinese

SEM 2012*
ChNeSp

88
90

82
72

[96] RNN-CRF Negation
Speculation Chinese CNeSp 93

91
92
88

[11] BiLSTM Negation English-Chinese NegPar 79

[94] BiLSTM Cross-Lingual
Negation English-Chinese NegPar 72 24

[36] BiLSTM Negation Arabic ArNe 89

5. Discussion

Corpora annotated with negation and speculation vary in language, domain, size, and
annotated span level (cue, scope, event, and focus). Cue is the most important element, as
it influences the other annotated elements, and without it, negation or speculation cannot
be handled. Negation has four tasks: cue detection, scope identification, event extraction,
and focus identification. Almost all corpora annotated with negation include an annotation
for a negation cue and its scope; however, some corpora do not include any negation cue,
as in English [21,51], Dutch [60], and Hungarian [29]. Event element is annotated mainly
for the biomedical domain, and recently has been included in further domains, such as
reviews [26] and news [35] in the Spanish language. Corpora annotated with focus are
scarce, because annotating a corpus appropriately involves great attention. However, it is
necessary to review the annotation guidelines to eliminate inconsistent annotations, even
in the same language and in the same domain.

Corpora annotated with negation were mainly built to develop negation-aware sys-
tems. At first, the research community focused on the treatment of negation in clinical
texts using the rule-based algorithms. The NegEx algorithm was widely used to detect
negation especially in clinical texts, since the nature of any text in this domain is syntacti-
cally restricted. The BioScope corpus is an example [14]. Despite its simplistic form, the
algorithm achieved remarkable results on a variety of clinical notes. Dependency-based
parser tools did not achieve the same desired performance compared to their complexities.
Nonetheless, NegBio was the first rule-based algorithm to handle the speculative instances
in the biomedical domain. Most of these algorithms were built to handle negation phenom-
ena for clinical reports; however, other research studies have handcrafted the rules to the
task of ASA [3,117]. Despite NegEx being language-dependent and seemingly a relatively
basic tool with which to identify negating events/text, it is considered the better rule-based
algorithm compared to more complex ones [10,37].
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In the biomedical domain, rule-based algorithms succeeded in identifying the scope of
negation, yet they were not used in other domains, such as review data or general text data.
This is for several reasons: their text may include spelling mistakes and implicit negation or
speculation, plus it is freestyle writing that does not follow grammatical rules. As a result,
in various domains supervised-based models were proposed to address the problem of
negation. These models typically either use external resources to extract complex syntax and
grammar features or are based on neural architectures, such as LSTM and CNNs, to extract
the semantic representations and capture the hidden features automatically. Although
RNNs, CNNs, and CRF-based systems with the data’s syntactic structure achieved better
performance than traditional machine learning techniques, their lack of annotated data
limited the progress in treating negation. Possible solutions to redress the imbalance for
low-resource languages include merging multiple corpora of the same language, translating
the well-known English corpora such as BioScope [14] and SFU Review [40], into other
languages, or transferring the models cross-lingually. When transfers between Spanish and
Mexican Spanish [17] and between French and Brazilian Portuguese [13] were evaluated,
this approach seemed to have resolved the problem somewhat.

As with corpora for negation, speculation corpora include cue, scope, and events
elements, but they are less available. Most were annotated for the clinical and biomedical
domain, and it is rare to find a corpus annotated for speculation in other domains, such as
for English reviews [40] and Chinese literature or financial articles [43]. A trial to handle
the detection of speculative scope uses a modified version of NegEx on German biomedical
data, but it records low performance [61]. As seen in our survey, there are no rule-based
algorithms to have been developed to handle the problem of speculation. However, the
supervised learning techniques that have been used for the detection of negation also
achieved good results on the problem of speculation [86,96].

The previous studies addressed the negation and speculation phenomena utilizing a
variety of methodologies. However, there are still certain challenges that have not been
addressed. Among the challenges are the ambiguity of cues and instances in which a simple
cue is part of a discontinuous cue or scope [35,36]. In addition, poor handling of discontin-
uous scopes and implicit negations and speculations have not been addressed [5]. In order
to determine the patterns of the nontrivial cases of negation and speculation, additional
research is required. Taking into account more sophisticated and syntactic features may be
useful for detecting the discontinuous and implicit negation and speculation. Additionally,
recent embedding techniques, like BERT [99] and ELMo [101], may provide a more precise
representation of the negating and speculative sentences. Some research teams adopted
transfer learning-based systems with pre-trained models, achieving better results than with
other supervised learning techniques [74].

Section 4 discusses the importance in multiple NLP tasks of determining both negating
and speculative clauses within a sentence. For example, it is crucial to detect peculation in
the task of SA to differentiate between the objective and subjective content, yet insufficient
studies have addressed this issue. Furthermore, any inappropriate handling of negation
leads to the SA task generating false results. In the biomedical domain, spotting negation
and speculation can save people’s lives by identifying those patients at high risk of sui-
cide [125]. Negation and speculation detection systems should be incorporated into the
pipeline of NLP tasks, including SA and IE in the biomedical domain.

6. Conclusions

In this review we present the corpora annotated with negation and speculation for
use in handling these linguistic phenomena in NLP tasks. In addition to that, this survey
reviewed the different approaches that have been applied in a variety of languages and
domains. Negation- and speculation-aware systems for many languages have limitations,
ranging from the availability of corpora to inconsistent annotation guidelines. Some take
a sophisticated approach, such as transfer learning techniques. The complex syntactic
structures of negation and speculation make it hard to build a general system to handle
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them across multiple domains, and, although they need further enhancement, cross-lingual
systems are an excellent way to start addressing the problem. Therefore, experimentation
with languages close to each other, such as Arabic and Spanish, is an eligible approach.
Moreover, we suggest making use of more syntactic features to correctly detect discontinu-
ous scopes, implicit negations, and speculations, as well as to find a solution to the problem
of ambiguity in cues. The performance of NLP tasks was shown to be improved as a result
of incorporating such phenomena into them.
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