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Abstract: Monitoring the condition of electrolytic capacitors in practical applications is a topic that
has been and remains the subject of much research. This article is part of research in this area. It
develops a parameter observer (PO) and proposes its use for the determination of the equivalent
capacity and equivalent serial resistance of electrolytic capacitors. The observer is an integral-open-
loop type second-order system, the input of which is the voltage at the capacitor terminals measured
during a two-stage capacitor’s discharging process through a variable resistor. The PO estimates the
so-called time constant of the discharging circuit for each of the two stages from which values the
capacitor’s parameters are calculated. The use of PO is illustrated for determining the output capacitor
parameters of a buck DC–DC converter. The experiments were performed with two electrolytic
capacitors with the nominal values 100 µF and 470 µF. Compared with other monitoring methods that
use observers, the proposed observer is faster in tracking error mitigation, e.g., 10−3 s in comparison
with 5·10−3 s or more. The low computational volume of the discrete-time PO allows the prospect of
implementation in real time.

Keywords: capacitor; parameter observer; condition monitoring; time-varying parameters; continuous-
time model; discrete-time model

1. Introduction

Electrolytic capacitors are characterized by high electrical capacity/volume ratio, low
internal resistance, and last but not least, their low price. These features are of great im-
portance for various applications in the field of short-term electricity storage [1]. However,
capacitors are vulnerable devices, responsible for numerous failures [2–4]. The high fre-
quency of failures caused by electrolytic capacitors imposes the requirement of monitoring
their equivalent parameters, mainly the capacitance (C) decreasing and the equivalent
serial resistance (ESR) increasing, as part of condition monitoring. Much electronic equip-
ment in the aerospace, medical, military or energy domains requires high reliability [5],
and, consequently, fault diagnosis or maintenance based on monitoring the ESR and the
capacitance of electrolytic capacitors [6–8] to ensure that they operate within the required
degradation model [9].

There are more recent studies on the operational safety of equipment, in particular
of power converters, from several perspectives. A wide range of analysis and decision-
making techniques are used for this purpose, nowadays reaching the use of machine
learning techniques [10–12]. Specific interfaces and algorithms, suitable for interaction with
converters, are required for their application. Article [13] considers an ESR monitoring
scheme without a current sensor, based on the calculation of the parameter’s values from
the measurement of the AC component of the output voltage at precise times of the output
switching cycle. In [14] a method of ESR monitoring is proposed based on the jump of the
output voltage and the measurement of the ripple voltage output and inductor current. A
model-free predictive control strategy, for the online estimation of the ESR and capacitance,
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aimed at the continuous evaluation of the electrolytic capacitor condition is discussed in [4].
The capacitor current and output voltage acquisitions are required.

The design of electronic circuits involving electrolytic capacitors uses different con-
ceptual electrical models of capacitors, more or less simplified, and equivalent electrical
parameters [5,15,16]. Simple models, type R-C, are widely used in modelling the circuits in
which the capacitors are embedded, particularly in DC–DC converters [17]. In practice, C
and ESR, the main parameters of electrolytic capacitors, vary substantially depending on
the operating mode (voltage waveform, working frequency and temperature), but also due
to the irreversible aging phenomenon [18]. During the transient phenomena, characteristic
of electric charging–discharging cycles, there is a reversible variation in the values of the
main parameters of the electrolytic capacitors. In [19] this behaviour is highlighted for a
capacitor discharging process.

A comprehensive and topical synthesis regarding monitoring dc-link capacitors in
power converters is presented in [7]. It highlights the equivalent conceptual schemes and
estimation principles used. From the perspective of our research, we note the equivalent
scheme R-C, used when the equivalent series inductance is negligible, as well as the
principle of the model-based estimation in the non-periodic discharging profile variant.
It is also worth noting the study in [20], which addresses the monitoring of the output
capacitor and the inductor of a boost converter, considering for the capacitor an equivalent
R-C model.

The authors of [8] propose a method of online monitoring of the ESR and C of the
output capacitor of a buck converter based on the analysis of the transient voltage regimes at
the terminals of the output capacitor. In the same vein, [6] presents a condition-monitoring
procedure for dc-link capacitors of AC–DC–AC power converters based on a variable
electrical network capable of estimating the equivalent C and the equivalent ESR of the
dc-link capacitor. No current sensor was used in either study, and no external signal
was injected.

Observers are widely used in technology as tools for extracting information from
a dynamic system. They are continuous-time or discrete-time dynamic systems, which
contain, as appropriate, models of the observed system and/or models of external signals
incident to the observed system. The observers approximate, depending on the situation,
the signals from the observed system or incident signals, or combinations thereof [21,22].
Generally, in a technical solution, observers are implemented as a software function of the
electronic control unit, contributing to various operations such as measurement, protec-
tion, condition monitoring, etc. A unified characterization of the state and disturbance
observers can be found in [23]. The area of use of the observers mainly includes control
and measurement applications in many fields, including DC–DC converters, e.g., [24],
but also fault diagnosis via observer-based detection filters [25], or attack detection on
sensor areas in cyber–physical systems [26]. Cen and Stewart in [3], Jain et al. in [27] and
Meng et al. in [28] adopt a different approach, which falls into the category of estimating
the parameters of electrical circuits. In [3], three continuous-time observers are used, one for
the fault diagnosis of a buck converter and two, depending on the fault’s localization, for
the inductance estimation of the converter and for the capacitance estimation of the output
capacitor of the converter. Ref. [27] develops an improved robust adaptive parameter
identifier for DC–DC power electronic converters that use a continuous-time observer with
amplifications designed using the H∞-type performance criterion. The use is aimed at both
the capacitor and inductance of the output stage of a DC–DC boost converter. Paper [28]
proposes for the output capacitor of a boost converter two parameter observers, one for
ESR and one for C. Both use the R-C model of the capacitor in structures that have as inputs,
in addition to the capacitor’s voltage, at least one more current signal. A 100 Hz signal is
injected to trigger the estimation process in the diagram.

In this paper, we present a new type of observer, called parameter observer (PO),
designed for first-order systems, in a free regime. The new idea is to transform the pa-
rameter into a state variable. We associate the main purpose with the illustration of the
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possibility of using the PO to calculate the values of the equivalent parameters of the final
filter electrolytic capacitor of a DC–DC buck source. The PO monitors the so-called time
constant of the capacitor discharging circuit through a resistor using only the voltage at the
capacitor terminals. The method for determining the equivalent parameters of the capacitor
is by dividing the discharging process of the capacitor into two stages. In [6] the dividing
is carried out in three stages. From the viewpoint of the structure, the proposed observer
falls into the category of open-loop observers [29], and from the viewpoint of treating the
observation errors in the category of proportional integral observers [23].

Section 2 of the article describes the operating principle of the proposed parameter
observer in both the continuous-time version and the discrete-time version, respectively,
the method by which the equivalent parameters of an electrolytic capacitor are determined
with its help. The results calculated with the PO from offline-processed experimental data
are shown in Section 3. The discussion in Section 4 is intended to assess the applicability of
the parameter observer. The last section summarizes the contributions of this paper.

All experimental data processing and simulations were performed using the MATLAB-
SIMULINK environment.

2. Materials and Methods

This section presents the concept of a parametric observer usable for determining
the time constant of a first-order continuous-time linear system from the free response of
the system and a method of its use for determining the equivalent values of ESR and the
capacitance of an electrolytic capacitor.

The parameter observer is presented in both the continuous-time and the discrete-
time version.

2.1. Continuous-Time Observer for Determining the Variation of the Parameters of a First-Order
Continuous-Time System from Its Non-Sampled Free Response

In Figure 1, the block S is the first-order system (1) and S0 is an observer of the
parameter T, hereinafter, parameter observer (PO). The function of PO is to indirectly
measure the value of T during the free regime of the system S:

T(t)
.
y(t) + y(t) = 0, y(0) = y0. (1)

We assume that throughout the free regime determined by the initial state y0 are met
the conditions: y is measurable,

.
y(t) 6= 0, and T(t)> 0.
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The operating principle of S0 is suggested by rewriting the model (1) in form (2):

T(t)
.
z(t) + 1 = 0 , z(0) = z0 = ln(y0), (2)

where
z(t) = ln(y(t)). (3)

Since T(t) > 0, we define the variable:

c(t) = − 1
T(t)

, (4)

and model (2) becomes
.
z(t) = c(t), z(0) = z0. (5)

As a result of the above substitutions, the problem of estimating T(t) becomes the
problem of tracking the variable c(t) with an observer S0 that includes the model (5). The
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structure in Figure 2, in which M is the model (5) rewritten as (6), and TC is a tracking
controller of z(t), can perform the tracking of T(t). The input block performs the operation
(3), and the output block performs the operation (7), opposite to the one in (4):

dẑ/dt = ĉ(t), ẑ(0) = ẑ0, (6)

T̂(t) = − 1
ĉ(t)

. (7)
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The tracking error,
ε(t) = z(t)− ẑ(t), (8)

must approach asymptotically to 0, and for this reason, the controller should have an
integrative character. We adopt the structure (9) of the PI type:

ĉ(t) = Kpε(t) + Ki

∫ t

0
ε(τ)dτ + ĉ0, (9)

where ĉ0 is the initial value of ĉ(t).
Equations (6), (8) and (9) together represent the mathematical model of the tracking

subsystem. It provides the linking Equation (10) between the Laplace images of the input
signal to the subsystem and the initial conditions, on the one hand, and the tracking error,
on the other hand:

ε(s) =
s2

s2 + Kp·s + Ki
·z(s)− s

s2 + Kp·s + Ki
·ẑ0 −

1
s2 + Kp·s + Ki

·ĉ0. (10)

According to (10), the tracking subsystem has the characteristic polynomial (11):

µ(s) = s2 + Kp·s + Ki. (11)

To reduce the duration and amplitudes of the transient oscillations of ε(t), we adopt a
unit damping factor Kp

2
√

Ki
= 1. This requires the expression (11) to be a perfect square of

the form (12), where ω0 has the meaning of the natural frequency of the observer:

µ(s) = (s + ω0)
2. (12)

The higher the value of ω0, the shorter the transient due to the last two terms in (10).
However, from the perspective of real-time implementation, the value adopted for ω0,
must be superior in a limited manner.

From (11) and (12) we obtain the design formula of the controller’s parameters:

Kp = 2·ω0 , Ki = ω2
0 . (13)

Adopting these values, from (9) and (10) we obtain

ĉ(t) = ĉ f (t) + (1−ω0·t)·e−ω0·t·ĉ0 − (2−ω0·t)·ω0·e−ω0·t·ẑ0. (14)
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In (14), ĉ f (t) is the forced response of the tracking loop to the input signal z(t), i.e., the

original of the expression ω0
2·(2·s+ω0)

(s+ω0)
2 ·z(s). From (14) results the equations:

ĉ(0)− ĉ f (0) = ĉ0 − 2·ω0·ẑ0, lim
t→∞

[
ĉ(t)− c f (t)

]
= 0. (15)

According to Equations (14) and (15), the output of the tracking subsystem shows the
deviation ĉ0 − 2·ω0·ẑ0, from the desired value, which tends asymptotically to 0. Practically,
the attenuation is obtained for ω0·t ≥ 10. If τ is the chosen approximate value of the time
interval after which the tracking mode must be installed, we derive the Formula (16) for
adopting the value of ω0:

ω0 ≥
10
τ

. (16)

The state Equation (17) corresponds to the tracking subsystem described by (6), (8), (9)
and (13):

[ .
x1(t).
x2(t)

]
=

[
−2·ω0 1
−ω2

0 0

]
·
[

x1(t)
x2(t)

]
+

[
2·ω0
ω2

0

]
·[z(t)],

[
x1
x2

]
=

[
ẑ0
ĉ0

]
[

y1(t)
y2(t)

]
=

[
1 0

−2·ω0 1

]
·
[

x1(t)
x2(t)

]
+

[
0

2·ω0

]
·[z(t)]

, (17)

here:

x1(t) = ẑ(t), x2(t) = Ki

∫ t

0
ε(τ)dτ, y1(t) = ẑ(t), y2(t) = ĉ(t). (18)

Figures 3 and 4 show two examples of how the observation process works. In the
scenario of Figure 3, the observer’s task is to estimate the time constant of the exponential
signal y(t) = 10e−t represented in Figure 3a, i.e., the value T = 1 s. Figure 3b shows that the
transient regime caused by the chosen initial conditions is attenuated in less than 0.1 s. As
a result, Formula (16) proves to be sufficiently wide in scope. Figure 3c illustrates the fair
identification of the value of T; the estimated value is denoted as T*.
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Kp = 200 s−1, Ki = 10, 000 s−2: (a) input signal y(t); (b), error ε(t); (c) estimated time-constant.

The scenario in Figure 4 refers to the signal (19) in Figure 4a, for which T varies and
has values of a few milliseconds:

y(t) = 10·e−
t

0.0015 ·
[

2·
(

t
0.007

)2
− 2·

(
t

0.007

)
+ 1

]
. (19)

The calculation of the value of T in Figure 4b used the formula:

T(t) = −y(t)
.
y(t)

. (20)
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Note too that in this case, except for the initial portion corresponding to the transient
caused by the initial conditions, the estimated variation T̂(t) and the calculated variation
T(t) present a high degree of overlap (Figure 4c).
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Figure 4. The behaviour of the PO for y(t) given by the Formula (19), ẑ0 = 0, ĉ0 = 0, τ = 10−3 s,
ω0 = 104 s−1, Kp = 2·104 s−1, Ki = 108 s−2: (a) input signal y(t); (b) error ε(t); (c) estimated T̂, and T
calculated with (20).

2.2. Discrete-Time Observer for Determining the Variation in the Parameters of a First-Order
Continuous-Time System from Its Sampled Free Regime

In this section, we refer to the situation when the output of system S in Figure 1 is not
available as a continuous-time signal y(t), but as a discrete-time signal {y[k]}kεN according
to Equation (21) and Figure 5, where h is a constant sampling time:

{y[k]}kεN , yk = y(k·h). (21)

Two possibilities for approximating the variation in T may be considered:

• Interpolation of the signal (21) followed by the processing of the interpolated signal
with the PO from Figure 2

• Replacing the continuous-time PO with a homologous PO in discrete-time.

Due to the great computational effort associated with interpolation with continual
smooth functions, only the second approach is of practical interest.
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For the case in Figure 5, when the observer S0 is a discrete-time system, we considered
that the tracking subsystem results from the replacement in Equations (6), (8) and (9) of
the integration and derivation operations according to Euler’s method and the backward
difference, respectively [30]. Thus, for a constant sampling period h, we obtain, respectively:

ẑ[k] = ẑ[k− 1] + h·ĉ[k], ẑ[0] = ẑ0, (22)

ε[k] = z[k]− ẑ[k], (23)

ĉ[k] = Kp(ε[k]− ε[k− 1]) + h·Ki·ε[k− 1] + ĉ[k− 1], ĉ[0] = ĉ0 . (24)

In (23) we have
z[k] = ln(yI [k]). (25)

Equation (22) corresponds to block M in Figure 6, and Equation (24) to block TC.
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Finally, instead of Equation (7), we will operate with Equation (26) and the average
value (27):

T̂[k] = − 1
ĉ[k]

, (26)

T̂m[k] =
1

k·h− k0·h
·∑k

k0+1 T̂[k], k = k0 + 1, k0 + 2, . . . . (27)

Here, k0 corresponds to the time t0 from which the average value is calculated. It is
chosen so that the average value is not calculated over the time interval when the mentioned
transient regime occurs.

The input signal (19) sampled with h = 5·10−6 s was used to validate the discrete-time
PO. The results are shown in Figure 7. On the left are the input signal and the corresponding
estimated signal. After a short-term transient regime, the follow-up is carried out without
issue. According to the error {ε[k]} represented in Figure 7b, the transient regime lasts
about 2·10−3 s. On the right is illustrated

{
T̂m[k]

}
. Ignoring the transient regime, the result

practically coincides with that in Figure 4c. In (27) k0 = 0 corresponds to t0 = 10−3 s.
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Figure 7. The estimation of the parameter
{

T̂m[k]
}

k∈N in the case that the signal (19) is sampled:
(a) the input signal; (b) the signal {ε[k]}; (c) the estimated average value T̂m.

Additionally, for the validation of the discrete-time PO, we used the input signal (28)
with a time constant which for t = 4·10−3 s has a jump from the value T1 = 5.8·10−3 s to the
value T2 = 2.9·10−3 s.

y(t) = min {20·e−500· ln(2)·t,10·e−250·ln(2)·t}. (28)

The signal’s sampling period was h = 5·10−6 s. The results are shown Figure 8.
Figure 8a illustrates the signal y(t) and the estimated signal {ŷ[k]}, and Figure 8b the
estimated variation

{
T̂[k]

}
. Note that the tracking is performed very well after going

through a transient regime with an approximate duration of 0.25·10−3 s.
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Figure 8. Estimation of the parameter {T[k]}k∈N for the sampled signal corresponding to (28): (a) the
signal (28) and its estimate; (b) the estimated time constant.

2.3. Method for Estimating the Parameters of a Capacitor

The process we refer to occurs in the circuit in Figure 9 and consists of discharging
a real capacitor through an ideal resistor Rext. In the R-C model used for the capacitor, R
represents the ESR. The voltage at the terminals of the capacitor is y, and the discharging
current i.
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Figure 9. The analysed circuit.

As a working hypothesis, we consider that both C and R vary in time, resulting in the
so-called “circuit time constant T” being the function of time (29):

T(t) = C(t)·[R(t) + Rext]. (29)

We also consider that y(0) = y0 > 0. Under these circumstances, the discharging
process is described by the model (1). Assuming the measurement of y(t) by sampling, the
situation is identical to that described in Section 2.2. Consequently, we can determine the
signal

{
T̂[k]

}
k∈N using the tracking subsystem (22)–(24), the linking Formulas (25) and (26),

and the variation
{

T̂m[k]
}

k∈N by Formula (27).
Given that for the sampling instants (29) becomes T[k] = C[k]·(R[k] + Rext), we can

consider that beginning at the end of the transient regime, Equation (30) is valid:

T̂[k] = C[k]·(R[k] + Rext). (30)

Since, as will be seen below,
{

T̂[k]
}

k∈N 6= const., this result highlights that T varies
during the discharging process. Naturally, we are interested in the variations {C[k]}k∈N
and {R[k]}k∈N . Their determination from a single Equation (30) is impossible because at
each moment k·h, Equation (30) presents two unknown values. Hence, a second equation
is needed, and that means a new capacitor’s discharge from the same initial condition
y0 through a different external resistance. However, this implies a process for which the
dynamics at time k·h are characterized by a different pair (C[k], R[k]).
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For this reason, the only calculation alternative for the presented situation is the opera-
tion with equivalent values T̂e, Ĉe, R̂e of the variations of T, C, R linked by Equation (31):

T̂e = Ĉe·
(

R̂e + Rext
)
, (31)

and splitting the discharging process into at least two stages during which Ĉe and R̂e can be
considered constant. Let us admit in this context the possibility of performing the discharge
of the same capacitor in two stages through two different external resistors, Rext1 and Rext2,
assigned for each stage. As a consequence, the value of T̂e, changes for the first and second
stage to T̂e1 and T̂e2, respectively, and we obtain the system of Equation (32) with respect to
Ĉe and R̂e: {

T̂e1 = Ĉe·
(

R̂e + Rext1
)

T̂e2 = Ĉe·
(

R̂e + Rext2
) . (32)

The above-described situation can be implemented with a good approximation using
the discharging scheme in two stages, as shown in Figure 10a. At ts, at the end of the first
stage, the switch closes, determining the voltage variation y(t) presented in Figure 10b. This
is due to the variation in the equivalent resistance Rext with its different values, Rext1 and
Rext2, according to Equation (33):

Rext1 = RL , Rext2 =
RL·Ra

RL + Ra
. (33)

The idea of modifying the value of the discharging resistor during the process ap-
pears in [6], which also shows the modification of the discharging resistor by connecting
additional resistors in parallel.
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capacitor terminals during the two-stages.

2.4. Bisector Method

Assuming the validity of Equations (32) and (33), it is necessary to establish a method
for determining the value of T̂e. For this purpose, we consider the examples in Figure 11a
where the curve T̂m(t) corresponds to the 220 µF/25 V electrolytic capacitor investigated
in [29]. Due to the multiple oscillations, the variations in T̂(t) would make it difficult to
obtain an equivalent value. However, the variations in the average value T̂m are suitable
for defining an equivalent value. Given that at the end of the discharging process, the
signal-to-noise ratio ends up affecting the recorded values of the voltage y(t) we adopt, in
the following, as an equivalent value of Te, the value of T̂m corresponds to the moment t1
when the Equation (34) is fulfilled:

T̂m(t1) = t1 − t0. (34)



Appl. Sci. 2022, 12, 4891 10 of 17

Appl. Sci. 2022, 12, x FOR PEER REVIEW 10 of 17 
 

obtain an equivalent value. However, the variations in the average value 𝑇̂𝑚 are suitable 

for defining an equivalent value. Given that at the end of the discharging process, the 

signal-to-noise ratio ends up affecting the recorded values of the voltage y(t) we adopt, in 

the following, as an equivalent value of Te, the value of 𝑇̂𝑚 corresponds to the moment t1 

when the Equation (34) is fulfilled: 

𝑇̂𝑚(𝑡1) = 𝑡1 − 𝑡0. (34) 

Graphically, Equation (34) has the following interpretation: 

𝑇̂𝑒 = 𝑇̂𝑚(𝑡1) = 𝐴𝐶 = 𝐵𝐶. (35) 

 

  

(a) (b) 

Figure 11. Calculation of 𝑇̂𝑒: (a) with the bisector method; (b) with the extension of the bisector 

method. 

3. Results 

The output electrolytic capacitor of a DC–DC buck converter was considered as an 

example to apply the PO and the method for calculating the capacitor’s equivalent 

parameters using the PO. Section 3.1 presents the experimental context, and Section 3.2 

the outcome results. 

3.1. The Circuit Used to Estimate the Parameters of the Output Capacitor of a DC–DC Buck 

Converter 

The discrete-time PO is further used to determine the equivalent parameters of the 

COUT electrolytic capacitor of the DC–DC buck converter in Figure 12 [31]. The power 

supply is realized with a dedicated integrated circuit. At the input of the source, the 

unstabilized voltage VIN is used, and at the output, the stabilized voltage VOUT (VOUT < VIN) 

is applied to load RL. The elements and connections represented in red were added to 

produce a non-invasive two-stage discharge. The signal u1, applied by an ATMEGA 328 

microcontroller, on the FB pin of the integrated circuit (IC DC–DC Buck) via diode D2, 

stops the DC–DC power supply and triggers the first stage of the discharging process. The 

microcontroller also controls by u2 signal the TFET transistor to connect at the proper 

moment the additional resistor Ra. The signal applied to input A is used to monitor the 

voltage VOUT = y, determining by its level the moment when the second stage must be 

initiated. For applications, the value of COUT can be adopted in a wide range. Thus, 

compared with the capacitor of 330 µF in Figure 12, we used two capacitors of 100 µF and 

470 µF. For the values of R1, R2, C2 and CFF we used 270 Ω, 4.05 kΩ, 100 nF and 10 nF, 

respectively. 

Figure 11. Calculation of T̂e: (a) with the bisector method; (b) with the extension of the bisec-
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Graphically, Equation (34) has the following interpretation:

T̂e = T̂m(t1) = AC = BC. (35)

3. Results

The output electrolytic capacitor of a DC–DC buck converter was considered as
an example to apply the PO and the method for calculating the capacitor’s equivalent
parameters using the PO. Section 3.1 presents the experimental context, and Section 3.2 the
outcome results.

3.1. The Circuit Used to Estimate the Parameters of the Output Capacitor of a DC–DC
Buck Converter

The discrete-time PO is further used to determine the equivalent parameters of the
COUT electrolytic capacitor of the DC–DC buck converter in Figure 12 [31]. The power
supply is realized with a dedicated integrated circuit. At the input of the source, the un-
stabilized voltage VIN is used, and at the output, the stabilized voltage VOUT (VOUT < VIN)
is applied to load RL. The elements and connections represented in red were added to
produce a non-invasive two-stage discharge. The signal u1, applied by an ATMEGA
328 microcontroller, on the FB pin of the integrated circuit (IC DC–DC Buck) via diode
D2, stops the DC–DC power supply and triggers the first stage of the discharging process.
The microcontroller also controls by u2 signal the TFET transistor to connect at the proper
moment the additional resistor Ra. The signal applied to input A is used to monitor the
voltage VOUT = y, determining by its level the moment when the second stage must be
initiated. For applications, the value of COUT can be adopted in a wide range. Thus,
compared with the capacitor of 330 µF in Figure 12, we used two capacitors of 100 µF
and 470 µF. For the values of R1, R2, C2 and CFF we used 270 Ω, 4.05 kΩ, 100 nF and
10 nF, respectively.

Assuming that the elements connected before the COUT do not practically influence
the process of discharging the COUT through the load resistor, the diagram in Figure 12
can be simplified as in Figure 13.
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Figure 13. Simplified representation of the diagram in Figure 12.

The signals u1 and u2 are time-delayed pulses: a high level on u1 stops the DC–DC
buck converter and triggers the first stage (discharging of the COUT capacitor through the
load RL), and a high level on u2, generated at ts seconds after u1, connects the additional
resistor Ra in parallel with RL. The moment ts corresponds to the instant when y reaches a
preset threshold level. The discharge of the COUT capacitor is represented in Figure 10b.
Equation (36) resulting from Equation (32) is valid:

Ĉe =
T̂e1 − T̂e2

R2
L/(RL + Ra)

, R̂e = RL·
[

T̂e1·RL(
T̂e1 − T̂e2

)
·(RL + Ra)

− 1

]
. (36)

3.2. Experimental Results

The experiments were performed for two cases in which the COUT capacitor in Fig-
ures 12 and 13 had the nominal values of 100 µF and 470 µF, respectively. The capacitors
were of the type aluminium electrolytic capacitor Nichicon 100 µF/25 V and Panasonic
polymer SMD electrolytic capacitor 470 µF/25 V, respectively. The discharges were per-
formed each time in two stages through the resistors with the resistances RL = 29.89 Ω and
Ra = 15.84 Ω while the setup environment temperature was constant 22 ◦C . The voltage
across the output capacitor terminals was measured using a LeCroy WaveSurfer 104MX
digital oscilloscope (8-bit resolution) and saved in files for offline digital processing in the
MATLAB-SIMULINK environment. The sampling frequency of the oscilloscope was sev-
eral times higher than the corresponding frequency bandwidth of the capacitor discharging
process according to the oversampling technique. Thus, we took measurements with a
sampling frequency of 5 MHz. The results are shown in Figures 14–17 that refer to the use
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of the method in Section 2.2. The resolutions indicated in the texts of Figures 14 and 17 are
for information only.
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Figure 14 shows the discharging curve stages of the 100 µF capacitor, together with
the estimates calculated with the discrete-time PO. Figure 14a corresponds to the first stage,
while Figure 14b to the second stage. Figure 15 illustrates for the first stage the variations
T̂(t) and T̂m(t) calculated in two processing hypotheses. Thus, Figure 15a,b corresponds to
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the processing of the measured voltage values filtered with the 51-point moving average
filter (38), while Figure 15c,d corresponds to unfiltered data processing.

yav[n] =
1
51
·∑n+25

j=n−25 x[n− j]. (37)

Figure 15b,d shows, using the bisector method, the equivalent values T̂e1 = 2.9066·10−3 s
and T̂e1 = 2.9071·10−3 s. The calculated values correspond to t1 = 3.6087·10−3 s, and
t1 = 3.6137·10−3 s. Therefore, we consider that:

T̂e1 = 2.9·10−3 s. (38)

Figure 16 shows the counterparts of Figure 15 for the second discharging stage. The
equivalent values calculated for filtered (Figure 16a) and unfiltered (Figure 16c) records are
T̂e2 = 1.1024·10−3 s, (Figure 16b) and T̂e2 = 1.1036·10−3 s (Figure 16d), respectively. They
correspond to the moments t1 = 3.6137·10−3 s and t1 = 2.1036·10−3 s, respectively. Here, we
will consider:

T̂e2 = 1.1·10−3 s. (39)

For the values in (38) and (39), the Formula (36) also leads to equivalent values

Ĉe = 92.84·10−6 F, R̂e = 1.5339 Ω. (40)

In the case of the capacitor with a nominal value of 470 µF, the two discharging stages
are shown in Figure 17a,b, respectively.

From calculations similar to those of the 100 µF capacitor, we obtained T̂e1 = 13.5·10−3 s
and T̂e2 = 4.9·10−3 s, respectively:

Ĉe = 443.6·10−6 F, R̂e = 0.7324 Ω. (41)

4. Discussion

The purpose of this article is first of all theoretical. The proposed POs were used in
analytical examples and for experimental data regarding the electrolytic capacitor COUT
in Figures 12 and 13. For both capacitors tested (100 µF/25 V and 470 µF/25 V), the
experimental data were processed using the discrete-time PO.

The main aspects that we retain from the study are summarized below in points 1–7.
The figures and/or the equations that support these aspects are specified in brackets.

1. During the capacitor’s discharging process, the parameter T of the circuit, currently
called the time constant, varies (Figures 15a,c and 16a,c). According to [19], the
variation in the estimated value T̂(t) reflects that both C and ESR vary in time. From
a practical perspective, this conclusion implies the defining of equivalent values:
T̂e, Ĉe, R̂e. To determine the equivalent value T̂e of T(t), the variation in the average
value

{
T̂m[k]

}
was calculated using the discrete-time PO, and T̂e was extracted by the

“bisector method” (Figures 11, 15b,d and 16b,d).
2. The working hypothesis of simplifying the scheme in Figure 12 as in Figure 13 means

that the discharge current on the left side of COUT is negligible with respect to the
discharge current on the right side. The hypothesis is confirmed by simulation with a
Simscape Electrical model.

3. Obtaining the values Ĉe, R̂e requires two discharging experiments. To maintain, as far
as possible, the same discharging regime, according to the method presented in [6]
a two-stage discharge was used (Figure 10). For each capacitor, the two stages were
treated separately (Figures 15 and 16). As the time required for the two discharge
steps is much longer than the ripple’s discharge time, the method can be applied as
in [6], only when the converter is stopped. Unlike [6], where the capacitor discharge
process exceeds 10 s, in our paper the discharge time is less than 0.02 s. As a result,
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the necessary stop time of the converter is quite short. The difference is due to the
inertia of the discharging electrical circuits to which the capacitors belong.

4. The estimation of the T parameter with both proposed POs is affected at the beginning
by a short transient regime caused by the inconsistency between the initial state
variables of the PO with the observer’s input. The duration of the transient may be
shortened by appropriately adopting the parameters of the observer. As the transient
cannot be eliminated, it was avoided in the calculation of T̂m(t) by choosing the
moment t0. The attenuation time of the estimation error of the PO used for the
experimental data is a maximum of 10−3 s (Figure 14 et seq.), and so is smaller than
the attenuation of approx. 5·10−3 s that occurred in [3], and much smaller than that of
approx. 50·10−3 s that occurred in [27,28].

5. The study of the influence of noise filtering on T̂(t), applied for 100 µF, does not show
favorable noticeable consequences on the equivalent value T̂e (Figure 16b,d).

6. In the theoretical examples, for which the values of T(t) can be verified analytically,
the PO ensures the correct estimation of T after the attenuation of the transient regime
(Figures 3, 4, 7 and 8). Since a theoretical verification of T(t) is impossible in the
practical case of the two capacitors, we analysed the equivalent values (40) and
(41). Both values of Ĉe are in the range of 20 Hz–25 kHz of the measured frequency
characteristics C(f ), while the values of R̂e are below 20 Hz. It should be also noted
that the calculated values of R̂e with Formula (36) are very sensitive in relation to the
values of T̂e1 − T̂e2, RL and Ra, while the values of Ĉe are less sensitive.

7. The recording resolution, as shown in Figures 14, 15 and 17, in relation to the dynamics
of the capacitor’s discharge process, should not lead to the conclusion that the use
of PO requires a high sampling frequency or oversampling. Indeed, the calculated
values of T̂e have undergone non-essential changes using a set of measured sequences
{(ti, yi)}, corresponding to a sampling period of 20 µs from the discharge curves in
Figure 16. This result, in conjunction with the simplicity of the PO algorithm, expands
the potential of the POs for real-time implementation.

5. Conclusions

This paper proposes a parameter observer designed to estimate the time constant of
a first-order linear system in a free regime. The estimation, performed on the basis of the
variation in the system’s output, is possible also when this parameter is time-variable.

The observer can be used for electrolytic capacitors for which the parameters are
time-varying during transient processes. This is highlighted by discharging the capacitor
through a resistor, and considered for the capacitor the equivalent R-C serial scheme. Since
the voltage across the capacitor terminals is experimentally obtained in sampled form, the
discrete time version of the observer is recommended. From the voltage curve generated
for two-stage discharges, equivalent values for the parameters of the R-C serial scheme are
determined using a processing procedure/algorithm with few operations. The procedure
is applied in the paper to determine the equivalent parameters of the output capacitor of a
DC–DC buck converter. Two capacitors with different nominal values are considered for
the same converter scheme. The results obtained via offline processing support the general
possibility of determining equivalent parameters for capacitors by using the parameter
observers. The tracking process of the time constant variation is performed practically after
approx. 10−3 s. The obtained values for the equivalent capacitance are according to the
spectral range of the discharge signal, while the values for the equivalent resistance belong
to the range below 20 Hz.

Due to the simplicity of the working algorithm, the parameter observer can be in-
tegrated for the condition monitoring of capacitors in maintenance and fault detection
applications. As the observer is designed for first-order linear processes, its application
should not be restricted to the area of electrolytic capacitors.
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