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Abstract: The clutch engagement process involves three phases known as open, slipping, and locked
and takes a few seconds. The engagement control program runs in an embedded control unit,
in which discretization may induce oscillation and even instability in the powertrain due to an
improper scheduling period for the engagement control task. To properly select the scheduling
period, a methodology for control–scheduling co-design during clutch engagement is proposed.
Considering the transition of the friction state from slipping to being locked, the co-design framework
consists of two steps. In the first step, a stability analysis is conducted for the slipping phase based
on a linearized system model enveloping the driving and driven part of the clutch, feed-forward
and feedback control loop together with a zero-order signal hold element. The critical period is
determined according to pole locations, and factors influencing the critical period are investigated. In
the second step, real-time hardware-in-the-loop experiments are carried out to inspect the dynamic
response concerning the friction state transition. A sub-boundary within the stable region is found to
guarantee the control performance to satisfy the engineering requirements. In general, the vehicle jerk
and clutch frictional loss increase with the increase in the scheduling period. When the scheduling
period is shorter than the critical period, the rate of increase is mild. However, once the scheduling
period exceeds the critical period, the rate of increase becomes very high.

Keywords: clutch engagement control; task scheduling period; control–scheduling co-design;
stability; discretization

1. Introduction

Automatic clutches are key enablers for various automatic transmissions in vehicles,
such as automated manual transmissions, hydraulic automatic transmissions, and electric
variable transmissions [1–3]. Due to the piecewise nonlinearity of the friction torque gen-
erated on the clutch plates, the clutch engagement control has to handle the three phases
from open to slipping, and then to locked [4,5]. As required by the dynamic performance of
vehicles, the engagement process should be completed in as short a period as possible [6,7].
In real application, the control program for clutch engagement runs in an embedded control
unit together with other programs related to the control of automatic transmissions. Hence,
multiple programs are implemented in the discrete time domain and share the computa-
tional resources of the control unit, which is coordinated by the task scheduler. In recent
years, complex programs have been developed with the aim of improving adaptability [8,9]
and robustness [10,11]; consequently, the computational load increases, and the negative
effects of the discretization emerge. As shown in the literature [12–14], discretization results
in different dynamic behavior and is one of the reasons for the instability of digital control
systems. Therefore, the task scheduling period should be selected carefully considering
both the control performance and the limitations of the computational resources. Thus far,
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the control–scheduling co-design for clutch engagement has not been studied, even though
it is urgently needed for the rapid development of the transmission industry.

The control–scheduling co-design for real-time applications can be classified into two
types in regard to the modeling method of the control system. The first type considers
the control system as a set of periodic real-time tasks represented by time parameters,
in which the optimal design is used to select the scheduling periods by considering the
limits on the computational resources. For example, delay and jitter were regarded as the
characteristics of the tasks, and global optimization was performed according to simulated
annealing in [15]. In [16], each real-time task was divided into a mandatory part and an
optional part, and optimal reward-based scheduling was applied to the tasks. In [17],
branch and bound-based techniques were proposed for determining optimal schedules
under different restrictions on the adaptability of execution rates for the tasks. However,
the performance of the system is considered to be directly proportional to the time taken
to stabilize all functionalities. Obviously, the dynamic performance of the control system
cannot be explicitly reflected.

With the aim of overcoming this deficiency, the second type of control–scheduling
co-design employs state equations to describe the control system. The performance is mea-
sured by using the control plant information, such as plant states [18], control inputs [19],
and a cost function for the states and inputs [20]. Various schedulers have been designed
to guarantee the system stability. For example, a feedback scheduler that periodically
assigns new sampling periods was developed based on estimates of the current plant
states and noise intensities for a linear stochastic system [20]. The proof of the schedula-
bility condition also serves as a systematic method to design a scheduler for a networked
linear time-invariant system [19]. By designing an exponential stable fault detector, a
real-time feedback scheduler was developed for a linear discrete system, considering time
delay and data dropouts of the network transmission [21]. An integrated design for a
hybrid scheduling strategy, an adaptive quantizer and a feedback controller for a linear
networked control system was developed to maintain asymptotic stability by using the
multiple-Lyapunov function and switched system theory [18]. The co-design of control law,
bandwidth scheduling and event generator to guarantee globally uniformly asymptotic
stability was formulated as a linear matric inequality problem [22]. The sufficient stability
condition was derived for each plant by the simultaneous stabilization of a collection of
plants remotely controlled via a wireless network [23]. Nevertheless, no previous literature
has provided the effect of the scheduling period on the critical boundary with regard to
stability and on the control performance once the stability condition is satisfied. Besides,
most of the studies in the literature refer to linear systems. Their methods and conclusions
cannot be directly applied to the piecewise nonlinear system used as the powertrain during
clutch engagement.

In this study, a two-step control–scheduling co-design framework is proposed for
clutch engagement, as depicted in Figure 1. Since each segment is linear in a piecewise
nonlinear system, the powertrain model can be regarded as linear when the clutch is
slipping. Thus, in the first step, the stability analysis can be conducted according to
the pole locations of the integrated system model that envelops the clutch-employed
powertrain model, the feedback control law and the zero-order holder. In this way, the
critical period regarding stability can be determined, and factors influencing the critical
period can be investigated. In the second step, the transition between adjacent segments,
from the slipping to the being locked phase of the clutch-employed powertrain dynamics is
investigated. The dynamic performance is evaluated in terms of vehicle jerk and frictional
loss during clutch engagement. The dynamic responses are obtained by real-time hardware-
in-the-loop experiments and the performances of different scheduling periods within the
stable region can be compared.
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The major contributions of this paper are summarized as:
(1) A two-step framework of control–scheduling co-design for selecting the task

scheduling period is proposed for clutch engagement control.
(2) The sensitivity analysis of the critical period with regard to stability based on five

key parameters—the natural frequency, damping coefficient, proportional gain, integral
gain, and time delay—is illustrated.

(3) The effect of scheduling period on dynamic performance during clutch engage-
ment is exposed by real-time hardware-in-the-loop experiments. A sub-boundary of the
scheduling period within the stable region is found to guarantee the control performance.

This paper is organized as follows. The system model under closed-loop control is
described in Section 2. In Section 3, the model is linearized and discretized for the slipping
phase, and the stability condition is derived according to pole locations. Thereafter, a
sensitivity analysis is conducted. In Section 4, the system runs on a hardware-in-the-
loop platform, and the dynamic responses are obtained to evaluate clutch engagement
performance. Finally, conclusions are drawn in Section 5.

2. System Modeling

The diagram of a closed-loop control system during clutch engagement is depicted in
Figure 2. The system consists of a powertrain with actuation delay, a control algorithm, and
a zero-order holder. The model for each subsystem is described in the following paragraphs.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 3 of 16 
 

Step 1: 

Model linearization for the slipping 
phase

Stability analysis

Critical period

Step 2: 

Real-time test considering the friction 
state transition from slipping to being 

locked

dynamic response

Performance evaluation by vehicle jerk 
and frictional loss

 
Figure 1. Two-step framework of the proposed control–scheduling co-design. 

The major contributions of this paper are summarized as:  
(1) A two-step framework of control–scheduling co-design for selecting the task 

scheduling period is proposed for clutch engagement control. 
(2) The sensitivity analysis of the critical period with regard to stability based on five 

key parameters—the natural frequency, damping coefficient, proportional gain, integral 
gain, and time delay—is illustrated. 

(3) The effect of scheduling period on dynamic performance during clutch engage-
ment is exposed by real-time hardware-in-the-loop experiments. A sub-boundary of the 
scheduling period within the stable region is found to guarantee the control performance. 

This paper is organized as follows. The system model under closed-loop control is 
described in Section 2. In Section 3, the model is linearized and discretized for the slipping 
phase, and the stability condition is derived according to pole locations. Thereafter, a sen-
sitivity analysis is conducted. In Section 4, the system runs on a hardware-in-the-loop 
platform, and the dynamic responses are obtained to evaluate clutch engagement perfor-
mance. Finally, conclusions are drawn in Section 5. 

2. System Modeling 
The diagram of a closed-loop control system during clutch engagement is depicted 

in Figure 2. The system consists of a powertrain with actuation delay, a control algorithm, 
and a zero-order holder. The model for each subsystem is described in the following par-
agraphs. 

+
    -

Feedback

Feedforward +

+

Control algorithm

Zero-order 
holder

+
-Time delay Powertrain

Reference
Slipping speed

 
Figure 2. Diagram of closed-loop control system during clutch engagement. 

2.1. Powertrain Model 
The lumped dynamic model of the powertrain is depicted in Figure 3. The model 

consists of the engine, the clutch (with separate driving and driven parts), the vehicle 
body, the elastic connection between the engine and the clutch, and the elastic connection 
between the clutch and the vehicle body.  

Figure 2. Diagram of closed-loop control system during clutch engagement.

2.1. Powertrain Model

The lumped dynamic model of the powertrain is depicted in Figure 3. The model
consists of the engine, the clutch (with separate driving and driven parts), the vehicle
body, the elastic connection between the engine and the clutch, and the elastic connection
between the clutch and the vehicle body.
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The model has four degrees of freedom. The governing equations are presented below.
Equations (1) and (2) represent the dynamics of the engine-side components separated
by the clutch. Similarly, Equations (3) and (4) represent the dynamics of the body-side
components. The time delay τ is used to describe the inevitable delay of the actuators due
to a variety of factors, such as the electromotive force of the motor-driven system and the
filling process of the hydraulic system.

Je
..
θe(t) = Te(t)− ce

( .
θe(t)−

.
θc1(t)

)
e− ke(θe(t)− θc1(t)) (1)

Jc1
..
θc1(t) = ce

( .
θe(t)−

.
θc1(t)

)
+ ke(θe(t)− θc1(t))− Tc(t− τ) (2)

Jc2
..
θc2(t) = Tc(t− τ)− cv

( .
θc2(t)−

.
θv(t)

)
− kv(θc2(t)− θv(t)) (3)

Jv
..
θv(t) = cv

( .
θc2(t)−

.
θv(t)

)
+ kv(θc2(t)− θv(t))− Tv(t) (4)

The clutch transmitted torque Tc is generated by the friction force between the two
friction plates of the clutch. According to the Coulomb law of friction [24], Tc can be
described with a piecewise function in terms of the status of the clutch, as follows.

Tc(t) =


0 open

Tc(t) · sign
(

∆
.
θc(t)

)
slipping

x in [ −Tcs(t) Tcs(t) ] locked
(5)

where Tc is the magnitude of the clutch transmitted torque in the slipping phase, and Tcs
is the magnitude limitation of the clutch static friction torque in the locked phase. So, the
magnitude of the clutch transmitted torque Tc can be controlled by a clutch actuator in the
slipping phase, but it can be any value within

[
−Tcs Tcs

]
in the locked stage.

In the slipping stage, the magnitude of the clutch torque Tc is proportional to the
magnitude of the normal force Fn, and the direction of Tc is determined by the slipping
speed ∆

.
θc. Therefore, Tc can be calculated as follows.

Tc(t) = µ · Fn(t) · Rc · N (6)

Rc is the effective radius of clutch plate, N is the number of friction surfaces.
The definition of ∆

.
θc is given as follows.

∆
.
θc(t) =

.
θc1(t)−

.
θc2(t) (7)

As indicated by (5), the clutch transmitted torque Tc can be actively controlled only in
the slipping stage by applying a proper normal force Fn, while the other two stages cannot
be controlled by the normal force Fn. That is, the clutch torque Tc is zero in the open stage
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and can be any value within the range defined by the normal force Fn due to the static
friction in the locked stage. Therefore, the clutch transmitted torque Tc has a direct effect
on the powertrain dynamics, but it has piecewise characteristics.

Referring to the literature on powertrain dynamics and control [25,26], the vehicle
load Tv can be calculated as follows:

Tv = (Fair + Fg + Fr) · R (8)

where
Fair = 0.5 · cD · AV · ρair · (νair + v)2 (9)

Fg = m · g · sin α (10)

Fr = m · g · cos α · f (11)

v = ig ·
.
θv (12)

f is the rolling resistance coefficient.

2.2. Control Algorithm

Considering that the magnitude of the clutch transmitted torque Tc(t) can be phys-
ically controlled, it is defined as the control input, as shown in Figure 2. Advanced
controllers for clutch engagement comprise feed-forward and feedback blocks. Most of
the feedback blocks have a PID-like form, and the gains are calculated by the advanced
controllers [27,28]. Without loss of generality, a control algorithm consisting of a feed-
forward block and a PI feedback loop was modeled in this study. The engine output torque
Te, which can be obtained from the engine control unit, is regarded as the feed-forward
part of the control input. The deviation from the reference slipping speed of the clutch is
considered as the feedback signal. The control algorithm is mathematically expressed as

Tc(t) = Te(t) + kpe(t) + ki

∫
e(t) (13)

where
e(t) = ∆

.
θc(t)− ∆

.
θ
∗
c (t) (14)

2.3. Zero-Order Holder

The zero-order holder maintains the value of Tc(t) between the time kT and (k + 1)T.
The mathematical expression is as follows.

Tk
c(t) = Tc(kT) (k = 0, 1, · · · , n) f or kT ≤ t ≤ (k + 1)T (15)

3. Stability Analysis for the Slipping Phase

The first step of the control–scheduling co-design is to conduct a stability analysis
for the slipping phase. In this phase, the magnitude of the clutch transmitted torque
Tc can be actively controlled because it is generally proportional to the normal force
acting on the friction interface. Further, considering that there exists sign(∆

.
θc) = 1 (i.e.,

∆
.
θc > 0) during clutch engagement, in most cases, especially when the system is stable, the

piecewise nonlinearity of the clutch torque Tc(t), as in (7) can be linearized as Tc(t) = Tc(t).
Thereafter, the linearization allows the application of stability theory for linear systems.

The stability analysis starts from the derivation of the transfer function of the overall
system in the S-plane. For the convenience of the computation of the zero-order hold and
time delay, discretization is performed by applying a Z-transform. Following that, the stabil-
ity is analyzed according to the pole locations, and then the critical period can be determined.
Further, the influences of the key parameters on the critical period are illustrated.
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3.1. Transfer Function in the S-Plane

The transfer function H(s) of the open loop, as shown in Figure 2, can be written
as follows.

H(s) = Hp(s) · Hc(s) · Hz(s) · Hd(s) (16)

The transfer function Hp(s), whose input is the clutch transmitted torque Tc(t) and

whose output is the clutch slipping velocity ∆
.
θc(t) of the output shaft without including

the zero-order holder and time delay, can be derived from (1) and (4), as follows.

Hp(s) =
∆

.
θc(s)

Tc(s)

= (Jc1s2+ces+ke)
Je Jc1s3+(Jece+Jc1ce)s2+(Jeke+Jc1ke)s

− (Jvs2+cvs+kv)
Jc2 Jvs3+(Jc2cv+Jvcv)s2+(Jc2kv+Jvkv)s

(17)

The transfer function Hc(s) of the control algorithm, whose input is the slipping
velocity error e(t) and whose output is the clutch transmitted torque Tc(t), is derived by
applying the Laplace transform to (13), as follows.

Hc(s) =
Tc(s)
e(s)

=
kps + ki

s
(18)

The transfer function Hz(s) of the zero-order holder is derived by applying the Laplace
transform to (15), as follows.

Hz(s) =
1− e−sT

s
(19)

The transfer function Hd(s) of the time-delay subsystem is written as follows.

Hd(s) = e−τs (20)

3.2. Discretization by Z-Transform

The Z-transform of the open-loop transfer function (16) can be written as follows.

H(z) =
(kp + ki)T − kp

z− 1
· Z[ (1− e−sT)

s
· e−τs · Hp(s)] (21)

Then, the corresponding closed-loop transfer function in the Z-domain can be written
as follows.

G(z) =
H(z)

1 + H(z)
(22)

Thus, the characteristic equation of the closed-loop control system is

1 + H(z) = 0 (23)

In (21)–(23), the task scheduling period T is determined. At each scheduling period T,
the numerical solution of the poles in (23) can be obtained.

3.3. Critical Period Regarding Stability

According to the stability criterion expressed in the Z-domain [29], the control system
can be stable once all the poles are inside the unit circle of the Z-plane. Using the parameters
of the car listed in Table 1 [6], the scheduling periods of T = 0.2 s and 0.4 s are given as
examples to show the derivation process of the poles. Then, additional calculations for
different scheduling periods are performed. The path of the poles changing with respect to
the task scheduling period T is illustrated in Figure 4.
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Table 1. Parameters used in the stability analysis.

Symbol Value Symbol Value Symbol Value

Je 0.1 kg·m2 Jc1 0.5 kg·m2 Jc2 0.5 kg·m2

Jv 10 kg·m2 ke 1000 Nm/rad kv 10,000 Nm/rad
ce 10 kg·m2 cv 20 kg·m2 kp 5
ki 1 τ 10 ms

Let T = 0.2 s. Then, the open-loop transfer function H(z) in (21) is calculated as follows.

H(z) =
1.439z6 − 1.179z5 − 0.1924z4 − 0.003649z3 − 2.88 · 10−5z2 + 1.785 · 10−9z− 1.345 · 10−14

z7 − 1.972z6 + 0.9451z5 + 0.02713z4 + 0.0002246z3 − 2.398 · 10−9z2 + 8.489 · 10−15z
(24)

The seven poles of the closed-loop transfer function G(z) in (22) are calculated as follows.

z1 = 8.78 · 10−6, z2 = 5.28 · 10−5, z3 = 0.959
z4 = −0.203− 0.355 · i
z5 = −0.203 + 0.355 · i
z6 = −0.011− 0.008 · i
z7 = −0.011 + 0.008 · i

(25)

There are three real poles and four conjugate poles. As shown in Figure 5, it can be
seen that the modules of the seven roots are all less than 1, i.e., they are all located inside
the unit circle in the Z-plane. Thus, the closed-loop system is stable.

Next, let T = 0.4 s. The open-loop transfer function H(z) in (21) is derived as follows.

H(z) =
3.1z6 − 2.693z5 − 0.1553z4 + 2.854 · 10−5z3 − 6.524 · 10−9z2 + 1.014 · 10−18z− 1.142 · 10−28

z7 − 2z6 + 1.001z5 − 0.0003118z4 + 5.057 · 10−8z3 − 1.938 · 10−18z2 + 7.206 · 10−29z
(26)

The seven poles of the closed-loop transfer function G(z) in (22) are calculated
as follows.

z1 = −1.933, z2 = −0.087, z3 = 0.921
z4 = 9.19 · 10−5 − 1.83 · 10−4 · i
z5 = 9.19 · 10−5+1.83 · 10−4 · i

z6 = 7.77 · 10−11 − 1.07 · 10−10 · i
z7 = 7.77 · 10−11+1.07 · 10−10 · i

(27)

Again, there are three real poles and four conjugate poles. However, as shown in
Figure 5, the first pole z1 is located outside the unit circle in the Z-plane; thus, the closed-
loop system is unstable.

Additional calculations for 0.001 s ≤ T ≤ 0.5 s are performed every 0.001 s. The
changing path of the maximum module |z|max of the seven poles is plotted in Figure 4. It
can be seen that |z|max < 1 when T < 0.3 s, while |z|max > 1 when T > 0.3 s. Therefore, the
critical period, represented by Tmax, is defined as T = 0.3 s. That is, the closed-loop system
will be stable when the task scheduling period is T < 0.3 s, whereas it becomes unstable
when the task scheduling period is T < 0.3 s.
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3.4. Sensitivity Analysis

It is of interest that the critical period Tmax may be sensitive to some parameters. The
key parameters of the three subsystems other than the zero-order holder of the overall
system, as shown in Figure 2, were selected as influencing factors. Regarding the pow-
ertrain subsystem, the natural frequency ωn (defined as wn =

√
kv/Jv) and the damping

coefficient ξn (defined as ξn = cv/
√

kv Jv) were selected since the two kinetic parameters
are related to one performance evaluation index of clutch engagement, i.e., vehicle jerk.
Regarding the control algorithm subsystem, two control gains, kp and ki, were selected
because they are used in the feedback loop. In addition, the delay τ was selected from the
time delay subsystem. In total, five influencing factors were examined.

Using the data in Table 1, the base values of ωn and ξn were calculated to be ωn = 32 rad/s
and ξn = 0.32, respectively. The base values of kp, ki, and the time delay are kp = 5, ki = 1,
and τ = 0.01 s, respectively, as shown in Table 1. With the other four parameters unchanged,
the critical period Tmax for task scheduling changes with respect to ωn, ξn, kp, ki, and τ, as
shown in Figure 6.

As shown in Figure 6a, the critical period Tmax decreases with the increase in ωn. As
we know that the increase in ωn means a decrease in the natural oscillation period of the
powertrain. Therefore, the critical period Tmax decreases as the natural oscillation period
decreases, and vice versa. In other words, a shorter oscillation period tolerates a shorter
critical period Tmax.

On the other hand, as shown in Figure 6b, the critical period Tmax increases with the
increase in the damping ξn. This trend agrees with the common sense that more damping
helps to prevent system instability because damping can absorb a lot of vibration energy.
Nevertheless, as indicated by the range of Tmax, the critical period Tmax is more sensitive to
the natural frequency ωn than to the damping coefficient ξn.
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As shown in Figure 6c,d, the critical period Tmax generally decreases with the increase
in the gains kp and ki. In real applications, the two gains are always tuned to large value to
obtain a small steady-state error and short settling time. However, the analysis in this study
indicates that the two gains should be small when the task scheduling period is large.

As shown in Figure 6e, the critical period Tmax decreases with the increase in the delay
τ. For the ideal actuation system without a time delay, the critical period is 0.31 s. However,
in a real actuation system, time delay is inevitable. Thus, the critical period should be less
than 0.31 s in real cases.

A comparison of the sensitivity of the five factors shows that the critical period is the
most sensitive to the natural frequency ωn; on the contrary, it is the least sensitive to the
damping coefficient ξn. In addition, the critical period is more sensitive to the proportional
gain kp than the integral gain ki. The sensitivity of the time delay τ is similar to that of the
proportional gain kp.
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4. Real-Time Test from Slipping to Being Locked Phase

The stability analysis in the first step is useful but does not provide enough information
regarding the three phases of the complete engagement process. Due to the transition
of the friction state from slipping to being locked, as modeled in (5), a stable slipping
phase does not necessarily indicate a smooth transition. Therefore, the second step of
the control–scheduling co-design was to perform real-time hardware-in-the-loop tests
aiming to examine the influence of the task scheduling period on the clutch engagement
performance, especially in regard to the friction state transition.

The real-time environment consists of one MicroAutobox and one hardware-in-the-
loop device (dSPACE PX10), as shown in Figure 7. The MicroAutobox is used to run
the control algorithm and implement the task scheduling period via timer configuration,
and the PX10 is used to run the powertrain model and simulate the time delay. The two
communicate through a timer-triggered input/output (I/O) connection. Because the time-
related settings can be implemented by hardware, the test accuracy can be higher than that
of software simulation.
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The dynamic responses during the clutch engagement under different task scheduling
periods are illustrated in Figure 7, with the engine torque set as a constant (Te = 50 Nm)
and with the car parameters listed in Tables 1 and 2 [25].

Table 2. Parameters used in real-time modeling [25].

Symbol Value Symbol Value Symbol Value

m 1600 kg Rc 0.15 m µs 0.44
µ 0.4 cD 0.32 AV 1.8 m2

ρair 1.205 kg/m3 f 0.0015 R 0.32 m
N 2 ig 3.5

Regarding the control–scheduling co-design, there are three kinds of evaluation meth-
ods. The first describes the evaluation index as a function of the task scheduling pe-
riod [30,31]. The second defines the execution deadline for the control task, which rep-
resents the worst case [32,33]. Obviously, neither of these reflect the dynamic response
affected by the task scheduling period. The third type of method employs dynamic charac-
teristics, such as the stability, vibration, or response time, according to the state equations
or transfer functions of the control plant [19,34]. In this study, the third method is used
to evaluate the clutch engagement performance with regard to the vehicle jerk and fric-
tional loss.
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The vehicle jerk describes the smoothness of the running vehicle, which is a derivative
of the vehicle acceleration. The frictional loss represents the energy dissipation during the
engagement process, which is calculated as follows.

ED =
∫ t2

t1

∣∣∣( .
θc1 −

.
θc2) · Tc

∣∣∣dt (28)

The test results for the six cases are illustrated in Figure 8. The first one is the con-
tinuous case without considering the task scheduling period, represented by T = 0 s.
Additionally, three typical scheduling periods were selected around the critical period, as
shown in the figure: T = 0.1 s, 0.3 s, and 0.35 s. To better understand the significance of
the proposed method, the results for the empirical scheduling period (T = 0.01 s) typically
used in engineering are provided for comparison.

The results for the continuous case (T = 0 s) are shown as the benchmark in Figure 8a.
The control input, i.e., the clutch transmitted torque Tc, gradually increases and decreases
before synchronization. The clutch is slipping in this phase, and the magnitude of the
clutch transmitted torque Tc is proportional to the normal force on the friction plates. After
synchronization, the normal force is actuated to maximum, but the clutch transmitted
torque Tc is determined by the input torque and load torque of the powertrain so that it
is less than that in the slipping phase. It can be seen that the driving and driven parts of
the clutch can slip and synchronize smoothly, and the vehicle jerk is almost imperceptible.
The clutch torque Tc gradually increases and decreases before synchronization. Since the
transmitted torque Tc has a direct effect on the powertrain dynamics, the profile of Tc is
given. These results are ideal for clutch engagement control.

The results for the empirical case (T = 0.01 s) are illustrated in Figure 8b. It can
be observed that the angular velocity of the driving part grows faster than that for the
continuous case at the beginning of the engagement. Thus, the slipping velocity is higher,
and the transient clutch torque is larger according to (13). Thereafter, the transient vehicle
jerk is more intense, and the frictional loss is greater than those of the continuous case.
Nevertheless, the driving and driven parts of the clutch can synchronize after slipping, and
the vehicle jerk is <10 m/s3. The engagement performance is acceptable. Thus, the test
results were validated by the empirical results.

When the task scheduling period increases to T = 0.1 s, which still falls into the
stable region of T < 0.3 s, the control input Tc is obviously in a step shape, owing to the
discretization and zero-order hold, as shown in Figure 8c. In addition, the control input
Tc oscillates between positive and negative values, because e(t) in (13) is positive and
negative. The torque Tc affects the dynamic response of the clutch driving part and driven
part simultaneously according to (1)–(4). Because the inertia moment of the driving part
(Je and Jc1) is significantly lower than that of the driven part (Jc2 and Jv), the oscillation
of the driving part (as indicated by

.
θc1) induced by the discretized Tc is evident, and is

more intense than that of the driven part (as indicated by
.
θc2). Nevertheless, the clutch can

complete the synchronization at the end of the engagement. The effect of the discretized Tc
on the clutch-driven part, which is also called the vehicle-body part, is reflected by vehicle
jerk. The vehicle jerk is greater than 850 m/s3 in the slipping stage. Such intense jerking is
harmful to the powertrain components and reduces the comfort of the vehicle passengers.

When the task scheduling period increases to T = 0.3 s, which is at the critical boundary,
the oscillation of the clutch driving part is significantly more intense than that in the
previous two cases, as shown in Figure 8d. The amplitude of the control input Tc increases
from approximately 200 to 1000 Nm owing to the large error in the slipping velocity. Stick-
slip motions can be observed, which are not expected in a smooth engagement process.
Because of the oscillation induced by discretization with the scheduling period at the
critical boundary, the vehicle jerk is greater than 1 × 105 m/s3, and the frictional loss is
greater than 60 kJ.
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When the task scheduling period increases to T = 0.35 s, which falls into the unstable
region of T > 0.3 s, the dynamic response is divergent, as shown in Figure 8e, and the clutch
synchronization fails.

From the above, the critical scheduling period (T = 0.3 s) cannot satisfy the control
performance evaluated in terms of the vehicle jerk. A sub-boundary may exist. The control
performance can be satisfied when the scheduling period is within the sub-boundary, for
example, the empirical scheduling period of T = 0.1 s.
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As shown in Figure 9, in order to find the sub-boundary, tests for the task scheduling
period T ranging from 0.001 to 0.32 s are performed every 0.001 s. The test runs for 10 s in
each case. The vehicle jerk is calculated, and the maximum value is recorded. The evolution
of the maximum vehicle jerk and frictional loss with respect to the task scheduling period is
plotted in Figure 8. It can be seen that the maximum vehicle jerk and frictional loss increase
rapidly when the task scheduling period T is longer than 0.3 s, which is the critical period
that separates the stable and unstable regions. When the task scheduling period T is less
than 0.3 s, the rate of increase is rather low. In particular, the maximum vehicle jerk is less
than 10 m/s3 when the task scheduling period is in the range of T < 0.01 s. Therefore, the
sub-boundary here is 0.01 s.

The influence of the task scheduling period is summarized in Table 3. The critical
period obtained in the first step is significant for the whole process because it is an obvious
turning point in terms of the clutch engagement performance. As seen from the real-time
hardware-in-the-loop test results, the critical period for the clutch engagement process
is 0.30 s. Furthermore, as a practical reference, the scheduling period should be selected
within the sub-boundary, which is 0.01 s, so as to realize a smooth engagement process.
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Table 3. Summary of the influence of the task scheduling period on the engagement performance.

T < 0.01 s 0.01 s ≤ T ≤ 0.30 s T > 0.30 s

Average increasing rate of vehicle jerk (m/s4) 7.1 × 102 1.6 × 105 2.3 × 1012

Average increasing rate of frictional loss (J/s) 1.2 × 103 2.7 × 105 1.9 × 1020

5. Conclusions

This paper proposes a systematic control–scheduling co-design methodology for
selecting the task scheduling period for clutch engagement control. The co-design has two
steps. In the first step, stability analysis is conducted for the slipping phase based on a
linearized system model enveloping the driving and driven part of the clutch, feed-forward
and feedback control loop together with a zero-order signal holder. The critical period is
determined according to pole locations. The evolution of the critical period with respect
to five key parameters—the natural frequency, damping coefficient, proportional gain,
integral gain, and time delay—is illustrated. In the second step, hardware-in-the-loop
experiments are performed in a dSPACE real-time environment to inspect the dynamic
response concerning the friction state transition. The results show that the critical period
identified in the first step can induce intensive slip-stick motion and it represents a turning
point in terms of clutch engagement performance. Specifically, the vehicle jerk and clutch
frictional loss generally increase with the increase in the scheduling period. When the
scheduling period is shorter than the critical period, the rate of increase is mild. However,
once the scheduling period exceeds the critical period, the rate of increase becomes very
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high. Furthermore, a sub-boundary of the scheduling period is found to guarantee the
control performance to satisfy the engineering requirements.

The proposed methodology provides a useful reference for the design of clutch control
systems, especially for the case of the advanced optimal control algorithm that requires
a predefined task scheduling period. The methodology can also be extended to other
industrial applications that employ electronic controllers.
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