iriried applied
L sciences

Article

Event-Based Path-Planning and Path-Following
in Unknown Environments for Underactuated
Autonomous Underwater Vehicles

Sergey Ulyanov *', Igor Bychkov “and Nikolay Maksimkin

Matrosov Institute for System Dynamics and Control Theory of Siberian Branch of Russian Academy of Sciences,
134, Lermontova str., Irkutsk 664033, Russia; bychkov@icc.ru (I.B.); mnn@icc.ru (N.M.)
*  Correspondence: sau@icc.ru

check for

Received: 14 October 2020; Accepted: 4 November 2020; Published: 7 November 2020 updates

Abstract: The paper addresses path planning and path-following problems in an unknown complex
environment for an underactuated autonomous underwater vehicle (AUV). The AUV is required to
follow a given reference path represented as a sequence of smoothly joined lines and arcs, bypassing
obstacles encountered on the path. A two-level control system is proposed with an upper level
for event-driven path planning and a lower level for path-following. A discrete event system is
designed to identify situations that require planning a new path. An improved waypoint guidance
algorithm and a Dubins curves based algorithm are proposed to build paths that allow the AUV
to avoid collision with obstacles and to return to the reference path respectively. Both algorithms
generate paths that meet the minimum turning radius constraint. A robust parameter-varying
controller is designed using sublinear vector Lyapunov functions to solve the path-following problem.
The performance of the developed event-based control system is demonstrated in three different
simulation scenarios: with a sharp-edged obstacle, with a U-shaped obstacle, and with densely
scattered obstacles. The proposed scheme does not require significant computing resources and
allows for easy implementation on board.

Keywords: autonomous underwater vehicle; real-time path-planning; path-following; discrete-event
system; Dubins path; forward-looking sonar

1. Introduction

The rapid development of unmanned technologies in recent decades has resulted in significant
growth in commercial, environmental, and military underwater applications [1]. Most underwater
operations, especially those that involve risk to humans, are supported by autonomous underwater
vehicles (AUV). Enhancing the autonomy and reliability of AUVs and expanding their range of
applications is not possible without efficiently solving two underlying problems: path planning
and path-following.

Path planning is a challenging problem has attracted the considerable attention of specialists
in robotics. Insight into state of the art in path-planning methods for AUVs can be obtained from
recent survey papers [1-3]. Path planning can be divided [4,5] into static and dynamic planning. Static
planning is usually done offline and ensures the construction of an optimal global path in a known
environment (see, for example, [6,7]). On the contrary, dynamic planning is aimed at building a safe
path online based on local information about the environment, which is usually considered to be
unknown or partially known.

The emphasis in the contemporary studies on dynamic (local) path planning is made on
developing effective algorithms with low computational costs that are applicable for real-time
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implementation. Real-time path planning can be achieved while using artificial potential
field method [8], rapidly-exploring random trees [9,10], Voronoi diagrams [11], bioinspired
meta-heuristics [12], method based on interfered fluid dynamical system [13], and waypoint
guidance method [4,14,15]. Additionally, Al-based optimization algorithms are actively applied
to path-planning of AUVs in an unknown environment. Among them are particle swarm optimization
(PSO) algorithm [5,16,17], ant colony algorithm [18], and differential evolution algorithm [19].
Many approaches are combined in order to provide the best solution. For example, in [4],
PSO determines the best direction to avoid obstacles, and the waypoint guidance algorithm generates
a sequence of points that provide a way around the obstacle in the selected direction.

Almost all of the mentioned methods indirectly or directly use iterative procedures in order to
obtain a locally optimal path. However, when dealing with an unknown environment, extensive
optimization requiring significant computing resources is meaningless in many cases, since the
resulting local path may not be optimal in the global sense. It should be noted that optimization-based
methods do not always guarantee obtaining a near-optimal solution in a reasonable time. Thus,
approaches that generate feasible paths in a short time are still in demand.

It is known that AUVs operate in fairly harsh underwater environments and they are designed to
be underactuated to reduce their costs. All of this imposes additional requirements to path planning
algorithms; the planner must produce paths that meet the kinematic and dynamic constraints of the
vehicle. In order not to take the AUV model explicitly into account when planning the path, kinematic
constraints are often set by the minimum turning radius [4,5,14,16]. In this case, the obtained path,
which usually consists of straight lines and circular arcs, is only first-order differentiable or smooth.
The degree of smoothness of the path can be increased with the help of splines [12], but their use
makes the planning process more complicated due to the need to meet the geometrical constraints of
obstacles. Another common approach for satisfying kinematic constraints consists in building a path
of minimum curvature via solving a nonlinear programming problem [20].

The path planning problem can be considered in three different contexts, depending on the global
goal pursued by the AUV. The variety of possible goals includes achieving a target point, navigating
through a sequence of waypoints, and following a predefined reference path, in particular a path
that connects waypoints by line and arc segments. Most of the studies mentioned above focus on
path-planning within the first setting. Despite the great applied value, the path planning problem
in which the AUV has to pass through a bunch of waypoints in a given order is practically not
investigated. In this context, we can only refer to paper [21]. The main difficulties in handling multiple
waypoints arise when some of them are located on obstacles. In this case, an additional mechanism for
managing the activity of waypoints are required. The need for the AUV to follow the desired path
makes the problem more complicated, since it is necessary to provide the return of the AUV to the
reference path after completing obstacle avoidance manoeuvres.

Once a path is generated, one needs to make the AUV follow the path accurately, when considiering
its dynamic model, control constraints, and kinematics. A wide diversity of methods have been
developed in order to solve the path-following problem, among which are backstepping method [22-24],
observer-based method [25], nonlinear PID control [26], adaptive control [27], model predictive
control [21,28], sliding mode control [5,29], and fuzzy control [30]. In the context of the simultaneous
solution of path-planning and path-following problems, we note the studies presented in [5,20,21,31].
The majority of these studies are aimed at combating uncertainties, disturbances, and control constraints.
However, in addition to taking into account these negative factors, a path-following controller should
allow for its simple implementation in the on-board control system, which is usually designed as a
digital one, and for the fast calculation of control signals. Tuning control parameters in path-following
controllers to ensure desired or optimal tracking performance is an important step in designing
path-following controllers.

The contributions of this paper are as follows. We propose a new formulation of the path
planning problem, in which the AUV’s primary goal is to sail along a given path passing through
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a sequence of waypoints. To the best of the authors” knowledge, such a path planning formulation
has not been considered before. To solve the problem, we develop an event-based framework that
includes two levels: the upper one for real-time path planning and the lower one for path-following.
A discrete-event system, which is a basis of the upper level, is designed in order to detect situations
that require building a new path and changing the active waypoint. Two path-planning algorithms
are proposed. The first one, based on refined data from forward-looking sonar (FLS), plans a path
that ensures safe obstacle avoidance, and the second one generates a path that returns the AUV to the
reference path. Paths that are built by these algorithms meet the minimum turning radius constraint.
A robust path-following controller is designed using the gain scheduling control methodology and
sublinear vector Lyapunov functions. When synthesizing the controller gains, in contrast to most
known studies, we aim to minimize the AUV’s positioning errors on the path and take into account the
control saturation, measurement errors, and variability of the path curvature. The designed controller
can be easily implemented in digital control platforms, which are traditional for AUVs.

The remainder of this paper is organized, as follows. The problem statement is presented in
Section 2. The main results of the work are presented in Section 3. In particular, Section 3.1 presents
the architecture of the overall control system. The path-following controller design is discussed
in Section 3.2. Section 3.3 presents an event-based approach for path-planning in an unknown
environment, including path planning algorithms and a discrete event system in order to determine
the moments to run them. In Section 4, the simulation results are provided in order to illustrate the
performance of the proposed approach. Finally, Section 5 discusses the obtained results.

2. Problem Formulation

2.1. AUV Model

A wide variety of underwater applications require the AUV to operate at a constant depth.
Following [23], we consider an underactuated AUV with two identical back thrusters mounted
symmetrically with respect to its longitudinal axis in order to steer the AUV in the horizontal plane.
Using the common and differential modes, the thrusters can generate a force F along the AUV’s
longitudinal axis and a torque G about its yaw axis, respectively.

According to [23], the dynamics of such an AUV in 3DOF can be described while using
a global coordinate frame {U} and a body-fixed coordinate frame {B} (see Figure 1) by three
kinematic equations

x = ucos(ipp) — vsin(¢yp),

y = usin(yp) +vcos(¢p), 1)
Yp=r,
and three dynamic equations (for surge, sway and yaw)
F == T’I’luﬂ + du,
0 = my0 + myur +dy, (2)
G =mi +d,,

where (x, ) are the global coordinates of the AUV, i denotes the yaw angle, u and v are, respectively,
the surge and sway speeds expressed in {B}, r is the yaw rate;

2 2
my =m— Xy, dy =—Xyu® — Xppv,
My =m—"Ys, dy= —Yvuv—Yv|v‘v|v\,
my =1, —N;, d =—Nyuv— Nv‘v|v|v| — N,ur,

Myr = m —Yy,
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m is the nominal mass of the AUV, I; is its moment of inertia around Z-axis (as adopted in marine
navigation, Z-axis or the yaw axis of the AUV is directed towards the bottom), Xy, Y, Ny,
are the classical hydrodynamic derivatives that define added mass forces and moments as well as
hydrodynamic damping. The interested reader is referred to [32,33] for complete details.

N path

Figure 1. Reference frames.

We use the following assumptions and physical constraints on the dynamics of the AUV to solve
the problem under study.

1.  The model considered in the paper corresponds to the INFANTE AUV [33], which is a large-sized
vehicle with a length of 4.22 m and a mass of 2234.5 kg.

2. The motion in roll, pitch, and heave is ignored in the model.

3. No waves, currents, or other disturbances are taken into account.

4. The AUV is fully submerged in water and away from the surface and seabed, which allows us to
consider the hydrodynamic derivatives constant.

5. The back thrusters can generate force and torque constrained by Fmax = 500N and Gmax =
300N - m, respectively.

6.  The desired surge speed of the AUV is constant: u =1 m/s.

Assuming that u is always nonzero, we define side-slip angle p = arctan(v/u) and a reference
frame {W}, which is obtained by rotating { B} around the yaw axis through angle B. Subsequently,
the kinematic Equation (1) can be rewritten as

% = v cos(Pw),

y = Uy Sin(i.’bw), (3)
dw=r+p,
where Yy = ¥ + B, vy = (u® + v?)1/? is the absolute value of the total velocity vector [u v]T.
Straightforward calculations give the equation for vy, as
U = F = du cos B — wsinﬂ. 4)
u v

2.2. Relative Dynamics

In order to solve the path-following problem, we use the virtual target-based method [23]. In this
method, the virtual target (VT) as a point moves along a given path, and the AUV must pursue it,
trying to match its position with the position of the VT.
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Denote the course angle of the VT by ¢y, its forward and angular speeds by 1 and rp, respectively.
Define the coordinates of the AUV in a Serret—Frenet reference frame {F} that is associated with the

VT (see Figure 1), as
Se | _ R X — Xq  R= cqs Ypo  sinipg ’ )
Ye Yy—Yo —sinypy cosPpo

(x0,10) are the coordinates of the VT in the reference frame {B}. As shown in [23], the error dynamics
of the AUV in {F} can be described by

Se = —UQ + 1roYe + Ut COS Y,
Ye = —105. + vssinyp, 6)
p=r+p—ro,

where ¢ = ¢w — Ppo.
2.3. Sonar Model

We assume that the AUV is equipped with a multi-beam forward looking sonar (FLS) installed
onboard the AUV in the XOY plane in order to detect obstacles in the heading direction. The data
produced by the FLS can be presented as a set of pairs («;, p;), where «; is the signed angle counted
from the AUV’s heading direction to the beam direction, p; is the distance to an obstacle in the beam
direction, i = 1, Nj,, N, is the number of beams. Here and further, a signed angle is assumed to be
positive if it is counted clockwise (when viewed from above), and negative in the other case. If no
obstacles are detected in the direction i or p; is greater than the detection range pmax then p; = oo.
For certainty, we take a; < 0 for the left beams (beams that are on the left from the AUV’s heading
direction) and «; > 0 for the right beams. For further purposes, define the following subsets of beams:
I ={i:a; <0}, Ig = {i:a; >0}, Iy = {i:|aj] <&}, & > 0. They indicate the presence of
obstacles on the left, right, and ahead of the AUV. Based on the FLS data, one can form a situational
(local) model of underwater environment as a sequence of 2D points Q = (Q1, Q2,...,Qn,)-

2.4. Path Representation

Throughout the paper, a path P is represented as a sequence of line and arc segments as

<P]71/P]/R]>/ ] - 1/Np/

where P;, P;, 1 are the start and end points of the segment, R; is the radius of the segment connecting
these points (for line segments R; = ), and N, is the number of segments. We assume that R; < 0
corresponds to the left turn and R; > 0 to the right one. It is natural to require that every two adjacent
segments of a path are mutually agreed to be smooth. Moreover, all paths, it does not matter whether
they are predefined or constructed using path-planning algorithms, should satisfy the kinematic
constraints that are given by the minimum turning radius Rmin, Rj > Rmin-

2.5. Problem Formulation

The problem that is addressed in the paper consists in designing a control scheme that allows
for the AUV governed by Equations (1) and (2) to follow a given reference path Pf, bypassing
encountered obstacles detected by FLS.

The designed system must meet the following requirements.

1. The path-following controller (control laws for F and G) should be designed in such a way that
the virtual target tracking errors satisfy

lim|s(1)] <5, limye()] <y, lim[p(t)] <9, limo(t) — uo(t)] < oF,
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where s¢°, y°, *°, and vi° are positive constants that characterize the tracking accuracy.

2. The paths generated by path-planning algorithms for detouring obstacles and returning to the
reference path should be at least first-order differentiable (C! continuous), lie no closer than safe
distance D; from obstacles, and satisfy kinematic constraints that are given by minimum turning
radius Ruyin.

3. Whenever possible, the AUV must follow the reference path P, ¢, which means that after leaving
P, r to detour an obstacle or a group of obstacles the AUV must return, if possible, to P,, ¢ at the
point closest to the leaving point.

4. The system must be efficient for various environments, regardless of the number and location
of obstacles.

Note that most path planning studies focus on generating a safe path that leads the AUV to a
static target point. In contrast, we consider a setting where the AUV should, as far as possible, follow a
given reference path that passes through a sequence of waypoints. This requirement entails the need to
change the active segment of the reference path carefully. We assume that the reference path, which is
constructed by a global planner [6,7] or received from the operator, does not change during the mission.
Focusing on the path planning problem, we believe, for simplicity, that the desired speed 1 of the
AUV while travelling along the path is constant and chosen in such a way that the AUV can follow
it accurately.

3. Two-Level Control System

3.1. Control System Architecture

A two-level control system (see Figure 2) is developed in order to provide the AUV with both
the path-planning and path-following capabilities. The path-following controller at the lower level is
designed to drive the AUV along the path that is generated by the top level. In order to be closer to
practice, the controller is implemented as a digital one with a sample time /.

Operator
”/ TOP LEVEL Reference
: path
DES

: o FEvent jovens i gpg | satef Top-level | path-planning
! FLS data Detector Controller Algorithms
| AUV state
‘\ path

LOWER LEVEL v

control _ .
Sensors [« AUV |« Actuator |« Z0H |« Path-Following

i Controller
AUV state
! h T

Figure 2. Control system architecture.

The main component of the top level is a discrete-event system (DES). We consider a class of
logical discrete-event systems that can be modelled by finite state machines. Based on the detected
events, the DES changes its state, thus starting a sequence of actions performed by the top-level
controller to build a new path. Therefore, the main goal of the DES is to identify situations that
require updating the current path. For each monitored event, we assign a time interval at which
the event-triggering condition is checked. In order to reduce the load on the on-board computer,
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this interval for most events is assigned to be much larger than k. For simplicity of implementation,
we will assume that this interval is the same for all events and equals 7.
In general, the path-planning process includes the following steps:

1. detect events by processing data from FLS and other sensors;

2. change the DES state; and,

3. perform a suitable sequence of actions to rebuild the current path or change the active segment of
the reference path.

Path-planning algorithms proposed in the paper can generate two types of paths: to avoid
obstacles and return to the reference path.

3.2. Path-Following Controller

The path-following control laws for tracking the VI’s motion is designed, as follows (cf. [34]):

F(t) = Felte) + Fs(te), G(t) = Ge(ty) + Gs(ty), t€ Tx = [t tir1), k=1,2,...
Felt) = du(ti) + (muru(t)P(te) + do(te)) tan B(te) 35, Gelt) = dr(t) + my (Fo(te) — B(tx)),
Fs(ty) = sat(ky (te)se(t) + ko (te) Ave(ty), Fs),

)

(7)
_'_
Gs = sat(ka(tx)ye (t) + ka(t) P (tx) + ks (b)) AP(t), Gs).-

where F,, G. are the feedforward control terms aimed to cancel disturbances and to track the VT’s
heading direction; F;, G, are the feedback control terms that were calculated on the basis of discrete
measurements of variables s, y., ¥, Avy = vy —ug and AF = v+ ,8 — 7o to stabilize the AUV’s
position along the path, F5, Gs are the control resources in force and torque aimed at stabilization;
and, sat(c, &) = sign(o) min(|o|, @) is the saturation function. The acceleration §; is evaluated using
the direct measurement of u, v and their derivatives [23].

In order to reduce the negative effect of discontinuity of ry on the performance of the closed-loop
system, we use discrete observers for variables ry and 7, defined as

{

The parameter-varying feedback controllers are built using the gain-scheduling methodology [35].
The feedback gains are scheduled as functions of the VI’s angular speed ry, as

~

o(tk) = Po(tk—1) + 7o(ti—1)h,

o(t) = —ksat(Fo(te), 7o), Folte) = (o(te) — ro(t)) /1 ®)

=N D

ki(te) = ki(Po(t)) = ki, Po(ty) € Ro = [y ",7p), i=Tn, j=15

where Ry, are operation regions that form an operation envelope, 1, is the number of regions. As the
speed 1 is assumed to be constant and there is a constraint Ryin on the turning radius, we have
|ro(t)| < 1/ Rumin; therefore, we can take rg = —ug/ Rmin and rg’ = 10/ Rmin when obtaining operation
regions Ry;.

In order to synthesize feedback gains for each operation region Ry;, we transform the closed-loop
system given by (4) and (6)—(8) to a sampled-data representation with uncertainties and then apply
control design algorithms that are based on the sublinear vector Lyapunov functions [36,37] to
determine feedback gains. The synthesis objective is to minimize the weighted sum of estimates
of steady-state tracking errors s;°, y5°, *° and v;°. When designing gains, we took measurement errors,
control saturation, and the size of operation regions Rp; into account. The design steps are described in
detail in [34], where a cooperative path-following controller for multiple AUV is synthesized. Section 4
provides feedback gains determined for the path-following controller considered in the paper.
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3.3. Event-Based Path-Planning

3.3.1. Discrete-Event System

A discrete-event system (DES) is designed in this section in order to identify situations when a
new path needs to be built. Before describing the designed DES, we will introduce some definitions
and notations.

For each obstacle point Q; € Q,i = 1, Ny, define the maximum turning radius Rinax, which allows
for the AUV to bypass the point Q; at a safe distance D; (see Figure 3a). It can be calculated (cf. [14]) as

- COS &; D
Rinax = psinZ,BZ- —Ds, B; = arctan (—S secw; + tanvci> .
1

1

Note that, when evaluating the proximity of the AUV to obstacles, the maximum radius
R .. is preferable to the distance p;, since using R, ensures safe bypassing of an obstacle point,
when considering the turning radius constraint Ruyin.

Define [;(®) = {i € I; : ®},d € {L,R, A}, O is a logical condition that narrows the set I;.
For example, set I4(p; < pa) = {i € 14 : p; < pa} contains all i € I for which p; < p,. Define also

it = arg minR. ., iR = arg minR’ ., i£ = argminp;, i}f = arg min p;.
ielp i€lg i€l iclg

Denote the current position of the AUV by Py, its orientation vector by ey, the angle measured
from the AUV forward direction to the location of waypoint j (the waypoint bearing angle) by 7;,
the angle between the forward direction and the direction of the reference path at waypoint j by ¢;,
and the distance to the reference path in the travel direction by pR”. When leaving the reference path to
avoid an obstacle, the AUV saves the leaving time ¢} and its orientation vector ey, and then monitors
the change in angle § measured from vector ey to vector e;. Denote, by ty; (tpm), the time when angle
¢ changes its sign from minus to plus (plus to minus). If no change occurs, then the corresponding
time is assumed to be equal to ¢;. The last point processed by the path-planning algorithm described
in Section 3.3.2, we will call the key point (KP). Denote, by ak, the bearing angle to the KP. Let j, be
the active segment (or the active waypoint) of the reference path. The most relevant notations are
explained in Figure 3a,b.

(b) Other notations.

(a) The maximum turning radius R ..
Figure 3. Introduced notations.
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We employ a class of discrete-event systems modeled by a finite automaton (FA) [38]. A FA is
represented by the tuple

G=<X2%f,x0,Xm >,

where X is the finite set of states, X is the finite set of events, f : X x £ — X is the transition function,
Xp is the initial state, and X, is the set of marked states.

For the designed DES, set X consists of states that are given in Table 1, xy = mS, X,, = {mMC}.
For the sake of simplification, we assume that the events of the set ¥ consist of atomic events that
are presented in Table 2. In this table, in addition to the previously introduced entries, we use the
following abbreviations: WP for the waypoint and RP for the reference path. A composite event
(Ey,...,Ep,) € T is triggered when all of its atomic events E;, i = 1,7, is triggered simultaneously.
Table 3 summarizes the transition rules implementing the function f.

Table 1. States of the discrete-event system (DES).

Name Description
mS Starting the mission
mPF  Following the reference path
mDOL  Detouring the selected obstacle from its left side
mDOR  Detouring the selected obstacle from its right side
mNRF  Navigation to the reference path
mSOL  Searching for an obstacle on the left
mSOR  Searching for an obstacle on the right
mMC  Mission completed
Table 2. Events of the DES.
Name Triggering Condition Description
eOAVC Ia(pi < poc) #D An obstacle ahead is very close
eOAN In(pi < pn) #0 An obstacle ahead is near
eNOLN I(pi < pf) =0 There are no obstacles nearby on the left
eNORN Ir(pi < pf) =@ There are no obstacles nearby on the right
eOLVC I L'(Rinax < Rpin) #D An obstacle on the left is very close
eOLN I L(Rinax < Rpmin + AR) #©@  An obstacle on the left is near

eOLF Iy (R;ngax <Rmin+AR) =0
IL(leax < Rpin + AR &

There are no obstacles on the left that are nearby

eOLKPN An obstacle to the left of the KP direction is near
aj <ag) =0
eORVC IR(RE .y < Runin) # @ An obstacle on the right is very close
eOLN IR(Riax < Rmin + AR) #@  An obstacle on the right is near
eORF IR(Ri oy < Ruin + AR) =@  There are no obstacles on the right that are nearby
eORKPN I (Ri“;X ; flz‘;h‘:r@AR & An obstacle to the right of the KP direction is near
; =
eWPB lv;,| > /2 The current WP of the RP is located behind the AUV
eWPL 7j, <0 The current WP is located to the left of the AUV
eWPR 7, >0 The current WP is located to the right of the AUV
eWWPBN Z;.’:J;.:q” 7 <0 The weighted WP relative bearing angle is negative
eWWPBP Z}’:J;.r""’ 7 <0 The weighted WP relative bearing angle is positive
eWPDN ¢, <=0 Angle to the WP direction vector is negative
eWPDP ¢j, >0 Angle to the WP direction vector is positive
eRRPL tpm > tmp The AUV is returning to P, f after the left detouring
eRRPR tom < tmp The AUV is returning to Py, after the right detouring
eRPSN pRP < pRP The reference path segment is near in the heading direction
eEP The VT has reached the end of the current path
eES The VT has reached the end of the current segment
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Table 3. Transition rules of the DES.

State No. Composite Events Next State Actions
mS mPF P = ’P,ef; jr=1
PF 1 (eOAN, eORVC, eOLF) or mDOL QL = SELECTOBSTACLELEFTP(Q, if)
(eOAN, eOLF, eORF, eWWPBN) P = AVOIDPATH(Q, ‘L)
5 (eOAN, eOLVC, eORF) or mDOR QRr = SELECTOBSTACLERIGHTP(Q, iﬁ
(eOAN, eOLF, eORF, eWWPBP) ‘P = AVOIDPATH(QR, ‘R’)
3 (eOLN, eORVC) or mDOL Q| = SELECTOBSTACLELEFTP(Q, iL)
(eOLN, eORN, eWWPBN) P = AVOIDPATH(Q;, ‘L)
4 (eORN, eOLVC) or mDOR ORr = SELECTOBSTACLERIGHTP(Q, i)
(eORN, eOLN, eWWPBP) P = AVOIDPATH(QR, ‘R’)
5 eEP mMC no actions
6 eES mPF jr=7jr+1
mNRP 1 mEP mPF P = Ppp; INITVTSTATE
the first four rules from the mPF block
mDOL 1 (O rE CWPL oWTDP) mDOL ;= +1
2 eOAVC mDOL the same as in rule 1 of the mPF block
3 eOLKPN mDOL the same as in rule 3 of the mPF block
4 (eNORN, eOLF) mSOR [P, jr] = DUBINSPATH(Pyf, jr, {R’}, {R'})
(eNOLN, eWPL, eRPSN, eRRPL)
5 or (eNOLN, eWPL, eWPB, mNRP [P, jr] = DUBINSPATH(P,f, jr, {'L'}, {'L,R’})
eWPDP, eRRPL)
Qp = SELECTOBSTACLELEFT(Q)
6 cEP — P = AVOIDPATH(Qp, ‘L)
(eWPB, eWPR, eWPDN) or . .
mSOR 1 .WPB, eWPL, eWPDP) mSOR jr=ir+1
2 eOAN mDOL the same as in rule 1 of the mPF block
3 eOLN mDOL the same as in rule 3 of the mPF block
(eNOLN, eWPL, eRPSN, eRRPL)
4 or (eNOLN, eWPL, eWPB, mNRP [P, jr] = DUBINSPATH(P,.f, jr, {'L'}, {'L’,'R})
eWPDP, eRRPL)
5 eEP mPF P = Prs; INITVISTATE
(eWPB, eWPL, eWPDP) or . .
mDOR 1 WPB, eWPR, eWPDN) ialD 01 jr=ir+1
2 eOAVC mDOR the same as in rule 2 of the mPF block
3 eORKPN mDOR the same as in rule 4 of the mPF block
4 (eNOLN, eORF) mSOL [P, jr] = DUBINSPATH(Pys, jir, {'L'}, {'L'})
(eNORN, eWPR, eRPSN, eRRPR)
5 or (eNORN, eWPR, eWPB, mNRP [P, j:] = DUBINSPATH(Pys, jr, {R'}, {'L/,'R’})
eWPDN, eRRP)
Qp = SELECTOBSTACLERIGHT(Q)
6 eEP mDOR P = AVOIDPATH(Q3p, ‘R’)
(eWPB, eWPL, eWPDP) or . .
el il (eWPB, eWPR, eWPDI\%) I jr=ir+1
2 eOAN mDOR the same as in rule 2 of the mPF block
3 eORN mDOR the same as in rule 4 of the mPF block
(eNORN, eWPR, eRPSN, eRRPR)
4 or (eNORN, eWPR, eWPB, mNRP [P, jr] = DUBINSPATH(P,s, jr, {'R’}, {'T,'R’})
e€WPDN, eRRP)
5) eEP mPF P = Pres; INITVISTATE

The AUV behavior strategy that is provided by the DES can be expressed, as follows.

e Try not to get to a place where it is impossible to get out using standard obstacle
avoidance algorithms.

e Do not change once chosen obstacle avoidance direction until the AUV returns to the reference
path (left or right-hand rule).

e  Rebuild the path only if it is vital.

In the DES states that are associated with obstacle avoidance (mDOL, mSOR, mDOR, and mSOL),
monitoring atomic events eRRPL and eRRPR (see Table 3) prevents the AUV from prematurely
returning to the reference path, which may happen when the obstacle has a U-shape.
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Changing the state of the DES entails the execution of a sequence of actions, which can be regarded
as a program that consists of a sequence of self-contained functions. As a result of these actions, a new
path P is built and/or the active segment j, is changed.

Function Q,,+ = SELECTOBSTACLELEFTP(Q;,,, i) generates an obstacle Q,,; from a set of points
Q;, that are produced by FLS by adding all points Q;, from Q;,, that meet two conditions:

1<ij<i and dip: (il <ip<i &piz # OO) diSt(QillQiz) <d,

provided that i; = i or the point Q;, also meets these conditions. The order in which the points
are added to Qo is preserved. Similarly, the function Q,,+ = SELECTOBSTACLERIGHTP(Q;,,, 1) is
defined, with the only difference that the added points should satisfy

i>i > |Qin| and dij: (l >ih>ih1 & Oiy 75 OO) diSt(QillQiz) <d,.

Unlike function SELECTOBSTACLELEFTP, which forms an obstacle by starting from the point i and
including this point in the output sequence, function Q,,; = SELECTOBSTACLELEFT(Q;,,) determines
the obstacle to detour it from its left side. The function chooses from all of the obstacles identified
based on FLS data the one for which the direction to its leftmost point deviates least from the heading
direction of the AUV. When identifying a set of obstacles, two adjacent points Q; and Q;1 of Q;,, are
considered to belong to the same obstacle if they satisfy.

dist(Q;, Qiy1) < do.

Similarly, function SELECTOBSTACLERIGHT selects an obstacle for detouring it from its right side.

Function INITVTSTATE initializes the state of the VT after performing a bypass manoeuvre and
returning to the reference path. The VT state includes the segment on which the VT is located as well
as its curvilinear coordinate, forward speed, and acceleration.

Function P = AVOIDPATH(Q;,, D) builds a path P to detour a selected obstacle Q;, on the left
(D = ‘L") or on the right (D = ‘R’). The path is planned in two steps. First, the convex outline of the
obstacle is built while using the RCOA algorithm presented in Section 3.3.2, and then the obtained
outline is used to construct an avoidance path by applying a path-planning algorithm that is presented
in Section 3.3.3.

Finally, function [Pout, jout] = DUBINSPATH(P;y, jin, Ds, D f) constructs a Dubins path that connects
the AUV’s current position to the part of the path P;, that begins with segment j;,,. The constructed
path consists of three segments, each of which corresponds a left-turn arc (L), a right-turn arc (R),
or a straight line (S). The function can build the following paths: LSL, LSR, RSL, or RSR. In Figure 7,
one can find examples of RSL (red line) and RSR (blue line) paths. Arguments D;, D r € {'L,R}
define the allowable motion primitives for the first and third segments of the path.

Function DUBINSPATH works, as follows. First, it tries to find the path to segment j;,,. If the
attempt is unsuccessful, it takes the next segment j;;, + 1 and searches for the path to it. This action is
sequentially repeated for all segments of the selected path fragment until a path is found. The function
returns the found path P,,; and the index j,;; of the segment to which the path is built. A path-planning
algorithm that builds a path to a segment is described in detail in Section 3.3.4.

Because it is not possible to implement continuous checking of event-triggering conditions,
we cannot prevent situations when Ri .. < Rpin. When such situations happen, the AUV must
activate a special emergency mode in which it slows down the forward speed and starts turning in one
of two possible directions, which is selected based on the last state of the DES. For example, if the last
state of the DES is mDOL, which corresponds to avoiding an obstacle on the left, the AUV should turn
in the left direction. Once Rf .,
mode with planning a new path if necessary. The emergency mode is not desirable, and the AUV
should avoid it. The use of this mode can be restricted and, in many cases, eliminated, by temporarily
relaxing the requirements for safe distance Ds when planning a path to bypass an obstacle, or increasing

> Rin is valid for all i, the AUV returns to the last normal operating
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the frequency of checking the triggering condition for composite events requiring the calculation of
R .., or increasing the value of parameter AR included in some event-triggering conditions. The AUV
should act in a similar way when it is too close to an obstacle. In this article, we do not investigate the
implementation of the emergency mode and apply the above mechanisms to exclude its use.

3.3.2. Robust Convex Outline Algorithm

For efficient path-planning, we propose a simple algorithm that transforms a sequence of obstacle
points Q;,, that are produced by the FLS into another sequence of points Q,,; that forms a convex
outline of the obstacle. Usually, the sequence Q,,; contains a relatively small number of points.
The algorithm implies the following steps.

Step 1:  If sequence Q;, consists of less than 3 points, mark these points for further inclusion in the
output sequence Q,,+ and go to Step 5.

Step2:  Mark the start and end points of Q;;,. Assign ip = 1.

Step 3: By going through the points, starting from point Q; , find the first point Q;, that satisfies the
following condition: there exists a point Q; between Q;, and Q;, such that the shortest
distance from it to the line passing through the points Q;, and Q; is greater than a
predetermined value D;, and it lies on the same side of the line as the AUV (see Figure 4).
If such a point does not exist, go to Step 5.

Step4:  Mark the point Q; 1 immediately preceding point Q;,. If Q;, is not the end point of Q;;,,
then iy = i — 1 and go to Step 3.

Step 5:  Form the sequence Q,;: from all marked points of Q;, keeping the order.

Figure 4. Building a convex obstacle outline.

Note that the proposed algorithm is robust in the sense that small measurement errors and the
irregularity of the obstacle do not significantly increase the number of generated points. When using
the resulting convex outline in the path-planning algorithm presented in the next section, the safe
distance parameter D, should be increased by D;,.

3.3.3. Path-Planning Algorithm for Detouring Obstacles

This section proposes a path-planning algorithm for detouring a single obstacle or a group
of obstacles considered as a single one. Given a sequence of points Q;;, = (Q1,Qz,...,Qy,) that
represents a convex outline of an obstacle, the algorithm finds a collision-free path P, which consists
of line and arc segments, which satisfies the turning radius constraint Ry, and passes no closer than
the safe distance D, from the obstacle. We restrict ourselves to the case when the AUV detours the
obstacle on the left side. Without a loss of generality, we assume that the last point Qy, of Q;;, is the
point with minimum Rmax, i.€., irL = Np.



Appl. Sci. 2020, 10, 7894 13 of 23

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:
Step 7:

Take i = N,. Construct the arc segment of radius Ri,,, that connects the AUV’s current
position Py with the point P/ located at the distance D; (or Ds + D, after applying the RCOA
algorithm) from the obstacle point Q; (see Figure 5). Add this segment to the avoidance
path P.

Construct an arc segment (P/, P/, £ Rmin) that rotates the AUV around its vertical axis until
its longitudinal axis is directed along vector 7(Q;, Q;_1) that is drawn from point Q; to point
Q;i_1. The direction of the rotation is selected depending on the sign of the angle between
vector 7(Q;, Q;_1) and the tangent vector of the constructed segment at point Pi/ . Add the
constructed segment to the avoidance path P.

Take R = Rpin and calculate

D; 1=R—-(R-D;j)/ cos$,

where D; is the distance from point P/’ to line Q;Q;_1 and § is the angle between vectors
7(Q;, Qi—1) and 9(Q;_1, Q;—2). The specified R and D; uniquely define the arc with center O

and start point K that wraps around the point Q;_1, as shown in Figure 6a.
If D;_1 > Ds then

R = (D; — Dscosd)/(1 —coséd), D; 1=Ds,

and we have a new arc with center O" and start point K’ (see Figure 6b); otherwise, shift points
O and K along the vector ¢; (the unit vector of 7(Q;, Q;_1)) by

A= (Ds— D; 1)/ cosd

to obtain new points O’ and K’ (see Figure 6c¢).

Construct a line segment (P/_,, P/" ;,0) with P/_; = K’ and an arc segment (P/_,, P/’ ;, —R)
with center O’ and radius R. Add both segments to path P.

If i > 3 (point Q;_» is not the first in Q;,,) theni =i — 2 and go to Step 3.

Supplement path P with the line segment (P/’,, P/ ,,0), which is parallel to vector
7(Qj—1, Qi—2), where P/_, is the point on a line passing through the point P" | and parallel
to the line Q;_1, Q;_», which is closest to the point Q;_».

Figure 5. Building a path that detours obstacle from its left side.
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K el Pll !
(b) Explanation of Step 4 for (c) Explanation of Step 4 for
D;_q > Ds. D;_1 < Ds.

Figure 6. Building a path that wraps around a middle obstacle point.

(a) Explanation of Step 3.

3.3.4. Path-Planning Algorithm for Building a Path to a Given Segment

The path-planning algorithm that is proposed in this section generates a path P that connects the
current position Py of the AUV oriented along the vector ¢, with a segment S, thus solving the problem
of returning the AUV to the reference path P,,¢. It is based on Dubins curves [39]. The generic Dubins
algorithms generate the shortest path that connects two points with a constraint on the curvature of
the path. However, in our case, it is also necessary to determine the final path point, which is on a line
or arc segment of P, as well as to limit the set of allowable types for the path, specifying allowable
motion primitives Ds, D < {'L’,R’} for the start and final segments of the path respectively. Here,
as before, the symbol ‘L’ corresponds to a left-arc turn and the symbol ‘R’ to a right-arc turn. Note that
there are algorithms that build a Dubins path to a circle [40,41], but they cannot be directly adapted for
our purposes.

Stepl: SetL =oc0oand P = Q.

Step 2:  For each start turning direction ds € Ds and final turning direction d € D ¢ perform
Steps 3-8.

Step 3:  Find the center C‘lis of the arc S for start turning direction d;.

Step 4:  Shift segment S in direction df by Rmin, resulting in a new segment S ..

Step 5:  Find a point Pr on segment Sy y which is closest to point Py. If the distance between points
Py and Py is greater than 2Rpmin, then build a Dubins path Pp,;, of type dsSd that connects
points Py and Py and go to step 8.

Step 6:  Find the point C;f of intersection of the circle with the center Cf”‘ and radius 2R, with the
segment Sy . If there are no such points, go to Step 2 and continue with the next dy.
Step 7:  Build a path Pp,, of type dsSd; connecting point Py with point Py, which is obtained by

projecting point C;lf onto segment S.
Step 8:  If the path Pp,;, is successfully built (Pp,; = @) and the length Lp,;, of the path Pp,;, is less
than L, then L = Lp,;, and P = Ppy.

The described algorithm is illustrated in Figure 7.
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Figure 7. An example of building a Dubins path that connects point P, with arc S. For this example,
Ds = {R’}and D = {'L’,’R’}. The red line indicates the shortest path.

4. Simulation Results

We conducted numerical simulations using three scenarios in order to validate the performance
of the designed control system: with a sharp-edged obstacle, with a U-shaped obstacle, and with
densely scattered obstacles. Scenario 1 aims to test the ability of the path planner to cope with
obstacles having complex shapes. Scenario 2 demonstrates how the planner can drive the AUV out of
a trap made by a U-shaped obstacle. The last scenario shows whether the algorithm is effective in a
cluttered environment.

In the simulations, we adopted parameters of the model (1) and (2) that correspond to the
INFANTE AUV [23]: the nominal mass m = 2234.5 kg and moment of inertia [, = 2000 N - m2.
The rest of the model parameters can be found in [23]. The path-following controller was designed with
the following parameters: sampling time i = 0.2 s, control constraints Fs =200N and Gs; = 100N m,
and maximum path curvature ¢max = 1/ Rmin = 0.05. Figure 8 shows the feedback gains k;, i = 1,5 of
the path-following controller (7), (8) as functions of the VT’s angular speed rg.

or k

—_— ks
-200

-400
ky
-600 -
-800 W
ki 1000
-1200

-1400

-1600

-1800

-2000 : .
-0.05 0 0.05
ro,rad - st

Figure 8. Feedback coefficients k; (i = 1, 5) synthesized for the path-following controller (7) as functions
of the VT’s angular speed ry.

Path-planning parameters are specified, as follows: Rpin = 20m, Ds = 10m, D,y =2m, AR =
5m, pype = 10m, py = 25m, py = 70m, pﬁp = 30m, d, = 50m. Also, for the FLS we specify the
number of beams N, = 60, the detection range py.x = 150m, and the field of view ¢rrs = 120°.
The triggering conditions for all events, excluding eEP (the VT has reached the end of the current
path) and eES (the VT has reached the end of the current segment), which are monitored with period
h = 0.2 s, are checked with interval h, = 2s.

Figures 9-13 show the results of the simulation for Scenario 1. From Figure 1, we can conclude
that the AUV successfully avoids collisions with the obstacle by keeping a safe distance from it. In this
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scenario, which lasts approximately 900 s, the AUV rarely corrects the path. The left-hand part of
Figure 9 demonstrates that the designed DES changes its state only 14 times and, therefore, the path
is corrected the same number of times. Between corrections, the upper control level only checks the
event triggering conditions at an interval of 2 s. Obviously, the less the DES changes its state, the less
the path is updated, and the less load on the on-board computing device.

Note that DES detects not only situations when it is necessary to generate a new path, but also
situations when the active waypoint should be changed. For example, during the first 250 s of
scenario 1, the active waypoint is changed twice, due to the simultaneous occurrence of elementary
events eWPB, eWPR, and eWPDN (rule 1 of the mDOL block in Table 3). As a result of these changes,
waypoint 4 of the reference path becomes active before the AUV approaches the line segment between
waypoints 3 and 4, and events that triggers the return to the reference path (rule 5 of the mDOL block
in Table 3) can be detected.

Figure 13 shows that the proposed path-planning algorithms generate paths that have a
constrained curvature |c.| < cmax = 0.05, and, consequently, meets the turning radius constraint
Rmin = 1/¢max = 20 m.

The analysis of Figures 10, 11, and 13 allows for drawing a conclusion that the main source of
disturbances causing the growth of path-following errors s,, i, and velocity discrepancies is jumps
in the path curvature. Without these disturbances, the errors asymptotically tend to zero as well as
velocities u and r tend to the desired values 1y = 1 m/s and ry = c.uy. The horizontal sections of lines
that are shown in Figures 10 and 11 correspond to a motion without disturbances.

Figure 12 shows that the developed path-following controller, combating the curvature-induced
disturbances, may cause saturation of the torque G (maximum torque Gmax = 300 N - m). The reason for
this is that the feedback gains of the controller were synthesized in order to minimize the steady-state
errors for s, and y,. It should be noted that other requirements to the lower level controller, specified
in terms of direct indicators of dynamic quality, can be satisfied using the VLF-based tool employed in
this paper for tuning feedback gains. For example, the aim of synthesis may be to maximize the size
of the region of attraction. Note also that the path-following errors can be reduced by regulating the
forward speed 1 of the VT, or transforming the generated path into a smoother one, or reducing the
control interval h.

mSOR

150 int
waypoints
the actual path

100

50 mDOL

mode

-50

z, m

Finish
100 mNRP

the reference path
-150 p

-200

Start

-250

; ; ; ; ; mPF® . . ‘ R
-200 -100 0 100 200 0 100 200 300 400 500 600 700 800 900
Yy, m t,s

Figure 9. Simulation results for Scenario 1: sharp-edged obstacle environment. On the left, the blue
area corresponds to the obstacle on the (x,y) plane, the red line represents the AUV’s reference path,
and the blue line represents the actual trajectory obtained by the simulation; marks on the red line are
points connecting two adjacent segments of the reference path. On the right, the blue line shows the
change in the state of the designed discrete event system and red marks on the line indicate moments
when a new path is generated.
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Figure 10. Path-following errors for Scenario 1: along path error s, (left-hand part) and across path
error Y, (right-hand part).
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Figure 11. AUV velocities for Scenario 1: forward velocity (left-hand part) and yaw velocity
(right-hand part).
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Figure 12. Control activity for Scenario 1: force (left-hand part) and torque (right-hand part).
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Figure 13. Evolution of the path curvature in Scenario 1.

Figures 14 and 15 show the simulation results for Scenarios 2 and 3, respectively. We do not display
all results for these scenarios because the missed data do not provide new information about the
performance of the designed path-following controller and are quite similar to the simulation results
of Scenario 1. In particular, the path curvature is bounded by constant cmax = 0.05; the path-following
errors s, and y, increase significantly when the path curvature changes with a jump, and then, passing
through a transient phase, tend to the neighbourhood of zero; u# and r behave similarly, with the only
difference being that they tend to uy and rj respectively; force F and torque G do not exceed the
maximum allowed limits Fmax and Gmax, respectively.

As shown in Figure 14, being in path-following mode mPF, the AUV activates obstacle avoidance
mode mDOR twice: at the very beginning and on the 250th s of Scenario 2. Following the right-hand
rule that was implemented in the developed DES, the AUV does not change the chosen avoidance
direction until it returns to the reference path. During the obstacle bypass, mode mDOR alternates
with mode mSOL. The last is activated when the AUV reaches the end of the avoidance path, and no
obstacles are detected on the left. Elementary event eRRPR, which is monitored in mode mDOR,
determines whether the AUV is ready to return to the reference path: the AUV is ready if event eRRPR
can be detected. This event is introduced to exclude situations when the AUV repeatedly travel along
the same reference path segment. In Scenario 2, when the AUV gets out of the U-shaped obstacle trap,
the fact that event eRRPR does not occur prevents the AUV from returning to the part of the reference
path that it has already passed.

The left-hand part of Figure 15 shows that the AUV freely passes between obstacles at the bottom
part of the scene because they are located far enough away from each other (the distance between
obstacles is more than 70 m). In turn, the AUV does not try to squeeze between the tightly placed
obstacles at the top of the scene and detours them by turning to the right. Such behavior allows for the
vehicle not to be caught in a potential trap and to use only standard path planning algorithms.
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Figure 14. Simulation results for Scenario 2: U-shaped obstacle environment. The explanation of the
figure is the same as that of Figure 9.
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Figure 15. Simulation results for Scenario 3: cluttered environment. The explanation of the figure is the
same as that of Figure 9.

5. Discussion

The simulation experiments have shown that the developed event-based approach to real-time
path planning is practical in most possible situations. However, we are far from the opinion that it
provides rational behavior for the AUV in all circumstances. An example of the irrational behavior of
the AUV is the simulation scenario 2 (see Figure 14), in which it is more advantageous for the AUV,
after getting out of the U-shaped trap, to turn to the right and move along the obstacle, holding it on
the right. The irrational behavior arises from the fact that an essential characteristic of the proposed
approach is the reactivity of decision making without using global information about the environment,
for example, in the form of a map incrementally built during the motion. The application of such
models in path planning procedures will be studied further.

In general, it is not easy to evaluate a path planning algorithm from a real-time perspective
without conducting experimental work on real AUVs. However, extensive simulations can also be
used in order to evaluate the algorithm for real-time applicability indirectly. For example, it takes less
than 100 s on a computer with the Intel Core i7-8550U 1.8 GHz processor to run the simulation scenario
1 (with a sharp-edged obstacle) of 900 s from Section 4. Computations for this scenario, in addition to
integrating the motion equation, generating paths, and updating control signals, also include rendering
the scene. The computation time indicates that the proposed method has high potential for working in
real-time. The efficiency of path planning is achieved due to some features of the proposed event-based
approach. First, the path update regulated by the designed DES occurs when it is vital. Second,
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the developed path planning algorithms do not rely on in-depth optimization: the algorithm based
on the waypoint guidance method uses only a simple model of the environment built on raw data
that were obtained from FLS and is not optimizing in its essence; the algorithm based on Dubins
curves moves through only up to four path alternatives to choose the best one. Third, to determine
the direction of bypassing detected obstacles, an in-depth analysis of the local environment is not
performed: if two obstacle avoidance directions are equal, then the designed DES chooses one of them
based on the analysis of forthcoming waypoints of the reference path. Finally, checking all of the
triggering conditions does not require significant computing efforts.

The developed approach to path planning is ideologically close to (and in many ways inspired
by) [4,14]. However, in contrast to these studies, we consider a more elaborate formulation of the path
planning problem, in which the AUV has to move along a reference path, instead of trying to reach a
static target point. Besides, we do not divide obstacles into classes and do not use separate planning
algorithms for each class. Additionally, the robust convex outline algorithm proposed in the paper
produces fewer points compared to the largest polar angle algorithm from [14], which reduces the
number of path segments generated by the waypoint guidance method used in both studies.

In the proposed event-based approach, a DES determines the obstacle avoidance behavior of
the AUV. We designed the DES in such a way as to avoid situations that require the use of energy
inefficient emergency modes [14]. These situations arise when any path generated by path-planning
algorithms leads to a collision with an obstacle or dangerously approaches it. The logic of the AUV’s
behavior is described using concepts accepted in the theory of discrete event systems. In the future,
this will allow for us to apply formal methods and software tools to analysis of DESs intended for path
planning. Besides, we plan to develop a convenient tool for specifying DES with the possibility to
integrate new rules and actions in the path planning process.

Although the focus of the paper is on path planning in an unknown environment, it also
concerns the path-following problem. The designed path-following controller demonstrates acceptable
performance: the steady-state tracking errors in the along path direction s, and in the across path
direction y. do not exceed 1 m (see Figure 10). Analysis of the simulation results showed that the
tracking errors are primarily affected by jump changes in the path curvature. At the same time,
such jumps occur quite rarely at junction points of two adjacent path segments, so the AUV has time
to reduce errors before reaching the next junction point. It should be noted that increasing D, in the
RCOA algorithm can reduce the number of path segments that are generated by the waypoint guidance
algorithm and, therefore, the number of jumps. In turn, a path generated by Dubins curve-based
algorithm consists only of three segments.

6. Conclusions

In the paper, we developed a two-level control system that allows for the AUV to move along a
given reference path in a two-dimensional (2D) environment with obstacles. The key idea behind the
developed approach is to use a discrete event system at the top level as a mechanism for detecting
situations that require path updates and waypoint management. Two path planning algorithms were
developed in order to ensure safe obstacle avoidance and return to the reference path after completing
the avoidance maneuver. A digital path-following controller was designed while using the vector
Lyapunov function method by minimizing the steady-state positioning errors of the AUV with respect
to the moving VT. The simulation results illustrated the performance of the control system proposed.

The developed approach demonstrates promising results on the plane. In our opinion,
the approach has the potential to be extended to the 3D case. Additionally, there is a particular
interest in its application to multiple AUVs. We plan to work on these directions in the future.
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