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Abstract: Histogram shifting (HS) has been proved to be a great success in reversible data hiding (RDH).
To reduce the quality loss of marked media and the increase in file size, several two-dimensional (2D)
HS schemes based on the characteristics of cover media have been proposed recently. However,
our analysis shows that the embedding strategies used in these methods can be further optimized.
In this paper, two new 2D HS schemes for RDH in H.264/AVC video are developed, one of which
uses the DCT coefficient pairs with both values 0 and the other does not. The embedding efficiency
of a DCT coefficient pair in different embedding modes is firstly calculated. Then, based on the
obtained embedding efficiency along with the statistical distribution of DCT coefficient pairs, two better
embedding strategies are proposed. The secret data is finally embedded into the pairs of DCT
coefficients of the middle and high frequencies using our proposed strategies. The comparison
experiment results demonstrate that our schemes can achieve enhanced visual quality in terms of PSNR,
SSIM, and entropy in most cases, and the increase in file size is smaller.
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1. Introduction

As a special type of data hiding, RDH schemes imperceptibly embed secret data into cover
media in a reversible manner, meaning the cover media can be losslessly recovered after data
extraction. Due to the reversibility, RDH schemes are especially useful in the scenarios where any
distortion may be unacceptable, such as military applications, medical imaging, and law enforcement.
For example, the integrity check code of a video can be embedded into it to assure the video used
for law enforcement has not been modified. So far, many RDH schemes have been proposed, which
can be classified into three main categories: lossless compression [1,2], difference expansion [3-6] and
histogram shifting [7-23]. HS-based RDH scheme was first proposed by Ni et al. [7], and it is improved
for years afterwards using the histograms of difference image [8,9] or prediction errors [10-13],
multiple histograms [14-17] and 2D HS [18-23].

Most aforementioned RDH schemes are only suitable for uncompressed images, and cannot
be directly applied to compressed images and videos. However, compressed media such as JPEG
images and H.264/AVC videos are more commonly used in daily life. Several RDH schemes have
been proposed for JPEG images [24-29]. Huang et al. [24] proposed an HS-based RDH scheme for
JPEG images by expanding the AC coefficients with values £1. Moreover, a block selection strategy is
used to adaptively choose DCT blocks for data embedding. An ordered embedding method to further
reduce the increase in the file size of marked images was proposed in [25]. Subsequently, two different
coefficient selection methods are proposed in [26,27] to further improve the embedding efficiency.
Recently, He et al. [28] established the negative influence models of image visual distortion and file
size change, which can be employed to optimize the selection of DCT blocks and coefficient frequencies.

Appl. Sci. 2020, 10, 3375; doi:10.3390/app10103375 www.mdpi.com/journal/applsci


http://www.mdpi.com/journal/applsci
http://www.mdpi.com
https://orcid.org/0000-0002-1689-0509
http://dx.doi.org/10.3390/app10103375
http://www.mdpi.com/journal/applsci

Appl. Sci. 2020, 10, 3375 20f19

Cheng et al. [29] proposed a 2D HS-based RDH scheme for JPEG images as well as a selection strategy
based on the optimal frequency band of the DCT coefficient pairs.

For H.264/AVC video, Chung et al. [30] proposed embedding the motion vectors (MVs) into DCT
coefficients using the HS method for the purpose of intra-frame error concealment. In [31], position of
the last nonzero level of DCT block is used to embed secret data. Although the distortion caused by
data hiding can be reduced, the embedding efficiency is not high. To avert the intra-frame distortion
drift, the directions of intra-frame prediction are used in the RDH scheme of [32]. To reduce the quality
distortion, a 2D HS-based RDH scheme was introduced by Xu et al. [33] to embed secret data into
DCT coefficients of middle and high frequencies. A different 2D HS-based method is also proposed
in [34] to improve the embedding efficiency. Kim et al. [35] proposed an RDH algorithm based on
compensation, reducing the modification of DCT coefficients. Niu et al. [36] presented an algorithm
based on the HS of MVs, and to further improve the embedding performance, they also presented a
2D HS-based method of MVs [37].

Although many video coding schemes [38—41] based on DCT or wavelet transform [42] have been
proposed, H.264/AVC is the most commonly used video coding format. Thus, the RDH technique for
H.264/AVC video is of great value. In this paper, in order to embed additional data into H.264/AVC
videos, the embedding efficiency of a DCT coefficient pair in different embedding modes is firstly
calculated. Then, based on the computed embedding efficiency along with the statistical distribution
of DCT coefficient pairs, the defects in several 2D HS schemes are analyzed. In addition, two better
embedding strategies are proposed. The secret data is finally embedded into the pairs of DCT
coefficients of the middle and high frequencies using our proposed methods. The experimental results
demonstrate the effectiveness of our embedding strategies. Compared with the related schemes, the
marked videos of our schemes have better visual quality in most cases, and the increase in file size of
them is smaller.

The remainder of this paper is organized as follows. Firstly, the 2D HS-based RDH technique is
briefly reviewed in Section 2. Then, based on the analysis of several 2D HS schemes for compressed media,
the proposed two 2D HS-based RDH schemes are described in detail in Section 3. The experimental
results and analysis are then presented in Section 4. Finally, the conclusions are given in Section 5.

2. HS-based RDH Technique

The one-dimensional (1D) HS-based RDH technique was first developed in [7] for uncompressed
images, whose main idea is briefly reviewed here. Firstly, the histogram of pixel values in an image is
generated by

h(k) = #{xi|x; = k}, 1

where # denotes the cardinal number of a set, k € [0,255] N Z, and x; is a pixel from the image. Then the
bins between the peak and zero bins are shifted toward the zero bin by one unit, i.e.,

+1 ifx; € lk 1,k, —1],
Xi:{x,+ ifx; € [kp +1,k; — 1] @)

X ifxl'¢ [kp—Fl,kz—l],

where kj, and k; denote the pixel values of the peak and zero points of the histogram respectively, and
without loss of generality, it is assumed that k, < k. Finally, the data is embedded into the pixels by

Xi:{xiJrl ifx; =k, &m; =1, 3)

Xi ifxi:kp&mizo,

where m; is one bit of secret data to be embedded. The 1D HS-based method is illustrated in Figure 1.
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Figure 1. Illustration of 1D HS-based method.

The classic 2D HS-based RDH technique [19], which is extended from 1D HS-based method,
is illustrated in Figure 2. Compared with 1D histogram, 2D histogram is generated by the statistical
distribution of value pairs, so the line shown in Figure 1 is changed into a plane, as shown in Figure 2.
The point (x, y) in the plane is a value pair composed of different kinds of objects (e.g., prediction errors
of pixel values, transform coefficient values) used for data embedding. When the DCT coefficients
are used to carry secret data, the value pair is also called a coefficient pair. Thus, the (0,0) DCT
coefficient pair, which will be used later in the paper, denotes a pair of DCT coefficients with both
values 0. There are various ways of pairing objects. For example, two consecutive DCT coefficients in a
block or two DCT coefficients from adjacent blocks with the same frequency can be paired. Each arrow
in Figure 2 indicates the possible modification of the value pairs. The number of arrows ending at
a certain point can be called the in-degree of the point, and the number of arrows starting with a
point can be called its out-degree. Generally, the amount of the modification to a value pair will be
different when the value pair is modified along different directions. For instance, when a value pair
(x,y) = (1,0) is modified to (2,1) or (2,0) when m; = 0 or m; = 1, the corresponding amount of the
modification to (1, 0) is 2 or 1, respectively. For ease of discussion, the modification method of a point
with a given out-degree is referred to as the embedding mode of the point, and the combination of
different embedding modes is called an embedding strategy in the rest of this paper.
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Figure 2. Classic 2D HS-based method.

Since each point can be modified with many different embedding modes, there are various
embedding strategies to design a 2D HS-based scheme, which will result in different embedding
efficiency. High embedding efficiency means that more data can be embedded per unit modification.
For compressed media, the classic 2D HS-based method may not be efficient enough. The reason is that,
unlike pixels in uncompressed images, the objects used for data embedding in the compressed domain
need to be encoded. For those commonly used objects, e.g., DCT coefficients and MVs, the results
of entropy coding are sensitive to their values. For example, entropy coding of DCT coefficients in
H.264/AVC video is related to the coefficient values of both current block and neighboring blocks.
In addition, the distribution of zero values also has a great impact on the efficiency of entropy encoding.
To improve embedding efficiency, several 2D HS-based RDH schemes have recently been proposed for
JPEG images [29] and H.264/AVC videos [33,34,37], which will be analyzed in the following section.
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3. Proposed Schemes

In this section, we first use the embedding efficiency to analyze the embedding strategies of
several 2D HS-based RDH schemes in compressed domain. Then according to the analysis results,
two new 2D HS-based RDH schemes are proposed, one of which uses the (0,0) DCT coefficient pairs
and the other does not.

3.1. Analysis of 2D HS-based RDH Schemes in Compressed Domain

Although our proposed scheme is general for DCT coefficients and MVs, the modification of MVs
may introduce huge prediction errors, and with the increase of frame number, the error propagation
will greatly degrade the quality of the video. Therefore, only the DCT coefficients are selected for
embedding. The embedding efficiency of the embedding mode i related to a coefficient pair is defined
as follows.

L B; - 2111\]:1 Pnbn 4
VTR p @
! n=1PnUn

where B; is the number of bits that can be embedded into the coefficient pair with the embedding
mode 7, and V; is the corresponding amount of modification to the coefficient pair. p, is the occurrence
probability of a certain modification direction n of the embedding mode i, and N is the out-degree of
the DCT coefficient pair, thus, YN ; p, = 1. by, is the number of bits that can be embedded through the
modification direction 1, and v, is the corresponding amount of modification to the coefficient pair.
In 2D HS, the shifting across a coefficient pair will introduce excessive modification, so this kind
of shifting will not be considered. On this basis, the maximum out-degree of a coefficient pair is
nine, including eight neighbors and the coefficient pair itself. To embed secret data, the out-degree
of a coefficient pair must larger than one. The embedding efficiency is not only related to the
value of out-degree, but also to the length of secret data that can be embedded with the chosen
modification directions.

Without loss of generality, it can be assumed that the secret data to be embedded is evenly
distributed on 0 and 1, i.e., the probabilities of 0 and 1 in the data are both 0.5. Then, the occurrence
probability of a binary string consisting of 0 and 1 is inversely proportional to the length of the string.
The longer the string, the lower the probability. For example, the probability of a string of length 1
(e.g., ‘0") is 3, while the probability of a string of length 2 (e.g., ‘10’ or ‘11" is § x 3 = 1. Therefore,
to obtain more efficient embedding modes for a given out-degree, the direction that would cause large
modifications should be used to embed long data string. Based on these observations, the embedding
modes with the highest embedding efficiency for a given out-degree can be obtained. The results are
illustrated in Figure 3, and the corresponding embedding efficiency of each embedding mode can be
calculated as follows.

B, ix1+ix1 1
Ey= 2= = =2, 5
A 1x1 0.5 ©)
By 3x14+3ix1 15
E3=_ = == =3, 6
M7 I x2 5 ©)
By 2 2
Ey=_ = = =267, 7
TV 3x1 075 @)
b Bs_3x2+3x3 225 ®)
TV 3x1 07
Bs $x2+1x3 25
Fg= -2 =2 2" = = 2.857, ©)

Vo 2x1+ix2 0875



Appl. Sci. 2020, 10, 3375 50f19

B, 1x2+3x3 275

TV gx1+2x2 1 10)
Bg 3 3

T W% ix1+ix2 125 (1)
By £x3+%x4 3125

Eg=— = = =2.6. 12

T sx1+3x2 175 (12)

From the above calculation results, it can be seen that the highest embedding efficiency can be
achieved with the out-degree is 3 or 5, and the embedding capacity with an out-degree of 5 is higher.
Similarly, the embedding efficiency of other embedding modes with different out-degrees can be
easily obtained. Accordingly, the defects in the embedding strategies of the related 2D HS-Based RDH
schemes are analyzed in Sections 3.1.1 and 3.1.2.

@ o ©o m;=0 @ o ©o mim,..= 00 ® O ©o
mi=0 m,m,,= 01
m;m;,,= 10
mi=1 @ @ @ @ @ @ mm.=10 @@ @
mim;.,=11 1
mm.,=
@ o ©o @ o ©o @ o o
(a) The out-degree is 2. (b) The out-degree is 3. (c) The out-degree is 4.
mm,= 01
MM, = 01 m;m;.,M;..= 100
m;m,, = 01 mm..= 10 mm;.,M;..= 101
mm,.= 10 e o o mm,.,m,.,= 110 m;m,,, m,.,= 110

e
mm,, =11 miMmi, M= 111 mm;.,m..,= 111
@

e O o e O
m;m,; M;..= 000 . d . m;m,,., M,.,= 000 . d . m,m..,m,.,= 000 d .
@ @

m;m,,, m,.,= 001 ' ‘ ‘ m; M., M,.,= 001 . . m;m,,; m.,= 001 ' '
(d) The out-degreeis 5. (e) The out-degree is 6. (f) The out-degree is 7.

m,m,.,m;.,= 100

mm..m..=010 @ ®@ @ mnm.m.=100 m, m, , m,..= 010 () () @ mm.m,=101
— 7 5 >

M, M2, .= 011 MMM,z 100 M= 011 MMM, = 110

>
...................... »
mi My M= 000 . ( !\ i".\ . m,m,,,m,,= 110 MMy M2 = 000 . (J\ “\ . m; My My, M= 1110

MeaMea= 4 mm.m,.= 111 m,m,., m,.;= 001 T mm,.m,.m,.= 1111
m; M., mi.,= 001 . . 5 112 . . % 1Mz My
(g) The out-degree is 8. (h) The out-degree is 9.

Figure 3. The best embedding modes for a given out-degree.

3.1.1. Related Schemes Using the (0, 0) Coefficient Pairs

The number of coefficient pairs (0,0) are usually much larger than those of other coefficient pairs,
so very high capacity can be obtained in the schemes using the (0,0) coefficient pairs. However, at the
same time, when many zero coefficients are changed to non-zeros during data embedding, there will
be a considerable increase in the file size of marked videos. Therefore, the schemes using the (0,0)
coefficient pairs may only be suitable for the situations where high capacity is required regardless of
file size.

In [34], an embedding mode with an out-degree of 3 is applied to most points on the
coordinate axis; however, this embedding mode is not the most efficient embedding mode with
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an out-degree of 3. More importantly, in order to make the scheme reversible with this embedding
mode, both values of many pairs will be modified without data embedding, so many modifications
are introduced without increasing the embedding capacity. Thus, the overall embedding efficiency
may decrease. In [33], only the points in the right half plane are used, so not only are many points
in the other half plane not fully used, but the best embedding mode with an out-degree of 5 cannot
be used for the (0,0) coefficient pairs. Thus, the use of the embedding mode with an out-degree of 4
make this method generally less efficient than the method proposed in [34] for E4 < Es.

3.1.2. Related Schemes Without Using the (0, 0) Coefficient Pairs

To reduce the increase in file size, the (0, 0) coefficient pairs should not be used. The corresponding
schemes are usually suitable for the case where the increase in file size should be as small as possible,
but the required embedding capacity is not large. In this case, the number of the coefficient pairs
(0,1),(0,—1),(—1,0) and (1, 0) is the largest, so these pairs are the best candidates for data embedding.

In [29], to reduce the modification to the zero coefficients, the best embedding mode with the
out-degree being 2 is applied to the coefficient pairs (0,1), (0, —1), (—1,0) and (1,0). Although the
probability of modifying the zero coefficients is 0.5 when the best embedding modes with an out-degree
of 2 or 3 are used during data embedding, E; < E3. Hence, this embedding strategy lowers the overall
embedding efficiency without reducing the modifications. In [37], the best embedding modes with an
out-degree of 4 are used for the coefficient pairs (—1,0) and (1,0), but the less efficient embedding
modes with an out-degree of 4 are used for the coefficient pairs (0,1) and (0, —1). In addition,
the embedding efficiency of the two used embedding modes is lower than that of the best embedding
mode with an out-degree of 3. Moreover, the two values of many coefficient pairs need to be modified
at the same time, so the videos will be greatly modified.

3.2. Proposed 2D HS-Based RDH Schemes

Since the modifications of zero DCT coefficients have a great negative impact on the compression
rate, long string of data should be preferentially embedded through the modification directions that
will modify more zero coefficients. As analyzed in Section 3.1, the probability of long data string is
small, so the probability of the modification to zero coefficients can be reduced. Based on this premise
and the previous conclusions about the embedding efficiency in Section 3.1, two new 2D HS schemes
are developed for RDH in H.264/AVC video, one of which uses the (0,0) DCT coefficient pairs and
the other does not. The details of these two schemes are described in the following two sections.

3.2.1. 2D HS Using the (0,0) Coefficient Pairs

Let (x,y) denote a cover coefficient pair, and the corresponding marked coefficient pair is
represented by (x’,'). The proposed 2D HS scheme using the (0, 0) coefficient pairs is illustrated in
Figure 4. First, all points are divided into several disjoint sets shown below.

S1={(0,0)},

S2={0y) ly>0&y #2}, Ss={(-L1)}, Sa={(0y) |ly<0&y # -2}, Ss={(1,-1)},
Se ={(x,0)|x>0&x#2}, S7={(L1)}, Sg={(x,0)[x<0&x# -2}, Sg={(-1,-1)},
S10={(xy) |x>0&y >0}—-57 S ={(02)},

Sp={(xy) | x<0&y>0}—S3 Si3={(-20)},

Su={(xy) | x<0&y <0} —S9, S15=1{(0,—-2)},

Si6={(x,y) | x>0&y <0} —Ss5, Si7={(2,0)}.

Then, the method of embedding data into the coefficient pairs belonging to different sets is
described as follows.
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If (x,y) € Sy, the marked coefficient pair will be

x,Y) if mym; 1 = 01,
) if mim;q =10,
) if mmiq =11, (13)
x—=1y) if mym;ym;o =000,
)

if mim;i 1My = 001.

If (x,y) € Sp U S3, the marked coefficient pair will be

(x,ly,):{(x,y—i-l) if m; =0, 1)

(x—1y) ifm;=1.

If (x,y) € S4 U Ss, the marked coefficient pair will be

1) ifmy =
(,y) =y =0 (15)
(x+1,y) ifm;=1.

If (x,y) € Se U Sy, the marked coefficient pair will be

() = (x+1,y) ifm=0&y=00rm=1&y #0, 16)
(x,y+1) ifm=1&y=00rm; =0&y #0.
If (x,y) € Sg U Sy, the marked coefficient pair will be
(o, y) = (x—=1y) ifm=0&y=00rm=1&y #0, 17)
(x,y—1) ifm=1&y=00rm; =0&y #0.

If (x,y) € S10U S11 U S12 U S13 U S14 U S35 U S16 U Sy7, any secret data cannot be embedded, so
the coefficient pair will be just shifted as

(x,y+1) if (x,y) € S1oU S,
-1, , S12 U S13,
(x//]//) _ (x y) (x y) € o 13 (18)
(x,y—1) if (x,y) € S14U S5,
(x+1,y) if(x,y) € S16U S17.

Although our method and the method proposed in [34] use the same embedding mode for the
(0,0) coefficient pairs, the embedding modes used at other points in our scheme is different from that
used in [34]. To evaluate the embedding performance of different schemes, the overall embedding
efficiency is defined by
ZAm/I:1 TmBm
Z%:l "m Vm ’
where 1, is the ratio of points using the embedding mode m to the total number of points, M is the
number of embedding modes included in a scheme, thus Zﬁf:l rm = 1. By, is the number of bits that can
be embedded with the embedding mode 1, and V};, is the corresponding amount of modification to the
DCT coefficient pair. Here, the point shifting without data embedding is considered a special embedding
mode that can embed 0 bits. Since the embedding efficiency represents the embedding capacity per unit
modification, high embedding efficiency means that under the same payload, the amount of modification

OE — (19)

will be smaller, which will have less impact on video quality and file size.
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Figure 4. The proposed 2D HS using the (0, 0) coefficient pairs.

A video clip called ‘bus’ from Xiph.org (https://media.xiph.org/video/derf/) is used to illustrate
calculation of OE. The first 90 frames of this video is encoded using the H.264/AVC codec with
a quantization parameter (QP) of 16, and a group of pictures (GOP) structure IPBPBPBPBPBPBPB.
The number of each DCT coefficient pair with both values in the range [—4, 4] in the first GOP of video
‘bus’ is summarized in Table 1.

Table 1. The number of different DCT coefficient pairs in the video ‘bus’.

X

-4 -3 -2 -1 0 1 2 3 4
y

—4 35 65 109 185 411 217 100 57 36
-3 55 108 196 434 974 453 219 104 56
-2 86 155 435 1272 3453 1332 495 198 99
-1 164 371 1175 5263 24,321 5516 1298 417 168
0 277 809 3274 26,301 251,897 26,346 3450 823 311
1 160 390 1314 5472 24,283 5330 1262 370 158
2 98 194 506 1357 3473 1257 494 184 86
3 50 99 238 457 1021 432 199 95 54
4 34 54 105 197 395 176 100 77 34

Let OE, and OE, denote the overall embedding efficiency of our method and the method
presented in [34], respectively. Based on the statistical results given in Table 1, OE, and OE; can
be estimated as below.

251,897 127,853 33,975
OF, — 375 X225+ gi3755 X 1+ g335755 X0 694,621.25

251,897 127,853 33,975 =
13755 X 0.75 + 13735 X 1+ i35 X 1 350,750.75

251,897 64,392 48,604 6926 41,906
OF. — 13725 X225+ g3755 X 1.5+ 3705 X 1+ 375 X 1+ 1375 X0 718,886.25
z

251,897 64,392 48,604 6926 41,906 =
Ti375 X 075+ q375 X 1+ a3755 X Lo+ ap5755 X 1+ 575 ¥ 2 416,958.75

= 1.980.

=1.724.

It can be seen from the above calculation results that our overall embedding efficiency is higher
than that of the method proposed in [34]. The reason is that the embedding modes used in [34] for the
points on the coordinate axis affect the shift of those points without capacity gain. In [34], both values
of those points that are shifted without data embedding need to be modified, while only one value
will be modified in our scheme. When the video content is more complex and the compression rate is
lower, the number of shifting-only points will increase, thus, the impact of bigger modifications will be
more obvious.

3.2.2. 2D HS without Using the (0,0) Coefficient Pairs

The proposed 2D HS scheme without using the (0,0) coefficient pairs is illustrated in Figure 5.
First, the points except (0,0) are divided into several disjoint sets as follows.
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S1={1,0)}, S2={(01)}, S3={(-1,0)}, S4={(0,-1)},
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So = {(x,1)

S13={

x,0)[x>1}, Sy ={(x0)[x<-1}, Si5={(xy) [y>1}, Sie={(xy) |y <-1}.
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Then, the method of embedding data into the coefficient pairs belonging to different sets is described

as below.
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Figure 5. The proposed 2D HS without using the (0, 0) coefficient pairs.

If (x,y) € Sy, the marked coefficient pair will be

(x,y)
(*y) =1 (x+Ly)
(x,y+1)

If (x,y) € Sy, the marked coefficient pair will be

(x,y)
(., y) =4 (xy+1)
(x—=1,y)

If (x,y) € S, the marked coefficient pair will be

(x,y)
(X, y) =4 (x-1y)
(x,y—1)

If (x,y) € S, the marked coefficient pair will be

(x,y)
(X, y) =< (x,y—1)
(x+1Ly)

If (x,y) € Ss, the marked coefficient pair will be

(x,y+1)
() =< (x+1,y)
(x+1Ly+1)

if m; = 0,
if mimiy 1 = 10,

if mim; 1 = 11.

if m; = 0,
if mim;, 1 = 10,

if mimj 1 = 11.

if m; = 0,
if mimii 1 = 10,

if mim; 1 = 11.

if m; = 0,
if mimii1 = 10,

if mim;,1 = 11.

ifmi =0,

if mim;iq1 = 10,

if mimi 1 = 11.

(20)

(21)

(22)

(23)

(24)
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If (x,y) € Se, the marked coefficient pair will be

(v, y+1)
(x,y)={(x-1Ly)
(x—1Ly+1)

If (x,y) € Sy, the marked coefficient pair will be

(x,y—1)
(x,y)=1{(x-1Ly)
(x=1y-1)

If (x,y) € Ss, the marked coefficient pair will be

(x,y—1)
(. y)=1{ (x+Ly)
(x+1Ly—1)

If (x,y) € S, the marked coefficient pair will be

ifmi =0,

if mimi 1 = 10,

if mimi 1 = 11.

ifmi =0,

if mimi 1 = 10,

if mimi 1 = 11.

ifmi =0,

if mimi 1 = 10,

if mimi 1 = 11.

if m; = 0,

(x+1Ly+1) ifm=1.

(fﬂv_{@+Lw

If (x,y) € Syo, the marked coefficient pair will be

(x/,yl) _ {(x_ 1']/)

if m; = 0,

(x—1Ly+1) ifm =1

If (x,y) € S11, the marked coefficient pair will be

(x//y/) _ {(xlry)

if m; = 0,

(x—1Ly—-1) ifm =1

If (x,y) € S1p, the marked coefficient pair will be

(x/’y/) _ {(x +1y)

if m; = 0,

(x+1Ly—-1) ifm =1
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(25)

(26)

(27)

(28)

(29)

(30)

(31)

If (x,y) € S13 U S14 U S15 U Sy, any secret data cannot be embedded, and the coefficient pair will

be shifted as

)
) € S1a,
)
)

if (x Yy) € S16-

(32)

Because the method described in [37] uses more points on the coordinate axis for data embedding,
while the method presented in [29] does not use any points on the coordinate axis except
(0,1),(0,—1),(—1,0) and (1,0) for data embedding. It can be easily inferred that the embedding
capacity of our scheme illustrated in Figure 5 will be lower than that of [37], and higher than that
of [29]. Our scheme achieves a good balance between embedding capacity and modification to video,
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so its performance is better than the methods of [29,37] for most payloads, which will be demonstrated
in the massive experiments.

3.2.3. Data Extraction and Video Recovery

In the proposed scheme, the data extraction and video recovery can be completed by the inverse
operation of embedding. From Figures 4 and 5, it can be observed that the in-degree of each point
is one. Therefore, each coefficient pair in the marked video denoted by the point (x’, 1) can be uniquely
restored to the original coefficient pair in the cover video denoted by the point (x, y) by following the
opposite direction of the arrow ending at (x,1’), and at the same time, the embedded data can be
obtained according to the rules of shifting (x,y) to (x/,1/).

4. Experimental Results

The proposed schemes are implemented based on the reference software JM 19.0 (http://iphome.
hhi.de/suehring/tml/) for H.264/AVC. Six typical sequences with the resolution of 352 x 288 from
Xiph.org video dataset are used in our experiments. These videos contain different motion and content,
allowing for a wide range of payloads. The first 90 frames of each video are encoded with main profile,
and the GOP structure is IPBPBPBPBPBPBPB, which means that there are six GOPs in total.

To compare the performance of different 2D HS schemes fairly, the method proposed in [29] is
modified to make it suitable for H.264/AVC video, and the objects used for data embedding in [37] is
changed from motion vectors to DCT coefficients. Moreover, to reduce the impact of data embedding
on video quality, only P frames and B frames are used for data embedding. In addition, the DCT
coefficient pair is composed of two sequential coefficients in a zig-zag scanning order. There are 16
coefficients in a 4 x 4 block of H.264/AVC video, but only the 7th to 16th coefficients are selected,
because modifying more low-frequency coefficients may cause larger video distortion.

In the following sections, Ours™ is used to denote our proposed scheme using the (0, 0) coefficient
pairs, and Ours™ denotes our proposed scheme without using the (0,0) coefficient pairs. To present
the comparison results more clearly, we also use gray cells to rank the results. There are three types of
gray cells. The darker the cell, the higher the ranking of the result. In addition, the best results are
displayed with underlined numbers.

4.1. Embedding Capacity

Although the primary goal of our schemes is to reduce the loss of video quality and the increase
in file size, the embedding capacity should not decrease too much. In this section, the embedding
capacity of different schemes is evaluated. The results of the schemes using the (0, 0) coefficient pairs
are shown in Table 2. It can be learned that the capacity of [33] is lowest, which is significantly lower
than that of our scheme and [34]. Furthermore, the capacity of our scheme is very close to that of [34],
and the difference is generally around 1%, which is basically negligible.

Table 2. The embedding capacity of the schemes using the (0,0) coefficient pairs, where the percentage
figures in parentheses indicate the relative difference between other schemes and Ours™.

Embedding Capacity (bits)

Video Qr=16 Qr =28
Ours™ [33] [34] Ours™ [33] [34]
foreman 3,415,024 2,991,010 (—12.4%) 3,411,252 (—0.1%) 442,374 387,443 (—12.4% 445,023 (+0.6%

) )
container 2,197,152 1,914,967 (—12.8%) 2,206,489 (+0.4%) 180,453 156,344 (—13.4%) 182,238 (+1.0%)
bus 3,885,660 3,216,720 (—17.2%) 3,874,676 (—0.3%) 1,442,234 1,267,463 (—12.1%) 1,453,286 (+0.8%)
crew 3,888,517 3,488,241 (—10.3%) 3,886,072 (—0.1%) 1,048,725 928,943 (—11.4%) 1,051,886 (+0.3%)
hall_monitor 4,213,795 3,762,970 (—10.7%) 4,219,961 (+0.1%) 250,843 217,846 (—132%) 253,323 (+1.0%)

(- ) )

mobile 2,814,823 2,134,882 (—24.2%) 2,823,286 (+0.3%) 1,597,461 1,357,855 (—15.0%) 1,614,352 (+1.1%



(http://iphome.hhi.de/suehring/tml/)
(http://iphome.hhi.de/suehring/tml/)
Xiph.org
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The results of the schemes without using the (0,0) coefficient pairs are shown in Table 3. As can
be seen from Table 3, although the embedding capacity of our proposed scheme is lower than that
of [37], it is still higher than that of [29]. The experimental results are consistent with the previous
analysis presented in Section 3.2.

Table 3. The embedding capacity of the schemes without using the (0,0) coefficient pairs, where the
percentage figures in parentheses indicate the relative difference between other schemes and Ours™.

Embedding Capacity (bits)

Video QP =16 QP =28
Ours™ [37] [29] Ours™ [37] [29]

foreman 674,237 864,838 (+28.3%) 480,248 (—28.8%) 16,892 22,252 (+31.7%) 11,761 (—30.4%)
container 388,377 499,770 (+28.7%) 273,428 (—29.6%) 11,747 15,398 (+31.1%) 8118 (—30.9%)
bus 1,253,046  1519,264 (+21.2%) 879,967 (—29.8%) 156,593 205,092 (+31.0%) 110,696 (—29.3%)
crew 616,595 795,013 (+28.9%) 440,713 (—28.5%) 24478 32,174 (+31.4%) 16,845 (—31.2%)
hall_monitor 701,549 920,756 (+31.2%) 493,344 (—29.7%) 14,704 19,408 (+32.0%) 10,171 (—30.8%)
mobile 1,371,842 1,616,303 (+17.8%) 989,803 (—27.8%) 311,538 404,755 (+29.9%) 220,584 (—29.2%)

4.2. Video Quality

To obtain a reasonably comprehensive evaluation of the impact of data embedding on the quality
of H.264/AVC video, the video sequences are encoded with two QPs of 16 and 28, and five different
payloads are selected according to the embedding capacity of each video. The 10th frame of the six
cover videos with a QP of 16 and the corresponding marked frames generated by our schemes are
shown in Figure 6, where the payload is the maximum value we use for each video in our experiments.
It can be seen that the visual distortions in the marked frames are almost unnoticeable. Hence, the peak
signal-to-noise ratio (PSNR), structural similarity index (5SIM) [43] and entropy are used to further
demonstrate the visual quality of marked video.

Figure 6. The 10th frame of original videos (a) foreman, (b)container, (c) bus, (d) crew, (e) hall_monitor,
and (f) mobile, and the corresponding 10th frame of marked videos, where (g) marked foreman,
(h) marked container, and (i) marked bus are generated by our scheme using the (0, 0) coefficient pairs;
(j) marked crew, (k) marked hall_monitor, and (1) marked mobile are generated by our scheme without
using the (0,0) coefficient pairs, respectively.

The results of the schemes using the (0,0) coefficient pairs are shown in Table 4, and the
corresponding percentages for each ranking are shown in Table 5. From Tables 4 and 5, it can be seen
that when QP is 16, as far as PSNR is concerned, the quality of the marked video generated by our
scheme is the best in 66.7% of the cases, while in the remaining cases, our results are all ranked in the
middle, which are superior to [34] and inferior to [33]; in terms of SSIM, our scheme achieves the best
video quality in 93.3% of the cases. When QP is 28, 70.0% of the PSNR values of our scheme are the
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highest, and for SSIM, our scheme obtains the best results in about 73.3% of the cases, both results
are higher than the comparison methods. The main reason for the small difference between the
PSNR and SSIM values of our results and the comparison methods is that the proportion of the (0,0)
coefficient pairs are very high, and thus large part of data will be embedded into these coefficient
pairs. However, our embedding mode of the (0,0) coefficient pairs is the same as that of [34], and the
difference in embedding efficiency between our scheme and [33] is not very large. To sum up, our
scheme achieves better video quality in terms of PSNR or SSIM in most cases, as demonstrated by the
average results shown in Table 4 and the results in Table 5.

Table 4. PSNR and SSIM for different schemes using the (0,0) coefficient pairs, where payload is the
number of bits embedded into each GOP.

QP =16 QP =28
Payload PSNR SSIM Payload PSNR SSIM

(bits) Ours™ [33] [34] Ours™ [33] [34] (bits) Ours™ [33] [34] Ourst [33] [34]
40,000 43.76 43.62 43.76 0.985 0.984 0.985 8000 3645 36.44 36.38 0.940 0.939 0.940
75,000 43.32 43.40 43.06 0.983 0.983 0.982 16,000 3544 3553 3541 0.933 0.933 0.934
foreman 190000 42,56 42.34 42.18 0980 0978 0.980 24,000 3509 34.87 3507 0929 0.927 0.929

145,000 41.80 41.95 41.43 0.977 0.977 0976 32,000 34.59 34.39 34.88 0.924 0.922 0.925
180,000 41.94 4156 41.27 0.977 0.975 0976 40,000 34.27 34.10 34.15 0.921 0.919 0.920

40,000 43.44 4320 4331 0979 0979 0979 4000 3632 36.28 3630 0925 0.925 0.925
. 75,000 42.33 42.12 42.15 0976 0973 0976 8500 3592 35.85 3590 0.922 0.920 0.922
container 196000 4159 4132 4136 0970 0968 0.969 13,000 35.61 3550 3558 0919 0917 0.919
145,000 4094 4076 40.72 0.965 0.964 0964 17,500 35.35 35.26 35.33 0.915 0.914 0.915

180,000 40.62 40.44 40.35 0.963 0.960 0.962 22,000 3520 35.14 35.15 0.913 0.912 0.913

40,000 4295 4292 4276 0992 0991 0.991 20,000 34.02 33.92 3390 0951 0.950 0.950

80,000 4243 42.75 4197 0.990 0990 0.990 50,000 32.82 32.82 32.68 0.942 0.942 0.941

bus 120000 4142 41.57 41.26 0988 0988 0.988 80,000 32.08 31.83 31.80 0.936 0.933 0.935
160,000 4090 4121 40.19 0986 0986 0.985 110,000 31.31 31.16 31.09 0.928 0.926 0.928

200,000 40.68 40.78 40.42 0.986 0985 0.985 140,000 30.92 30.73 30.61 0.924 0921 0.923

40,000 4099 40.99 40.79 0978 0978 0.979 20,000 34.49 3417 3437 0917 0915 0.920

80,000 40.75 40.75 39.85 0976 0977 0973 45000 32.64 32.82 32.72 0.891 0.890 0.893

crew 120,000 39.76 38.94 38.60 0971 0967 0969 70,000 31.94 31.67 32.30 0.873 0.869 0.876
160,000 39.07 3859 38.14 0966 0965 0962 95000 31.70 30.77 31.35 0.860 0.846 0.857
200,000 39.34 3829 37.94 0965 0962 0.962 120,000 30.47 30.76 30.63 0.838 0.838 0.841
40,000 41.79 41.94 4120 0981 0980 0.981 2400 37.44 37.21 3742 0954 0.953 0.954
80,000 41.47 4136 41.33 0978 0977 0978 4800 36.85 36.96 36.61 0952 0.952 0.952
120,000 4128 39.88 40.73 0976 0973 0975 7200 36.32 36.65 3653 0.951 0.951 0.951
160,000 4022 39.95 39.65 0.971 0970 0969 9600 3542 36.28 35.89 0.949 0.951 0.950
200,000 40.44 39.89 39.80 0972 0969 0970 12,000 36.34 36.08 36.03 0.950 0.950 0.950
40,000 4372 44.12 4306 0994 0.994 0.994 32,000 3352 33.53 33.35 0.970 0971 0.970
75,000 4325 42.94 4274 0994 0993 0.993 64,000 32.64 32.55 32.45 0966 0.966 0.966
mobile 110,000 42.17 4247 41.37 0992 0.992 0991 96,000 32.03 31.89 31.82 0.963 0.962 0.962
145,000 41.89 41.85 41.16 0992 0991 0.991 128,000 31.53 31.41 31.28 0.960 0.959 0.959

180,000 4121 4136 40.36 0.990 0.990 0.990 160,000 31.14 31.05 30.89 0.957 0.956 0.956

average — 4160 41.44 4110 0980 0.979 0.979 — 3399 3392 3393 0929 0.928 0.929

Video

hall_
monitor

Table 5. The percentages of PSNR and SSIM values of different schemes using the (0,0) coefficient
pairs in each ranking.

QP =16 QP =28
Ranking PSNR (%) SSIM (%) PSNR (%) SSIM (%)
Ours™ [33] [34] Ours™ [33] [34] Ours™ [33] [34] Ours™ [33] [34]
High 66.7 400 33 933 333 367 700 267 6.7 733 267 633
Middle 333 433 133 6.7 267 367 16.7 333 500 233 200 333

Low 00 16.7 833 0.0 400 26.7 133 40.0 433 33 533 33
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The experimental results of the schemes without using the (0,0) coefficient pairs are shown in
Table 6, and the corresponding percentages for each ranking are shown in Table 7. When QP is 16,
it can be observed from Tables 6 and 7 that 73.3% of the PSNR values and 96.7% of the SSIM values
of our scheme are the highest. When QP is 28, due to the significant reduction in payload, the SSIM
values of our scheme and the related schemes are almost the same in about 60% of the cases. However,
for PSNR, 83.3% of the results of our schemes are the best, which is apparently superior to the related
schemes. Moreover, the average results given in Table 6 also show that our scheme achieves the
best video quality in most cases. Compared with the schemes using the (0,0) coefficient pairs, the
improvement of our scheme without using the (0, 0) coefficient pairs is more obvious.

Table 6. PSNR and SSIM for different schemes without using the (0,0) coefficient pairs, where payload
is the number of bits embedded into each GOP.

QP =16 QP =28

Video  payload PSNR SSIM Payload PSNR SSIM
(bits) Owurs™ [37] [29] Ours™ [37] [29] (bits) Ours™ [37] [29] Ours™ [37] [29]
10,000 45.18 44.99 45.13 0.988 0.988 0.989 260 37.36 37.33 37.34 0.945 0.945 0.945
20,000 44.83 44.46 4458 0988 0.987 0.988 520 3729 37.23 3728 0945 0.945 0.945
foreman 30000 4428 44.02 4416 0987 0.986 0.987 780 37.26 37.21 37.25 0.945 0.945 0.945
40,000 44.07 43.60 43.91 0.987 0.985 0.986 1040 37.21 37.16 37.20 0.945 0.945 0.945
50,000 43.85 43.34 43.62 0.986 0.985 0.986 1300 37.20 37.14 37.18 0.945 0.945 0.945
7500 44.96 44.78 44.81 0986 0.986 0.986 220 3675 3674 3675 0927 0.927 0.927
15,000 4445 44.14 4420 0985 0.984 0.984 440 36.72 36.70 36.71 0.927 0.927 0.927
22,500 44.05 43.59 43.79 0.984 0.982 0.982 660 36.70 36.66 36.68 0.927 0.926 0.927
30,000 43.78 43.22 43.55 0.983 0.981 0.982 880 36.67 36.62 36.66 0.926 0.926 0.926
37,500 43.54 4292 4339 0982 0979 0981 1100 36.66 36.59 36.64 0926 0.926 0.926
20,000 4379 42.85 43.87 0.994 0993 0.994 3000 3523 35.02 35.18 0.958 0.958 0.958
40,000 42.85 42.65 42.96 0.993 0.992 0.992 5500 35.03 34.85 34.88 0.957 0.957 0.957
bus 60,000 42.46 4135 4225 0992 0.991 0.991 8000 34.80 34.41 3461 0957 0.956 0.956
80,000 41.79 41.22 41.70 0.991 0.990 0.991 10,500 34.53 34.21 34.45 0.956 0.955 0.956
100,000 41.44 40.68 4132 0990 0989 0990 13,000 3444 3391 3435 0956 0.954 0.955
10,000 4350 42.63 43.19 0.987 0.986 0.987 320 37.73 37.58 37.48 0.947 0.947 0.947
20,000 4290 41.98 42.55 0.986 0.984 0.986 640 37.29 37.22 37.39 0.946 0.946 0.946
crew 30,000 42.45 4150 41.95 0.985 0.983 0.984 960 37.46 37.36 3731 0.946 0.946 0.946
40,000 41.78 41.02 41.83 0.983 0.981 0.982 1280 37.01 37.31 37.05 0.945 0.945 0.945
50,000 41.02 40.74 41.48 0982 0980 0.982 1600 37.10 37.00 37.14 0.946 0.945 0.945
14,000 4428 43.77 4430 0.987 0.986 0.987 69 37.99 37.99 3795 0.955 0.955 0.955
28,000 43.46 4296 43.17 0986 0.985 0.985 138 3791 37.97 37.77 0954 0.955 0.954
42,000 43.12 4226 42.82 0985 0.983 0.984 207 3791 37.57 37.83 0.954 0.954 0.954
56,000 42.62 42.04 42.60 0.984 0.982 0.983 276 37.87 37.79 37.85 0.954 0.954 0.954
70,000 4250 41.89 42.20 0.983 0.981 0.982 345 37.68 37.83 37.84 0.954 0.954 0.954
24000 4430 43.67 4437 0996 0995 0.996 6600 34.64 3448 3460 0976 0.975 0.975
48,000 43.13 42.82 43.27 0995 0.995 0.995 13,200 34.35 34.12 34.21 0975 0.974 0.974
mobile 75000 4250 42.08 4255 0.995 0994 0.995 19,800 34.08 33.73 33.95 0974 0.973 0.974
96,000 42.07 41.30 42.02 0994 0993 0.994 26,400 33.87 33.46 33.76 0974 0.972 0.973
120,000 41.64 41.00 41.63 0.994 0.993 0.994 33,000 33.72 33.23 33.63 0.973 0.971 0.973
average — 4322 4265 43.11 0988 0.987 0.987 — 3635 3621 3630 0951 0.950 0.950

container

hall_
monitor
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Table 7. The percentages of PSNR and SSIM values of different schemes without using the (0,0)
coefficient pairs in each ranking.

QP=16 QP =28
Ranking PSNR (%) SSIM (%) PSNR (%) SSIM (%)
Ours™ [371 [29]1 Owurs™ [37] [29] Owurs™ [37] [291 Ours™ [37] [29]
High 73.3 0.0 267 96.7 6.7 56.7 833 100 133 96.7 66.7 767
Middle 26.7 0.0 733 33 200 433 10.0 10.0 733 33 133 233
Low 0.0 100.0 0.0 0.0 733 0.0 6.7 800 13.3 0.0 20.0 0.0

Furthermore, the changes in Shannon entropy of marked videos compared with the original
videos are calculated to evaluate the modifications to the video. The average results of each cover
video and the marked videos generated by different schemes are shown in Table 8. It can be seen from
Table 8 that for the schemes using the (0,0) coefficient pairs, whether the QP is 16 or 28, the results
of our method are basically closer to the entropy of cover videos than the related schemes. The same
observations can be made for the schemes without using the (0,0) coefficient pairs. The closer the
entropy of the marked video is to the original video, generally means the smaller modification to the
video. Thus, the quality of the marked videos generated by our scheme will be better, which was
already demonstrated in Tables 4 and 6.

Table 8. Shannon entropy of each cover video and changes in Shannon entropy of the marked video
generated by different schemes.

Shannon Entropy/Shannon Entropy Change
QP=16 QP =28

Video
Origin (0,0)s Are Used (0,0)s Aren’t Used Origin (0,0)s Are Used (0,0)s Aren’t Used

Ours™ [33] [34] Ours™ [37] [29] Ours™ [33] [34] Ours™  [37] [29]
foreman 7.402 ~ 0.013 0.014 0.014 0.004 0.006 0.005 7.381  0.006 0.009 0.005 0.000 0.000 0.000
container 6.871  0.013 0.014 0.013 0.004 0.005 0.005 6.828 ~ 0.005 0.005 0.005 0.000 0.000 0.000
bus 7.316 ~ 0.010 0.012 0.014 0.007 0.011 0.008 7.286  0.030 0.032 0.030 0.004 0.006 0.005
crew 7.148  0.020 0.020 0.020 0.008 0.009 0.010 7.122  0.064 0.067 0.066 0.000 0.002 0.000
hall_monitor 7.269  0.006 0.014 0.009 0.003 0.005 0.005 7.244  0.001 0.003 0.002 0.000 0.000 0.000
mobile 7.568  0.004 0.005 0.004 0.000 0.001 0.000 7.603 ~ 0.000 0.000 0.000 —0.001 —0.001 —0.002

4.3. File Size

Generally, the file size of marked videos will increase. However, as the H.264/AVC video aims to
provide good video quality at a low bit rate, so it is desirable that the RDH schemes for H.264/ AVC
video will not cause a significant increase in the file size of marked videos.

The experimental results of the schemes using the (0,0) coefficient pairs are shown in
Figures 7 and 8. It can be seen from Figure 7 that when QP is 16, the increase in file size caused
by our scheme is apparently smaller than that of [33] for all six videos. Although the increase in the
file size of marked video generated by [34] is close to ours, it is still slightly higher, and as the payload
increases, the difference become more noticeable. When QP is 28, Figure 8 shows that the file size
increase of our scheme is also apparently lower than that of [33]. However, the difference between our
scheme and [34] is very small. The reason for the above results is that the method proposed in [33] uses
only half of the plane, resulting in more blocks of H.264/AVC video modified with the same payload.
Although both values of the points that will be shifted by [34] need to be modified at the same time
during data embedding, we found that these points are seldom used in our experiments because the
(0,0) coefficient pairs carry most of the payload, so the file size increase of [34] is close to that of ours.
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Figure 7. The increase in the file size of marked video generated by different schemes using the (0, 0)

coefficient pairs when QP is 16.
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Figure 8. The increase in the file size of marked video generated by different schemes using the (0, 0)

coefficient pairs when QP is 28.

The experimental results of the schemes without using the (0,0) coefficient pairs are shown in
Figures 9 and 10. It can be seen from Figures 9 and 10 that whether the QP is 16 or 28, the increase in
file size of the marked video generated by our proposed scheme is basically smaller than that of [29,37]
for all six videos. Moreover, as the payload increases, the differences between the file size increase of
our scheme and those of the related schemes become more obvious. The reason is that the scheme
proposed in [37] not only uses more points with lower embedding efficiency, but also needs to modify
both values of many points without embedding any data. Moreover, due to the low embedding
efficiency in [29], there are more coefficient pairs will be modified under the same payload, resulting
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in more apparent increase in file size. The influence of these factors will be more obvious with the
increase of the payload, which will lead to a growing impact on the file size.
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Figure 9. The increase in the file size of marked video generated by different schemes without using
the (0,0) coefficient pairs when QP is 16.
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Figure 10. The increase in the file size of marked video generated by different schemes without using
the (0,0) coefficient pairs when QP is 28.

5. Conclusions

In this paper, two new 2D HS-based RDH schemes for H.264/AVC video are presented, one of
which uses the (0,0) coefficient pairs and the other does not. Based on the statistical distributions
of DCT coefficient pairs, both schemes employ a better embedding strategy consisting of the
embedding modes with high embedding efficiency. Moreover, to further reduce the embedding
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distortion, secret data is only embedded into the DCT coefficients with middle and high frequencies.
The experimental results demonstrated that our proposed schemes can achieve better visual quality
and smaller increase in the file size of marked video compared with the related schemes.
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