Abstract: When firms (conglomerates) are competing, not only for the present, with a given population of customers and a fixed set of commodities or service, but also for the future, in which products are constantly evolving, what will be their competitive strategies and what will be the emerging ecology of the market? In this paper, we use the agent-based modeling of a modular economy to study the markup rate dynamics in a duopolistic setting. We find that there are multiple equilibria in the market, characterized by either a fixed point or a limit cycle. In the former case, both firms compete with the same markup rate, which is a situation similar to the familiar classic Bertrand model, except that the rate is not necessarily zero. In the latter case, both firms survive by maintaining different markup rates and different market shares.
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1. Introduction

1.1. Overview of the Research

In this paper, we investigate the evolution and heterogeneity of commodities from a quality perspective. Therefore, it is critical to have an abstract representation of this evolutionary process, i.e., a representation of commodities and their changes over time. Conventional economic theory, which is very much quantity-oriented, does not offer a quality-oriented representation of commodities and the changes therein, so we resolve this by using a modular representation. (Some earlier related works using a different representation, namely, Kauffman’s NK landscape model, will be briefly reviewed in Section 1.3.)

This modular representation was inspired by Herbert Simon’s work on near decomposability or modularity [1]. Modularity refers to a structural relationship between a system as a whole and the constituent components, which can function as independent entities. It is a key to harnessing a possibly unbounded complex system. Simon [1] was probably one of the most influential pioneers inspiring many follow-up works in various scientific disciplines [2]. (Simon may never have used the term modularity, while his notion of near decomposability was frequently renamed modularity in the literature [3], and Simon did not seem to object to this different name [2]. Of course, one has to pay particular attention to the fine difference between the two. In particular, modules, as manifested in many concrete applications, may be viewed as only parts of near-decomposable systems. They serve as the elementary units, which are fully decomposable and fully encapsulated and upon which near decomposable (weakly-interacting) systems can be built.) In addition to near decomposability, Simon viewed hierarchy as a general principle of complex structures. He advocated the use of a hierarchical measure—the number of successive levels of hierarchical structuring in a system—to define and measure complexity; furthermore, he argued that hierarchy emerges almost inevitably through a wide variety of evolutionary processes, for the simple reason that hierarchical structures are stable.

Our modular representation naturally allows for a hierarchical representation of a commodity, which can then explicitly manifest the quality of the commodity (see Section 1.2 for an illustration). The hierarchical modular representation of a commodity can be interpreted as an explicit layout of a production process, which combines various raw and intermediary materials using different processors at different stages and at different times.

In order to understand the changes in the hierarchical-modular commodities in a dynamic context, we will need the fundamental driving force from the demand side. This requires us to have a preference and utility theory that is compatible with the hierarchical representation of the commodity. Not surprisingly, the quantity-oriented microeconomic theory does not leave room for such a development. We need to search for a new foundation for the evolutionary process of the hierarchical products.

It turns out that, to have a compatible preference theory, we also need a modular representation of preferences. The assumption that preferences also have a hierarchical modular structure is less evident than that for a commodity. While modularity in the brain and mind has recently been extensively studied [4–9], whether the claim of a modular brain or mind implies the claim of a modular preference is still an issue to be addressed. Without empirical grounds, [10] proposed three conditions required
for a well-behaved modular preference: monotonicity, synergy and consistency [10]. If the preference can be given a modular structure, then the utility of consuming a specific commodity can be calculated using the module matching algorithm, which we propose in this stage of the research. Furthermore, the aforementioned synergy condition can lead to a utility function, which has increasing marginal utility in quality. This last property seems to be the backbone of the value-added-oriented service economy.

The next two elements are firms that produce these commodities and the markets where demand meets supply. In addition to product diversification, the firms in this modular production framework need to decide on product quality (the hierarchical content of the commodity) and the efforts devoted to the development of new products. Without R&D, the above choices become rather superficial; therefore, the searching behavior (R&D) for new and good products also becomes a transparent part of the model. In this stage, our demand-supply model (a market model) of a quality-oriented economy is ready, and we call it the modular economy.

Technically, the modular economy relies on a formalization quite different from the ones used in conventional mathematical economics. Rather than real analysis, this new formalization relies more on formal language theory, such as context-free grammar, and combinatorics. (The representation of the preference and the production (commodity) space can be constructed using the theory of formal languages, for example, the Backus–Nauer form (BNF) of grammars invented by John Backus (1924–2007). The class of languages described by the BNF, including recursively defined non-terminals, is equivalent to the context-free languages (Chomsky’s Type 2 languages). The well-known Chomsky hierarchy of languages, established by Noam Chomsky, has four types of languages. From the languages generated by the very restricted grammars to those generated by the unrestricted grammars, there are the regular languages (generated by the regular grammars), the context-free languages (by the context-free grammars), the context-sensitive languages (by the context-sensitive grammars) and the recursively enumerable languages (by the unrestricted grammars). The one generated by the more restricted grammars is a proper subset of the one generated by the less restricted grammars. In addition, based on the languages that can be accepted or recognized, there is a corresponding hierarchy of automata: the finite state automata (accepting the regular languages), the pushdown automata (the context-free languages), the linear bounded automata (the context-sensitive languages) and the Turing machines (the recursive enumerable languages). In other words, the commodities and the preferences operated in this paper are those that can be accepted by the pushdown automata. We can certainly consider the higher classes as a future direction for research. For the details of these technical backgrounds, the interested reader is referred to [11].) Specifically, the evolutionary process of the commodities in the modular economy (the searching process for new and good-quality products) is realized through genetic programming [12,13].

To see whether we can gain some insights from the operation of the modular economy, the aforementioned modular economy is applied to the study of price competition or non-price competition. We begin this study with a duopolistic competition market [14]. There are two firms; each one applies a uniform markup rate to set the prices of all of the products they supply. One firm adopts a high markup rate and the other adopts a low markup rate. The research aims to see whether price competition is critical for the firms’ survival in this duopolistic competition. Through multiple runs (100 runs) of the simulation, we find that the high markup firm has competitive superiority as compared to the low markup
firms. Out of these 100 runs, the high markup firm actually drives out the low markup firm 50 times, while the process also takes place in the other direction 37 times. Despite the lack of the overwhelming dominance, the result is counterintuitive, because, in a weak sense, it has violated the law of one price, or at least people would expect the result to be expressed the other way round.

Based on their observation of the simulations, Chie and Chen [14] proposed one explanation for this puzzling result. Basically, in the modular economy, the competition among firms does not just proceed in a horizontal way, but more in a vertical way. The sophisticated products (the more hierarchical ones) may be the substitutes for the less sophisticated products (the less hierarchical ones) if the former can match the consumers’ modular preference at a higher level. In this case, the former can generate a larger synergy effect than the latter and, hence, can provide consumers with a higher utility. Nonetheless, to successfully develop this product, the firm needs a higher markup in order to generate enough revenue for R&D. Although this may not explain the whole story in the complex evolving economy, it provides the basic justification for the survival of the high markup firm with the presence of the low markup firm as its rival.

In this paper, we extend the simulation model in Chie and Chen [14]. While the previous study shows the superiority of a high markup strategy, the simulation was performed with a fixed pair of markups. In a more realistic setting, the firm may change its markup rate in response to its competitor’s strategy under the survival pressure. This may trigger further reactions of the rival firm. This chain of reactions can lead to different sorts of dynamics as the outcome, and it is not clear a priori which one will emerge. Would there be a fixed point in the end, so that only one markup can exist in the market and the law of one price is saved in this sense? Or, would there be limit cycles or strange attractors, so that the differences in markups can persistently exist? These are the issues that this paper shall address. Our contribution is to show the possible attractors of the co-evolving markup dynamics, which shed light on the interesting patterns observed in the empirical IO literature [15–18]. For that purpose, we also give some thought to the discovered attractors. In sum, this work extends Chie and Chen’s model [14] by allowing the dynamically evolving markups and then examines the role of price in duopolistic competition.

The rest of the paper is organized as follows. In Section 1.2, we use the evolution of the mobile phone to motivate the idea of the modular economy. We then present in Section 2 the agent-based modular economy of duopolistic competition. Simulation designs are presented in Section 3, followed by the simulation results and their analysis (Section 4). Finally, Section 5 provides the concluding remarks.

1.2. Hierarchical Representation of the Evolution of Mobile Phones

To motivate the idea of the modular economy, we use the well-known example of the mobile phone. Figure 1 shows the constituent modules of a mobile phone. The battery (power model), keypad (input model), plastic case, communication IC and LED screen (the display module), shown at the bottom of Figure 1, are considered to be the encapsulated (internal) modules and the base station (connecting or networking module) to be an internal module. One form of the evolution of the mobile phone is that one or many of its modules undergo a “mutation”. For example, in Figure 2, a “mutation” occurs in the display module; the original black-and-white display screen is replaced by a color screen. Then, a new product emerges. At this point, the mobile phone is still just a phone. As time goes by, some
modules evolve into independent modules of a two-level hierarchy and work with another independent module (camera). This synergy takes place by incorporating into the mobile phone a number of the conventional camera modules, including a lens, pixel sensor, and memory, as shown in Figure 3. Now, we have a new product, the camera phone, a product with three levels of hierarchy, as shown in Figure 3. Next, this camera phone serves as another independent module and is integrated with a module known as the “assistant” or “secretary” module, which has the submodules of, for example, CPU and RAM (Figure 4). Then, this integration is accompanied by another indispensable independent module, namely, the Internet service. As a result, a new product with four levels of hierarchy, known as the PDA phone or the feature phone, emerges. In the final stage of this example, a number of the constituent modules of the feature phone are enhanced. The input module is upgraded to touch screen glass and the display module is upgraded to a touch screen. The further additions of a GPS receiver as an internal module and the GPS service as an external module make the feature phone become a smart phone (Figure 5).

**Figure 1.** Mobile phone: black and white.

**Figure 2.** Mobile phone: color.
Figure 3. Camera phone.

Figure 4. Feature phone.
Figures 1–5 give an overview of the evolution of the mobile phone, specifically expressed in terms of hierarchical modularity. The description may be rather casual, but the message delivered is quite clear. Modularity becomes the essential element that one cannot afford to miss, if one wants to have a reasonable representation of the evolution of the economy in terms of what is produced. A more abstract or general presentation of the evolutionary process is drawn in Figure 6.

What appears at the top of Figure 6 is the parse-tree representation of a consumer’s preference, which introduces the “problem” for producers. The whole parse tree corresponds to a word generated by recursively applying a number of production rules from a context-free grammar. Each of its subtrees is also a word, but with less deep recursion. The shallowest recursion is just the application of a single production rule: null → x, where x ∈ Σ and Σ is the terminal set. All of the nodes at the bottom of the tree, also called leaves, are this kind of shallowest recursion. The deeper the recursion, the bigger the subtree, and the complete tree involves the largest number of recursions compared to all of its subtrees. This recursive structure denotes the modular structure of a preference, from a very primitive preference with shallow recursion to a complex preference with deep recursion. It also indicates the growing and evolving nature of a preference.

As seen in Section 2.3 and Table 1, a power utility function will be used to represent this modular preference. The power utility function is used mainly for the purpose of satisfying the synergy condition (other specifications that satisfy this condition can also be employed). Taking the mobile phone as an example, the synergy effect means that the utility of a camera phone is greater than the sum of the
utility of a phone and the utility of a camera. Of course, in the real economy, we would not expect this assumption to hold true for all consumers over all commodities. In other words, consumers are heterogeneous in their modular preferences (the preferences of consumers are randomly generated, and the degree of the heterogeneity of their preferences is directly controlled by the number of distinctive elements in the function set and the terminal set (to be given in Table 1)). That is, the synergy effect applies to each consumer in different ways. Hence, camera phones may have the synergy effect for some consumers, but not for all; likewise, smart phones may have the synergy effect for some consumers, but not for all.

**Figure 6.** Hierarchical representation of the evolution of an artificial commodity.
Table 1. The parameter settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type (Variable)</th>
<th>Range</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Producer</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Firms</td>
<td>Integer ($N_p$)</td>
<td>$[1, \infty]$</td>
<td>2</td>
</tr>
<tr>
<td>Initial Working Capital</td>
<td>Integer ($K_0$)</td>
<td>$[0, \infty]$</td>
<td>$100 \times B(N_i, 0.5)$</td>
</tr>
<tr>
<td>Inventory Adjustment Rate</td>
<td>Real ($\lambda$)</td>
<td>$[0, 1]$</td>
<td>80%</td>
</tr>
<tr>
<td>Markup Rate</td>
<td>Real ($\eta$)</td>
<td>$[0, \infty]$</td>
<td>Figure 7</td>
</tr>
<tr>
<td>R&amp;D Rate</td>
<td>Real ($\gamma_{RD}$)</td>
<td>$[0, 1]$</td>
<td>1%</td>
</tr>
<tr>
<td>Retained Earnings</td>
<td>Integer ($RE_{min}$)</td>
<td>$[0, \infty]$</td>
<td>500</td>
</tr>
<tr>
<td><strong>Consumer</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Consumers</td>
<td>Integer ($N_c$)</td>
<td>$[1, \infty]$</td>
<td>100</td>
</tr>
<tr>
<td>Base of the Power Utility Function</td>
<td>Real</td>
<td>$[2, \infty]$</td>
<td>4</td>
</tr>
<tr>
<td>Consumer Income per Period</td>
<td>Integer ($I$)</td>
<td>$[1, \infty]$</td>
<td>10,000</td>
</tr>
<tr>
<td>Search Intensity</td>
<td>Real ($\gamma_s$)</td>
<td>$[0, 1]$</td>
<td>100%</td>
</tr>
<tr>
<td><strong>Investor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Investors</td>
<td>Integer ($N_i$)</td>
<td>$[1, \infty]$</td>
<td>100</td>
</tr>
<tr>
<td>Initial Budget</td>
<td>Integer ($B_0$)</td>
<td>$[1, \infty]$</td>
<td>1,000</td>
</tr>
<tr>
<td>Probability of ZIStrategy</td>
<td>Real ($p_{ZI}$)</td>
<td>$[0, 1]$</td>
<td>20%</td>
</tr>
<tr>
<td>Reinvestment Ratio</td>
<td>Real ($\alpha$)</td>
<td>$[0, 1]$</td>
<td>80%</td>
</tr>
<tr>
<td>Investment Ceiling</td>
<td>Integer</td>
<td>$[0, \infty]$</td>
<td>2000</td>
</tr>
<tr>
<td><strong>Time Schedule</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Rounds per Trading Day</td>
<td>Integer ($R$)</td>
<td>$[1, \infty]$</td>
<td>5</td>
</tr>
<tr>
<td>Number of Trading Days</td>
<td>Integer ($T$)</td>
<td>$[1, \infty]$</td>
<td>5,000</td>
</tr>
<tr>
<td><strong>Genetic Programming</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size of Terminal Set</td>
<td>Integer</td>
<td>$[1, \infty]$</td>
<td>5</td>
</tr>
<tr>
<td>Size of Function Set</td>
<td>Integer</td>
<td>$[1, \infty]$</td>
<td>5</td>
</tr>
<tr>
<td>Crossover Rate</td>
<td>Real ($p_c$)</td>
<td>$[0, 1]$</td>
<td>90%</td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>Real ($P_m$)</td>
<td>$[0, 1]$</td>
<td>80%</td>
</tr>
<tr>
<td>Tree Mutation Rate</td>
<td>Real ($P_{tm}$)</td>
<td>$[0, 1]$</td>
<td>50%</td>
</tr>
</tbody>
</table>

$B(n, p)$ is the binomial distribution with $n$ trials and success probability $p$.

Notice that the consumer himself may not know his own preference *ex ante*. In this case, the preference is revealed only up to the extent that there is a product that matches the preference. This has been shown in the sequence of diagrams below the consumer’s preference (tree). In each of these diagrams, one can see that a number of products, circled in red, have been successfully developed to match some subtrees of the whole preference. In this case, only these parts of the preference (the matched ones) are revealed.
Figure 7. Simulation designs: 40 pairs of markup rates.

1.3. A Brief Remark on the NK Model

The general analytical or computational model, which is able to demonstrate the evolutionary process, as demonstrated in Figure 6, is very limited in the literature. Based on Frenken [19], the only available alternative is Kauffman’s NK model [20,21]. (For a general review of the agent-based computational models of innovation, the interested reader is referred to Dawid [22]. However, Dawid [22] does not include the work on the NK model. In a separate article appearing in the same volume, Chang and Harrington [23] did give a review of the relevance of the NK models in the evolution of organizations.)

In the NK model, the features or modules of a product, i.e., \( N \), and the possibility of their interactions, i.e., \( K \), are given exogenously. The evolution of the product can then be perceived as the optimal design to combine these features or modules. Various search algorithms have been proposed to find the optimal design over the landscape [20,21,24,25]. The search process itself can then be perceived as an evolutionary process.

We consider this class of models as a good starting point to approach Simon’s idea of the complex system, i.e., near-decomposable system. We, however, are not satisfied with the NK landscape model due to the following two conceptual limitations. First, the space to embed the evolutionary process as demonstrated in Figure 6 should, in principle, be infinite-dimensional rather than finite-dimensional. For example, it would be inconceivable to think of the evolution from the DOS system to the Windows system as just the fine-tuning of some parameters in a finite-dimensional space. Second, the features (modules) of a product in general should be part of the evolutionary process and emerge out of the
process rather than being exogenously given. As in the mobile phone example, the number of features changes over time when the mobile phone evolves into the smart phone.

Technically speaking, the NK model normally represents a product with a fixed-length string with a fixed set of alphabets. This representation can capture the ideas of the modularity, but not the hierarchical ones. Our proposed tree representation is equivalent to the string representation, but with variable lengths [26]. Therefore, the tree model is more general than the string model and can work well with the idea of the hierarchical modularity. Less formally, the evolutionary search and discovery process should include both what we know we do not know (known unknowns) and what we do not know we do not know (unknown unknowns). The NK model is more suitable for the former, but not the latter. However, for those who are familiar with Hugo in Simon’s famous story of Apple [27], the real-life scenarios are filled with a series of unknown unknowns. Apple, as Simon described, is a non-technical version of [27].

2. An Agent-Based Modular Model of Duopolistic Competition

2.1. An Overview

Before discussing the operational details of each agent (firm, consumer and investor), we first give an overview of the flow of the model. The dynamics of the model can be regarded as a cycle, as shown clockwisely in Figure 8. Each trading day, date $t$, starts with consumers entering the market (Section 2.3). Each trading day is composed of a number of trading rounds. In each trading round, the consumers enter the market by following a randomly determined sequence. In each round, the consumers shop around the market to obtain the commodity that can satisfy them most in terms of the consumer’s surplus given their budget constraints. After all of the rounds in a market day, the consumers leave with a basket of commodities, which, conditional on their budget constraints, is in a sense satisficing. The sales and profits of each product are then determined by the consumer’s choices (Section 2.2). Based on the profits gained and the firm’s dividend policy, each firm pays dividends to its investors (Sections 2.2 and 2.4). After receiving the profit statistics and the dividends, the investors invest in each firm according to their portfolio decisions (Section 2.4). The investment and the retained earnings become the firms’ working capital on which all operating budgets are based. The firms will then make their resource-allocation decisions and distribute the working capital, minus the desired retained earnings, between inventory replenishment and R&D. The R&D will lead to some novel designs of products, which, with the inventory, will result in a new set of products. Based on the firm’s marketing strategy, this new set of products will be post-priced to be sold to the market on the next trading day. Then, the clock ticks, and trading day $t + 1$ starts.

2.1.1. Trading Institution

The trading institution is a posted-price menu system. No bargaining or auction is considered as a possible trading protocol in this paper. All commodities produced at the end of the last market day will be listed in the menu at the beginning of this market day. Consumers shop around and decide their priorities according to the menu (see also Section 2.3.1). If the commodity in which a consumer
is interested is sold out, the consumer will move to the next affordable commodity on his priority list. He will constantly shop, until his list is exhausted or the market is closed. The aggregate demand of each commodity is the sum of all of the orders for that commodity, denoted by \( d_{i,t} \). Of course, only when the demand is less than the supply \( x_{i,t-1} \) can all consumers be satisfied. Nonetheless, based on \( d_{i,t} \), the firm can re-adjust its production plan at the end of the market day (see more in Section 2.2.1).

**Figure 8.** An overview of the market cycle.

In this specific demonstration, the market scale is characterized by 100 consumers (households) and two firms.

### 2.2. Firms

In the typical setting of a perfectly competitive economy, where products sold in the market are homogeneous, price is the only key factor to distinguish between winners and losers. The firms with cost advantages survive. This is the typical lesson taught in rather static economic theory. In a more practical and dynamic business world, firms can compete for consumers’ interests via various strategies. In addition to pricing, they can resort to product differentiation, branding, customer relationship management, cost control and innovation. These strategies, in a simpler version, can be roughly categorized into production (including R&D), marketing and finance. Sections 2.2.1 and 2.2.3 will detail the first two dimensions, and Section 2.2.2 will provide the details of the last.

It is worth mentioning that firms have to compete not only in the product market, but also in the capital market. Firms seek to have good market performance by introducing favorable products into the market, so that they can attract more capital injections from investors. Given that consumer preferences are difficult to delineate, high market performance would not be possible without the continuous involvement of R&D, which, in turn, requires funding resources. Hence, Sections 2.2.1, 2.2.3 and 2.2.2 are closely tied together.

#### 2.2.1. Production and Sales

**Commodity Initialization** When a commodity is randomly generated (discovered) by R&D, only one unit is produced initially. Since the development of a new product is a trial-and-error process, this setting
allows the firms to use their limited working capital to have a larger exploration of the diversity of the commodities.

**Production** In each period $t$, a firm’s production is constrained by its total working capital at that time ($K_t$). Working capital is first used to replenish the inventory of the existing products according to the re-adjusted production plan made at the end of the previous market day. This process is known as inventory adjustment. The speed of inventory adjustment is based on the given inventory adjustment rate ($\lambda$). After making such an inventory adjustment, a firm will use the residual working capital to develop new products through R&D to explore consumer preferences at a higher level. The extent of the residual capital devoted to R&D, $\gamma_{RD}$, will determine the scale of the exploration. Although R&D can lead to a greater variety of firms’ products, it can be risky, since new products can fail badly. Putting these items together, the production activities of a firm can be represented by the correspondence (1):

$$F: \langle K_t, \lambda, \gamma_{RD} \rangle \rightarrow \{x_{i,t}\}, i = 1, ..., N_t; \ t = 0, 1, ..., T - 1$$

Here, $N_t$ is the number of different products supplied by the firm at time $t$, and $x_{i,t}$ is the quantity of the $i$-th product.

**Marketing and Sales** Pricing or the markup rate is part of a firm’s marketing strategy. This markup rate coupled with the production at the end of the current trading day will partially determine the sales in the next period, which is represented by Expression (2).

$$M : (\eta, x_{i,t}) \rightarrow \{s_{i,t+1}\}, i = 1, ..., N_t; \ t = 1, ..., T - 1; \ s_{i,t+1} \leq x_{i,t}$$

In this paper, the markup rate ($\eta$) is considered to be a constant applied over the entire set of products and throughout the whole simulation horizon; hence, we do not use the more specific notation, $\eta_{i,t}$.

The quantity of product $i$ sold at time $t$ is denoted by $s_{i,t}$, which is to distinguish it from the monetary sales, denoted by $S_{i,t}$.

Given the triplet ($\lambda, \gamma_{RD}, \eta$), the production, marketing and resource allocation of a firm can be described as follows. For each market day $t$, the firm will begin with the replenishment of the goods sold on the last market day, $t - 1$. The reproduction of each existing commodity will be based on the inventory policy ($\lambda$) and its demand. More specifically,

$$\hat{x}_{i,t} = x_{i,t-1} + \lambda (d_{i,t} - x_{i,t-1}), \ i = 1, 2, ..., N_{t-1}$$

where $d_{i,t}$ is the quantity of commodity $i$ demanded on market day $t$. (In this model, the unit of commodity can only be an integer; therefore, what Equation (3) actually does is to round off $x_{i,t}$ if it is fractional. Once this fine adjustment becomes clear, we shall not further complicate the notation and shall use $x_{i,t}$ throughout the paper.) We assume that all commodities are perishable, so Equation (3) is not just about the desirable inventory level, but also the desirable production level. Of course, whether the firm is actually able to have enough capacity to fulfill all of its planned production depends on its working capital $K_t$. The firm is, therefore, assumed to fulfill its planned production up to its capacity limit, and it will produce $x_{i,t}$ sequentially, from one, two, ..., up to the largest $i^*$ ($1 \leq i^* \leq N_{t-1}$), such that:

$$K_t - \sum_{i \leq i^*} C_{i}(\hat{x}_{i,t}) \geq 0$$

(4)
where $C_i$ refers to the total cost of producing $x_{i,t}$, $C_i(0) = 0$ for all $i$. By the constraint (4),

$$x_{i,t} = \begin{cases} \hat{x}_{i,t}, & \text{if } i \leq i^* \\ 0, & \text{if } i > i^* \end{cases}$$

(5)

If $i^* = N_{t-1}$, then all planned production will be realized.

In addition to the existing commodities $i = 1, ..., N_{t-1}$, in each period of time, the firm will also allocate a portion of its working capital to R&D in order to develop new products. By the R&D policy ($\gamma_{RD}$), let:

$$K_{t}^{R&D} = (K_t - \sum_{i=1}^{N_{t-1}} C_i(x_{i,t})) \times \gamma_{RD}$$

(6)

The firm will then use $K_{t}^{R&D}$ to produce a series of new products, each initially with one unit, also sequentially up to a maximum number $\Delta N_{t-1}$, such that:

$$K_{t}^{R&D} - \sum_{i=\Delta N_{t-1}}^{i=N_{t-1}} C_i(x_{i,t}) \geq 0$$

(7)

The number of commodities produced by the firm is now updated to $N_t$, where $N_t = N_{t-1} + \Delta N_{t-1}$. The firm then sells $\{x_{i,t}\}$ ($i = 1, 2, ..., N_t$) in the market on the next market day $t + 1$ and, by the marketing policy ($\eta$), acquires the monetary sales $S_{i,t+1}$ on the next market day for each commodity $i$ ($i = 1$ to $N_t$),

$$S_{i,t+1} = s_{i,t+1} \times [(1 + \eta) \times c_i(x_{i,t})], \quad s_{i,t+1} = \min\{x_{i,t}, d_{i,t+1}\}$$

(8)

where $s_{i,t+1}$ is the quantity of the product $i$ sold on market day $t + 1$ and $c_i(x_{i,t})$ is the average cost of producing $x_{i,t}$.

2.2.2. Working Capital

The difference between total sales and total costs is the profits earned by the firm in period $t$. Alternatively,

$$\pi_{t+1} = \sum_{i=1}^{N_t} S_{i,t+1} - \sum_{i=1}^{N_t} C_i(x_{i,t})$$

(9)

The profit will then be distributed to the firm’s investors as dividends ($D_t$), based on their investment share and based on the firm’s dividend (or retained earnings) policy, i.e.,

$$D_{t+1} = \max\{0, RE_t + \pi_{t+1} - RE_{min}\}$$

(10)

where $RE_{min}$ is the minimum retained earnings that the firm would like to keep for the purpose of cushioning, and $RE_t$ is the retained earnings carried over from the last period (period $t$), which is the undistributed earnings after taking into account production, R&D and dividends. After receiving the dividends, the investors can decide their re-investment in the firm, based on its performance (see Section 2.4). Denote the total investment that the firm receives from the investors at time $t + 1$ by $I_{t+1}$. The dynamics of the working capital is given in Equation (11).
\[ K_{t+1} = (K_t - \sum_{i=1}^{N_t} C_i(x_{i,t})) + \sum_{i=1}^{N_t} S_{i,t+1} - D_{t+1} + I_{t+1} \]

\[ = (K_t - \sum_{i=1}^{N_{t-1}} C_i(x_{i,t})) - \sum_{i=N_{t-1}+1}^{N_t} C_i(x_{i,t})) + \sum_{i=1}^{N_t} S_{i,t+1} - D_{t+1} + I_{t+1} \]

\[ = RE_t + \sum_{i=1}^{N_t} S_{i,t+1} - D_{t+1} + I_{t+1} \quad (11) \]

By Equation (10), if \( D_{t+1} \) is positive, we then have for \( K_{t+1} \) at least a minimum of \( RE_{\text{min}} \). A pseudo code for the full cycle of a market day is given as follows:

```plaintext
global-variable [ t T ]
firms-own-variable [ currentCapital ratioRD markupRate commodities ]
consumers-own-variables [ currentBudget preference ]
investors-own-variables [ currentEndowment currentDividend ]
t = 0
ask investors [ invest one-of Firms(currentEndowment) ]
ask firms [ updateCapital(currentCapital) initialCommodities(currentCapital) ]
ask consumers [ search&shopCommodities(preference, currentBudget) ]
ask firms [ calculateProfit updateCapital(currentCapital) ]
for t = 1 to T
  ask firms [ updateCapital(currentCapital)
    foreach commodity [ updateInventory(currentCapital) ]
    innovateCommodities(currentCapital, ratioRD)
    foreach commodity [ markupPrice(commodities, markupRate) ]
  ]
  ask consumers [ search&shopCommodities(preference, currentBudget) ]
  ask firms [ calculateProfit distributeDividend(investors) ]
  ask investors [ evaluateFirms(currentDividend) reinvestment(currentEndowment) ]
ext t
```
2.2.3. R&D

R&D is the sole source of new products and is implemented by genetic programming [12,13]. Since all products are represented by parse trees, their generations and alterations can be operated through genetic programming using the standard operators, including random initialization, crossover and mutation, as shown in Figure 9. Genetic programming starts with some primitives, divided into the terminal set and the function set, which, in our application, corresponds to the set of raw materials and the set of processors. The function set is fixed, but the terminal set adapts to the market dynamics. New terminals (new modules) are found through pattern searching, which is to identify the common part (the common subtree) of the successful products. These terminals, also called the automated defined terminals (ADTs), will then be used in the genetic alteration (mutation) of the existing products.

Figure 9. Genetic programming as an engine for R&D.

2.3. The Consumers

2.3.1. Search

On each trading day, each consumer will enter the market in an order randomly determined. Each consumer will then decide what to place in his basket through searching (shopping). How extensively he will search depends on a parameter’s search intensity ($\gamma_s$), which is exogenously assigned to each consumer. The search intensity then determines the fraction of sellers the consumer can reach. For example, if the search intensity is 50%, then the consumer will reach half of the sellers in the market. If there are two sellers, then the consumer will visit one of the two.

Without losing generality, consider now that the $j$-th consumer enters the market. He visits a number of firms determined by his search intensity. For all firms that he visits, he examines all commodities in the menu (Section 2.1.1) and calculates the consumer’s surplus for each commodity, i.e., the difference between the highest willingness to pay and the actual price paid. The highest willingness to pay is measured by the utility that the consumer will have by consuming the product (the algorithm is to be detailed in Section 2.3.2). Then, he ranks the commodities from the one with the highest consumer’s surplus to that with the lowest and picks those with the highest surplus subject to his budget affordability.
He then leaves the market, and the \( j+1 \)th consumer enters the market, repeating the same procedure. After all consumers finish their shopping, this shopping round ends, and the next shopping round begins. After a number of consecutive shopping rounds, a market day is over, and the calendar moves to the next market day.

2.3.2. Preference Matching

To calculate a consumer’s surplus and to form his preference list require a matching between the modules of the consumer’s preferences and the modules of the commodities. A module matching algorithm is proposed to tackle this issue. The module algorithm applied in our modular economy is satisfied by the following two principles: maximum matching and double-counting avoidance. The former indicates that we start the match with the largest module (the deepest hierarchical tree), then the second, then the third, and so on, until there is no more match. The latter means that any part of the module that has already been matched should not be included in the subsequent matches. In this way, the module algorithm is compatible with the quality-based economy, which reflects the increasing marginal utility in quality. An illustration of this match algorithm is shown in Figure 10. In this example, the exemplar consumer has two matched models, which leads to a total utility of 20. (Here, a power function with a base of four is applied. The choice of this parameter is, however, rather flexible, as long as the synergy condition can be satisfied [10].) By equating the cost of the product to its product complexity or the number of nodes, we calculate the cost of the product to be nine. Let us say that if the posted price is 10, by considering a 11% markup, then the consumer’s surplus for this production is then 10 \((=20 - 10)\).

2.4. The Investors

In each period of time (on each trading day), each investor will decide in which firm to invest and will invest in one and only one firm. This discrete decision is made under two types of investment behavior. The first kind involves the zero-intelligence investor, who basically throws a fair coin to decide in which firm to invest. The second kind is the myopic best-response investor, who decides in which firm to invest in a stochastic manner. The probability of choosing a firm is proportional to the rate of return of each firm in the previous period. (This linear probability rule can be applied to the cases where both firms have either positive or negative rates of return. However, when one firm has a positive return and one firm has a negative return, we assume that the myopic best-response investor will only be interested in the firm with positive returns.) Each investor will behave by following these two modes of behavior stochastically. The chance to behave randomly is parameterized by \( p_{ZI} \), and the chance to behave more rationally, therefore, is \( 1 - p_{ZI} \). This simple design is mainly to relate investment motives to profits and treat the mixture of all other motives as noisy behavior. There are, of course, many variations in this design, and we will not fully exploit other possibilities in this paper, but will leave them to subsequent studies. (For example, we are thinking of how this model can be applied to the study of the behavior of the venture capital industry in light of empirical data.)
The tree in the upper left panel refers to the modular structure of a consumer’s preference, and the tree in the lower left panel refers to the modular structure of the product to be evaluated by the respective consumer. By following the module matching algorithm, the first largest module matched is marked in red and the second largest one is marked in green. Other than these two, there is no further match. Hence, the utility that the following the module matching algorithm, the first largest module matched is marked in red and the second largest module matched is marked in green. Other than these two, there is no further match. Hence, the utility that the consumer can gain from this product is the sum of these two modules, i.e., \(20 (=4^2 + 4^1)\). The right part of the figure provides a list of all modules used to constitute the preference (upper right) and the product (lower right). Various possible modules are arranged by the depth (level), from the highest (the most sophisticated) to the lowest (the most primitive).

The size of the investment depends on the investors’ total available endowment accumulated up to the last period, \(B_{t-1}\), starting from an initial endowment \(B_0\). This endowment will be divided into two parts, one for investment and one simply for hoarding or for future investment. In this article, we consider a fixed proportion between the two, and let the parameter \(\alpha\) be the proportion for investment; hence \(1 - \alpha\) is the proportion for hoarding.

We also calibrate an investment upper ceiling for each investor. This ceiling is set to avoid the overproduction of the current economy. The overproduction can occur, because the number of consumers is exogenously fixed in this economy, which inevitably leads to an upper bound for the total feasible expenditures. Of course, this artificial constraint can be removed in a general equilibrium model, where investors and consumers are given a one-to-one correspondence, and a higher accumulated endowment naturally leads to higher purchasing power. Nevertheless, a general equilibrium approach to the modular economy is more demanding, and hence, only a partial-equilibrium approximation is made in this paper.
3. Simulation Design

The main focus of this paper is on the co-evolutionary competitive dynamics when both firms are assumed to be myopic best-response to their market shares and both employ the markup rate as the only control variable. Since the two firms differ in terms of their products supplied, a comprehensive market share covering all products sold will be used. Let $S^j_t$ be the total sales of firm $j$ in period $t$ ($j = 1, 2$).

$$S^j_t = \sum_{i=1}^{N_{t-1}} S^j_{i,t}$$

The market share of firm $j$ in time period $t$, $mkt^j_t$, is:

$$mkt^j_t = \frac{S^j_t}{S_t}, \quad j = 1, 2$$

where:

$$S_t = \sum_{j=1}^{2} S^j_t$$

To carry out the analysis, we shall use the model proposed in Section 2 to generate a lookup table. (The assumption of the availability of the lookup table is equivalent to assuming that both firms can actually use the agent-based duopolistic model established in Section 2 to generate the required statistics for decision support. In a real situation, they may not be able to obtain access to this “perfect” model. In that case, we need to model their adaptive dynamics in the setting of markup rates. Hence, the simplification via using a lookup table is mainly for the purpose of having a theoretical underpinning before we move into the possible learning dynamics. Having said that, we shall leave the learning dynamics to a further study.) The lookup table, $\mathcal{T}$, basically informs the firm of its long-term average market share if its own markup rate is $\eta^j$ and the rival firm has a markup rate $\eta^{-i}$, i.e.,

$$\mathcal{T}(\eta^j, \eta^{-i}) \rightarrow (mkt^j, mkt^{-i}), \quad \eta^j, \eta^{-i} \in \Lambda$$

where $\Lambda$ is the strategy space.

We start with a two-dimensional strategy space bounded below by zero and above by three; hence $\Lambda \times \Lambda = (0, 3) \times (0, 3)$, as shown in Figure 7. The choice of this range is based on a large body of empirical studies on markups, from sectors to individual firms [28–31]. Based on these empirical studies, a range from zero to two should be sufficient. Nevertheless, given that the firms studied in this paper are conglomerates with both innovation and multi-products, the conventional estimation based on single-product firms at a high level of aggregation may not entirely represent the tail behavior of the markup distribution. Hence, we enlarge the upper limit of the range from two to three.

From this strategy space, we then take a finite sample of the pair of strategies (markup rates) adopted by the two firms. Since the payoff matrix should be symmetric, we only need to sample the pairs exclusively, either above the 45-degree line or below the 45-degree line. We specifically sample the pairs above the 45-degree line, so that the $y$-axis represents the rate of the high markup firm and the $x$-axis represents the rate of the low markup firm. As shown in Figure 7, we have a total of 40 samples on this half space. The 40 samples also cover the one specifically used in [14], i.e., the pair (0.10, 0.15), as
indicated at the southwestern corner of the space. In this specific case, Chie and Chen [14] showed the superiority of the high markup firm over the low markup firm in terms of both market share and profit.

In this study, we have extended the original study to include another 39 pairs of marketing strategies (markup rates) and examine how far the superiority of the high-markup firm (the $H$ firm for short) can go. As an extended study, the rest of the parameters are set to be the same values as those in [14], and they are summarized in Table 1. Simulations are run using the software, ModularEcon, which is available on the website of the open source codes for agent-based modeling [32].

The software is written using Java and is compiled by Borland J Builder 6. It is implementable under the DOS environment. Parameters are specified in the file innvo.ini, whereas innvo.jar is the execution file. Various outputs regarding households and firms are written in the Excel files. As a simulation of the evolution of the economy, the modular economy is very computationally demanding. Depending on the given complexity of consumer preferences and the endowment, it may take an Intel Core i5 4-core processor 10 h for a run with 5,000 market days.

4. Results and Discussions

In Figure 11, we present the market share of the $H$ firm. The number shown in each cell is the average market share, averaged over a number of 50 runs of the same scenario, each run lasting for 5,000 periods. From the figure, we can see that the high markup rate as a competitive strategy has its limit. However, the pattern revealed in Figure 11 is not monotone. Specifically, when the markup rate of the rival firm is fixed at a low level, *i.e.*, below 50%, the competitive advantage of the $H$ firm features a hump shape, in the sense that the market share of the $H$ firm will increase first with its markup rate, up to a point, and then decrease when the markup rate is further increased. This hump shape then seems to be replaced with a monotone decreasing curve when the markup rate of the low firm is fixed at a higher level.

**Figure 11.** Market share of the high markup firm under different pairs of strategies.
To study the possible long-term competitive dynamics, we first use both interpolation and extrapolation to gauge the possible market share of each firm under a total of 3,600 (60 × 60) markup rates. We then take this complete table as a payoff matrix (the lookup table) for both firms and assume that each firm reacts to the other firm’s strategy in the best response manner by following the lookup table. There are two possible schedules for this interaction. One is under the assumption that the firms react in a sequential way, so that the two firms move in turn, and at each point of time only one firm moves. The other one is based on the assumption that they both move simultaneously. Not too surprisingly, these two schedules may lead to different limit points, as shown in Figure 12.

Figure 12. Domain of attraction: sequential move (left) and simultaneous move (right).

The myopic sequential dynamics shows the convergence to one fixed point and one limit cycle. Hence, there are multiple equilibria characterized by a steady-state markup rate, which is 60% in this case, and a cycling fluctuation of markup rates, as also shown in Figure 13. To show which is more likely, we also color each attractor’s domain of attraction; the one attracted to the fixed point is green-colored, and the one attracted to the limit cycle is red-colored (Figure 12, left panel). Obviously, the latter has a larger domain of attraction as opposed to the former (93.3% vs. 6.7%). Accordingly, without any prior restriction on the initial markup strategies, it is more likely that we will experience a fluctuating markup rate and price in the duopolistic competition, rather than a tacit collusion to a homogeneous markup rate.

Figure 13. Long-run dynamics of markup rates: sequential move.
In the case of the simultaneous move, we also see the emergence of multiple equilibria, characterized by the same fixed point (60% markup rate), but two limit cycles, one above the 45-degree line and one below it (Figure 12, right panel). In terms of the size of the domain of attraction, the one attracted to the fixed point (green-colored) is much larger than that in the case of the sequential move, but is still relatively smaller than the two attracted to the limit cycles (yellow- and red-colored) (40.48% vs. 59.52%). Hence, regardless of the moving schedules, fluctuations in pricing are more likely to occur than steady pricing; alternatively put, the price in the duopolistic competition is unlikely to be stable, and it is even less likely to be so when two firms take sequential moves.

Under the sequential move, the markup rates of the two firms travel though the same route, i.e., 50%, 80% and 120% (Figure 13, the middle panel); therefore, their long-run (average) markup rate is homogeneous, 83.3% on average. In other words, under the sequential move, in the long run, both firms basically adopt the same markup strategy. (The pattern of the cyclical change in markup rates as a competitive behavior among oligopoly firms, sometimes known as intertemporal pricing, has been well observed by economists [18,33–35].) The distinction between the high markup firm and the low markup firm only exists in the temporal equilibrium, not in the long-run equilibrium. Therefore, in this case, the law of one price, in a broader sense, is not sustained.

However, the law of one price does not apply to the case of simultaneous moves. In this case, there is one limit cycle above the 45-degree line and one below it (Figure 12, lower panel). In either limit cycle, one firm always adopts a set of high markup rates, 160%, 165%, 170% and 175%, and the other always adopts a set of much lower markup rates, 75%, 80%, 85% and 90% (Figure 14, middle panel). Hence, under the simultaneous-move scenario, the co-existence of a high markup firm and a low markup firm reappears, and they both survive in the long-run equilibrium, even though the former has a much higher market share (Figure 14, lower panel). Therefore, in this case, law of one price, in a broader sense, does not sustain.

**Figure 14.** Long-run dynamics of markup rates: simultaneous move.

It is also worth noticing that the steady-state markup rate (60%) is lower than the fluctuating markup rates, not necessarily lower than the minimum, but definitely lower than the average. In sum, in this duopolistic competition, it is less likely that the steady-state homogeneous markup rate will be observed; hence, the high-price equilibrium is more likely to occur than the low-price equilibrium.

The reaction to the rival firm’s strategy is also non-linear. It is not always the case that the firm will follow the rival firms’ strategy of price cutting. On the limit-cycle path, in Figure 13, we can see that Firm
II can actually respond in the reverse manner by increasing the markup rate in Period 5, when seeing Firm I cut the markup rate in the previous period (Period 4). The implication of this counterintuitive reversal may be interpreted as the effort to avoid a price war. Remember that in this modular economy, there are always two ways to compete: a horizontal way and a vertical way. When Firm I reduces its markup rate, if Firm II follows, then it is quite likely that the two will both get into a horizontal competition, for example, a mobile phone vs. another mobile phone. This may make it hard for the firm to win compared to the alternative that it moves in the reverse direction and uses a high markup rate to develop a new product, a smart phone, which can almost completely annihilate the vanilla mobile phone if it has enough profits to support the advent of the new product in time.

5. Conclusions

We attempt to initiate a new class of models in industrial economics, which focuses not on a single industry as a whole, but on single firms as conglomerates, producing multiple mutually supporting commodities. Generally speaking, all enterprises whose services or commodities provided to customers can be best understood as a system, a package or a life style rather than individual products fit the property of the modular economy. This proposed model may enhance our conversation with the data generated, not from a quantity-based economy, but from a quality-based economy. What the power of evolution means here is that it can constantly challenge the conventional definition of any product and incessantly remind us that what a consumer is pursuing is not many single products piece-by-piece with different quantities, but “a way of life” in which all products (modules) are a productive part of it. (Hence, in addition to the communication business, which we mentioned in the paper, Google serves as another good example. Its browsing service contains sub-modules, such as an email module, a marketing/shopping module, a photo module and other app modules. Therefore, this service cannot be treated as one commodity, but as an entire sphere of life. 7-11 in Taiwan is another example. What 7-11 now provides to consumers is no longer just retail products, but an entire life-management system that helps the consumers pay bills, buy transportation tickets, receive merchandise, meet friends and even prepare banquets. The modular economy is evolving and emerging; it is more about the future than the past. We shall anticipate more and more such enterprises evolving to fit this key characteristic.) This is probably the essence of a service economy. (See also Beinhocker [36] for many commonalities. We appreciate the referee’s mentioning of the connection between our work and Eric Beinhocker’s.)

Within this context, the conventional perspective of price competition or the markup strategy may change accordingly. As demonstrated in this paper, the nature of the economy makes the stable markup rates less likely; instead, the markup rates may be less steady than the conventional economy (the Bertrand model), and the dynamics may be more intriguing than either collusion or cut-throat competition. All in all, a fundamental pursuit for profits is important, because, without it, there will be no R&D or no new designs; and the firm may then lose its future battles to its rivals in both the vertical and horizontal competition. Hence, the markup strategy becomes a more sensitive and intriguing issue than what we may learn from the conventional quantity-based economy.

The duopolistic competition in the conventional economic analysis is about the competitive dynamics of two single firms, selling a single homogeneous product. This paper extends the conventional analysis
by examining the competitive dynamics of two conglomerates, each selling a large variety of evolving products. We find that the law of one price in a broader sense generally does not prevail. When the two firms take simultaneous moves, the high markup firm can co-exist with the low markup firm, each with different market shares. Hence, the result obtained in [14] remains valid in this more dynamic setting.

5.1. Further Studies

The model that we present here is richer than the usual models of industrial organization. This is because we intend to make this model a “general equilibrium” model in the sense that the stock-flow consistency can be checked. In this way, the degree of arbitrariness can be minimal. For example, firms cannot operate further if working capital is insufficient, and demand is not exogenously given. This inevitably prompts us to include many standard elements in the agent-based general equilibrium models [37], whose possible roles in the model we have not extensively examined. These include the operating characteristics of firms, as well as the behavioral assumptions of consumers and investors. Further studies along these lines are described in the following paragraph.

First, about the markup strategy, the analysis throughout the paper is built upon the assumption of the myopic best response behavior of firms; in the future, we would like to see whether the results obtained here are sensitive to different behavioral assumptions. Second, the R&D rate is set exogenously in the model; hence, in the future, it should be set endogenously to study its strategic significance. In fact, this kind of analysis has been conducted in the conventional industrial organization literature [38], and our model can extend this analysis into the domain of the modular economy. Third, the primitive set on which firms are based is also fixed, which may determine the observed varieties and complexities of the products. A thorough study of the empirical literature on marketing and strategic management [39] may be beneficial in determining the portfolio of the products, which is a part of a firms’ competitive strategy. In other words, the portfolio of the products, as a part of the competitive strategy, should also be addressed empirically. Finally, we can examine the assumption of the synergy effect on the economy, not in terms of its absence or existence, but in terms of its degree and heterogeneity. In this paper, the synergy effect is homogeneously carried out by a power function with a given base. In the future, we may consider more reasonable setups in light of the empirical studies on consumer behavior.
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