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Abstract:



The spatial and temporal variability patterns of the urban heat island (UHI) in the metropolitan area of Sao Paulo (MASP) were investigated using hourly temperature observations for a 10-year period from January 2002 to December 2011. The empirical orthogonal function (EOF) and cluster analysis (CA) techniques for multivariate analysis were used to determine the dominant modes of UHI variability and to identify the homogeneity between the temperature observations in the MASP. The EOF method was used to obtain the spatial patterns (T-mode EOF) and to define temporal variability (S-mode EOF). In the T-mode, three main modes of variability were recognized. The first EOF explained 66.7% of the total variance in the air temperature, the second explained 24.0%, and the third explained 7.8%. The first and third EOFs were associated with wind movement in the MASP. The second EOF was considered the most important mode and was found to be related to the level of urbanization in the MASP, the release of heat stored in the urban canopy and the release of heat by anthropogenic sources, thus representing the UHI pattern in the MASP. In the S-mode, two modes of variability were found. The first EOF explained 49.4% of the total variance in the data, and the second explained 30.9%. In the S-mode, the first EOF represented the spatial pattern of the UHI and was similar to the second EOF in the T-mode. CA resulted in the identification of six homogeneous groups corresponding to the EOF patterns observed. The standard UHI according to the scale and annual seasons for the period from 2002 to 2010 presented maximum values between 14:00 and 16:00 local time (LT) and minimum values between 07:00 and 09:00 LT. Seasonal analysis revealed that spring had the highest maximum and minimum UHI values relative to the other seasons.
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1. Introduction


Urbanization produces significant changes in the radiative, thermal, and aerodynamic properties of surfaces by forming heat domes over cities, termed urban heat islands (UHIs) [1,2,3,4]. The spatial distribution of UHIs is typically marked by a strong horizontal temperature gradient at the urban–rural boundary and a gradual temperature decrease from the center to the edge of the city, and these gradients are strongly affected by local circulation and weather conditions; thus, they are defined by diurnal and seasonal variations [5,6,7].



The major contributing factors to the development and scale of the spatial patterns of UHIs include the scarcity of vegetation; the extensive use of waterproof, high thermal-capacity and/or albedo materials in construction and paving, thereby reducing evaporation; the typical three-dimensional geometry of the urban surface (canyon-type configuration), which traps energy; the size of the population; the release of anthropogenic heat through vehicle traffic, industrial processes, human and animal metabolism and energy consumption; and a high concentration of energy-absorbing pollutants (gases and aerosols) in the urban atmosphere. Furthermore, the spatial patterns of UHIs can be strongly influenced by surface characteristics, such as green areas, water bodies and local topographies [1,2,8,9,10,11,12,13,14,15,16,17,18,19].



The most widely recognized method of studying the spatial and temporal variability patterns of UHIs is by applying statistical techniques to observational meteorological databases [20,21,22,23,24]. This approach can analyze differences between urban and rural areas by comparing the intensity of the day and night UHI periods and by identifying variations at seasonal, interannual and decadal scales [25,26].



The metropolitan area of São Paulo (MASP) in southeast Brazil is among the top ten most highly populated cities and is one of the largest urban areas in the world. Previous attempts to determine the UHI patterns of the MASP have revealed that feedback occurs between the UHI and sea breezes [27,28,29]. According to Freitas et al. [29], the MASP’s UHI induces the formation of an active convergence zone in the city and accelerates the movement of the sea breeze front radially towards the urban center. The mixture of dry and warm urban air, with relatively damp and cold maritime air, favors convective instability and the development of intense convective cells, transporting a significant amount of humidity from the surface to upper levels, and only when the heat island dissipates, the sea breeze progresses beyond the city. The net effect is the retention of the sea breeze over the metropolitan area for up to two hours [29]. The UHI predominates during daytime, with the maximum and minimum intensities in the afternoon and morning, respectively [30]. However, during November, December, and January the minimum UHI intensity occurs at night. July and September exhibit the highest intensity, and June and November the lowest [30].



To the best of our knowledge, previous studies of the UHI of the MASP are all based on studies of climatological time series [31] and analyses of the effects of urbanization and morphology on temperature patterns [30,32,33]. Recent studies have also included remote sensing [34] and atmospheric modelling [29,35]. Other approaches have investigated the UHI according to its effects on comfort and human health; for example, areas with a more intense UHI (land surface temperature >32 °C) have a higher incidence of the disease dengue fever than other urban areas [36]. Nonetheless, the spatial and temporal patterns of urban temperatures and UHIs are not well understood for the largest metropolitan area of South America.



The main goal of this study was to determine the spatial and temporal structures of the UHI of the MASP. Specifically, we chose to investigate the diurnal, seasonal and interannual patterns, with a focus on the dominant modes of variability in air temperature anomaly data, to determine the characteristic similarities and differences in the MASP. Multivariate statistical analyses were performed using observational data. The study area, datasets and a review of the statistical analysis methods are described in Section 2, the results are presented and discussed in Section 3, and a summary and conclusions are provided in Section 4.




2. Materials and Methods


2.1. Study Area and Datasets


São Paulo city, in the southeast Brazil, is one of the most populated and largest urban conglomerates in South America (Figure 1a). The MASP consists of 39 cities (Figure 1b), and it is the largest hub of national wealth and the sixth largest city in the world. The MASP occupies a land area of 944 km2 and has a population of approximately 20 million (IBGE/2011).


Figure 1. (a) Geographical location of the metropolitan area of São Paulo (MASP) in Brazil; (b) magnified views of the MASP.
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The MASP has a topography dominated by hills ranging from 650 to 1200 m above the sea level (asl); the Mantiqueira and Serra do Mar Mountain chains standing out in the northern and southern limits of the region, respectively, and the Jaraguá Peak standing out at the west end of the Mantiqueira Mountains (Figure 2). São Paulo city is approximately 55 km from the Atlantic Ocean. The topography, the proximity to the ocean, and the intense urbanization significantly influence the pattern of atmospheric circulation and create peculiar weather conditions in the MASP.


Figure 2. Three-dimensional view of the MASP, including the Mantiqueira and Serra do Mar Mountains and part of the Paulista Coast. The altitude of Mantiqueira and Serra do Mar Mountains near to MASP range between 900 and 1200 m and 400 and 700 m above the sea level (asl), respectively; while the MASP altitudes are between 700 and 800 m asl.
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The MASP experienced a growth rate of 56% in the 30-year period from 1980 to 2010. There were nearly 12 million inhabitants in 1980, whereas in 2010 the population jumped to almost 21 million inhabitants (IBGE, 2010). The population growth triggered urban expansion at an accelerated rate. From 1962 to 2002, the urban area increased from 874 km2 to 2209 km2. Figure 3 shows a map of the current land use distribution in the MASP, highlighting the extensive urban area and the predominant types of land cover.


Figure 3. Present land use of the MASP. The color scale indicates the urban area (red), and the predominant types of land covers MASP [38].
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The large urban spot in the MASP (Figure 3) due to a rapid growth and unplanned urbanization produced several alterations of the natural landscape, which changed the surface energy fluxes and triggered dynamic and thermodynamic atmospheric changes, including the temperature pattern. The urbanization has promoted a heterogeneous distribution of surface temperatures in the MASP, with a warmer region in the nucleus and colder outer regions, which has led to the generation of various microclimates within this area. The map of apparent surface temperature in Figure 4, obtained by digital processing techniques of the high gain thermal band (TM6+) of the images captured by the LANDSAT-7 satellite sensor on 3 September 1999, illustrates the spatial distribution of these microclimates. This map reflects the quantitative spatial distribution of the apparent temperature, as it captures the emissivity of the surface and presents sensitivity to thermal contrasts. The processed image shows the areas with the highest apparent temperature of the surface (in red), in contrast to the cooler areas represented in blue. Temperatures range from about 24 °C to 32 °C. Detailed information is available at [37], last accessed 3 March 2017.


Figure 4. Map of the apparent surface temperature in MASP on 3 September 1999, 09:57 local time (LT) inferred by the satellite Landsat-7 [37].
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The analyzed database includes ten years of hourly air temperature observations from nine near-surface weather stations in the MASP from 2002 to 2011, with approximately 87,600 data points per station, hourly distributed. In total, the MASP dataset consists of 788,400 data points, in which approximately 244,304 (31%) are missing data. The missing data is however randomly distributed within the hours, days, and years. Therefore, no statistical method was used to fill the gaps in the dataset because these failures were not significant relative to the overall size of the dataset, or compromise its general pattern. Figure 5 depicts the locations of the MASP stations distributed within the 39 cities that compose the MASP (Figure 5a), and according to the land-use classification (Figure 5b). The weather stations available include conventional aerodrome stations (METAR code), automatic stations under the responsibility of the Environmental Protection Agency of the State of São Paulo (CETESB) and one automatic station operated by the University of São Paulo (USP). The spatial distribution of the meteorological stations with 10-year data available is not homogenous and does not cover the entire MASP. Therefore, we reduced the study to a smaller region with observational representativeness. In Figure 5a, the dark grey area illustrates the area under analysis in this study. Except for Parelheiros (number 9) and Guarulhos (number 6), which are in the transition region of urban area and shrublands, most stations are within the urban area.


Figure 5. (a) Map of the MASP with the following weather station locations: (1) Ibirapuera Park; (2) Congonhas Airport; (3) Taboão da Serra; (4) Pinheiros; (5) Mirante de Santana; (6) Guarulhos Airport; (7) São Caetano do Sul; (8) Água Funda; and (9) Parelheiros. The dark grey area highlights the new delimitation of the maps, which demarcates the effective area used in this study; (b) MASP station locations shown over a land-use satellite image. The same color scale depicted in Figure 3 is valid here [38].
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In addition, we analyzed the correlation coefficients of the sea surface temperature (SST) anomalies between the Equatorial Pacific and southern Atlantic Oceans and the mean temperature anomalies observed in the MASP to investigate whether teleconnections affect the temporal variability of the urban temperature and to determine the related intensification or attenuation of the UHI. The SST data was from the ERA-Interim European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis data, with 1.5° × 1.5° horizontal resolution [39]. The monthly average SST grid data corresponds to the same 10-year period of the meteorological data (2002 to 2011).




2.2. Statistical Analysis


2.2.1. EOF Analysis


We applied the Empirical Orthogonal Function (EOF) analysis, also known as principal component analysis (PCA), to investigate the spatial and temporal variabilities in the UHI of the MASP. The EOF technique is one of the most widely used multivariate statistical techniques for atmospheric science analyses [40,41], and it became popular after Lorenz [42].



In this study, we employed the EOF technique to analyze the hourly mean temperature data over a 10-year period from January 2002 to December 2011. We subtracted the temperature at each station by the spatially averaged temperature in the MASP, therefore, linear combinations of temperature anomalies ([image: there is no content] were used to calculate the Principal Components (PC’s). The EOF could be either based on analysis of the correlation matrix or the covariance matrix. In this study, we used the correlation matrix obtained from the standardized (n × K) anomalies matrix [Z], where K is the number of variables under analysis (temperature anomalies) and n is the number of observations from each weather station [43].



Depending on which parameters are selected, the EOF variables can be specified with different modes of decomposition. To obtain the spatial anomaly pattern, the T-mode EOF is used, and to define the temporal trend and variability of the grid points, the S-mode EOF is used [44,45,46,47,48,49,50]. In this study, we analyzed both the T-mode and S-mode EOFs to identify the characteristics of the spatial and temporal pattern and the temperature anomaly fields, respectively.



Detailed information about EOF analysis and about the T mode and S mode are in Appendix A.




2.2.2. Cluster Analysis


In addition to the EOF, we also applied the cluster analysis (CA). EOF and CA are useful tools for verifying how samples are related by determining the level of similarity with specific variables. CA is used to identify and classify objects/individuals based on their characteristics and to obtain similar groups. This analysis uses predetermined selection criteria to classify objects according to the similarities of elements to those within other groups [51,52].



In this study, regions of homogeneity were identified by arranging the temperature data in a (m × n) matrix, where m corresponds to the nine stations and n corresponds to the mean hourly temperature anomalies. Thus, CA was performed to provide a statistical description of the standard air temperature of each region to determine the temperature variability and weather patterns or local control factors in the MASP.



Detailed information about cluster analysis is in Appendix B.




2.2.3. Urban Heat Island Intensity


We calculated the UHI intensity (UHII) in the MASP based on differences in the mean hourly temperature between urban/suburban (Tu) areas and non-urban/vegetated (Tr) areas. This definition has been used in many studies, such as [25,53]:
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(1)







Equation (1) is a traditional approach in which two stations (urban and vegetated) are applied to analyze the UHII. This approach is typically used when there are few stations in the study area. However, when there is only one station in the urban area and many stations in neighboring areas, the UHII is best defined as the difference between the urban station and a representative average of the countryside stations. When there are many stations within both the urban area and vegetated area, a representative station for the urban area should be carefully selected because significant variations usually occur within an urban area. In this study, we chose the representative stations in the urban and vegetated areas used for the UHII analysis after performing the CA.






3. Results


3.1. MASP Local Climate


For the 10-year period from January 2002 to December 2011, the average temperature of the MASP was 17 °C in the coldest month and 23 °C in the hottest month (Figure 6). Summer and spring months presented the highest solar radiation mean values (between 180 W/m2 and 200 W/m2), and winter months presented the lowest solar radiation mean values (approximately 100 W/m2). The mean spatial distribution of the 10-year temperature in the MASP was substantially uniform and ranged from 17 to 23 °C.


Figure 6. Annual cycle of temperature near the surface (blue bars), and solar radiation (red line) averaged over the 10-year period from January 2002 to December 2011 in the MASP.



[image: Environments 04 00027 g006]






The 10-year mean diurnal temperature cycle in the MASP presented a peak of 25 °C at approximately 14:00 local time (LT) (Figure 7), primarily related to the solar radiation cycle, although also influenced by the high level of anthropogenic heat release. With the nighttime cooling, the temperature dropped to a minimum of 17 °C on average around 06:00 LT. Moreover, the daily cycle fluctuated with an amplitude of approximately 7.6 °C.


Figure 7. Diurnal cycle of air temperatures averaged over the period from January 2002 to December 2011 in the MASP.
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The sea breeze prevailing to the south/southeast, which corresponds to the oceanic/continental path that occurs during the daytime, strongly influences the wind regime in MASP, despite its 55 km distance from the coast (Figure 8). In addition, there was an eastern component throughout most of the region, which is most likely related to differential surface heating and the surface characteristics, such as the parks, water bodies, and more built-up environments. The wind speed in the MASP was typically low, ranging from 0.5 to 2.1 m/s.


Figure 8. Mean compass rose (direction and intensity) measurements at stations in the MASP for the period from 2002 to 2011.
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3.2. EOF Analysis


The T-mode EOF produced three dominant modes of temperature variability in the MASP, with the first, second and third EOFs together explaining approximately 99% of the total variance. The first mode (or the first PC score) explains 67% of the total variance and has a clear diurnal cycle. The temporal coefficient of the first mode or PC loadings (Figure 9) has the highest correlation (values greater than 0.8) between 00:00 and 06:00 and 21:00 and 23:00 LT. This result indicates that the late night and early morning periods are subject to a distinct spatial pattern. Thus, during these periods, a structural correspondence occurs in the temperature anomaly fields. The spatial structure associated with the first PC score (Figure 10a) has a dipole pattern with negative values in the east, north, and northwest MASP regions and positive values in the south MASP region. This pattern is associated with the MASP circulation mechanisms, representing the strong influence of the sea breeze with south and southeast winds in the southern part of the MASP, while in the north part prevailing the circulation of terrestrial breeze with east and northeast winds.


Figure 9. Principal components (PC) loading time series of the first (67%), second (24%) and third (8%) T-mode empirical orthogonal functions (EOFs) calculated using the hourly mean temperature anomaly data for the MASP from January 2002 to December 2011.
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Figure 10. PC score spatial pattern of the (a) first (67%); (b) second (24%) and (c) third (8%) T-mode EOFs calculated using the hourly mean temperature anomaly data of the MASP from January 2002 to December 2011. The thicker black line represents zero value. Isolines are on 0.2 intervals.
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The second PC score explained 24% of the total variance, with the highest correlation values from 12:00 to 20:00 LT (Figure 9). The spatial structure of the second PC score had a pattern of negative and positive scores at the center and edges of the MASP, respectively (Figure 10b). Comparison of the spatial pattern of the temperature anomaly of the second PC (Figure 10b) with the map of the apparent surface temperatures of the MASP (Figure 4) revealed similarities in spatial behaviors, with the warmest regions coinciding with positive nuclei of the mode. The central region towards the northeast–southwest axis had a warmer core (Figure 4), and this region coincided with the central area in Figure 10b. The areas in Figure 4 that show colder core temperatures match the negative anomaly values of −0.2 to −0.6 in Figure 10b. Therefore, the second mode is associated with urbanization, representing the release of heat stored from urban areas as well as from other anthropogenic sources beyond the circulation process in the MASP. The second mode of the EOF is the one that better represents the UHI of the MASP.



The third mode explains 8% of the total variance, and the PC loading time series exhibits the highest correlation values from 07:00 to 11:00 LT (Figure 9). The third mode’s spatial structure (Figure 10c) is similar to that of the first mode because it also displays dipole behavior, although it displays positive values in the southwestern, southern, and eastern areas of the MASP and negative values in the northern and northwestern areas of the MASP region. The third EOF appears to be associated with the local circulation due to terrain or urban effects, and is therefore related to the first mode. It can be interpreted as a complementary representation of the wind circulation mechanisms in the MASP.



In the S-mode EOF, there were two dominant modes of variability, and they explained approximately 80% of the total variance. For the S-mode, the spatial pattern (or PC loading) of the variable under study shows the correlation fields determined by the PC score time series and all points in the spatial domain. The PC loading map shows the region(s) where the time series is representative of the temporal behavior of the temperature anomalies. Areas with low PC loadings do not correspond to the behavior of the original observations for that particular PC. The time series (or PC score) describes the principal types or patterns of temporal variability for the temperature anomaly [50].



The first PC (or first PC score) explained 49% of the total variance and had a clear diurnal cycle (Figure 11). The time series highlights the patterns of variability of the temperature anomalies during each period, with positive values between 00:00 and 11:00 LT and negative values between 12:00 and 23:00 LT. The spatial pattern of the first PC loading map (Figure 12a) is similar to that of the second PC of the T-mode EOF (Figure 10b), with positive values in the center and negative values at the edges of the MASP. The S-mode EOF demonstrates that the temperature anomaly in the center of the MASP is positive between 00:00 and 11:00 LT and negative otherwise, whereas the edge areas presented an inverted pattern, representing the temporal behavior of the MASP temperature anomaly. Therefore, the first PC of the S-mode corresponds to the spatial pattern of the UHI in the MASP, and it is similar to the second PC of the T-mode.


Figure 11. PC score time series of the first (49%) and second (31%) S-mode EOFs calculated using the hourly mean temperature anomaly data of the MASP from January 2002 to December 2011.
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Figure 12. PC loading spatial pattern of the (a) first (49%) and (b) second (31%) S-mode EOFs calculated using the hourly mean temperature anomaly data of the MASP from January 2002 to December 2011. The thicker black line represents zero value. Isolines are on 0.2 intervals.
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The second PC score pattern explains 31% of the total variance in temperature and also features a well-defined diurnal cycle (Figure 11). The temporal behavior of the second PC is similar to the first PC although advanced by 3 h. The dominant feature of the spatial structure of the second PC loading map (Figure 12b) is a positive structure on the west side of the MASP and negative structures elsewhere. Thus, on the western side of the MASP, the temperature anomaly is negative between 07:00 and 15:00 LT and positive otherwise. On the east side of the MASP, the temperature anomaly is positive from 07:00 to 15:00 LT and negative otherwise. This dipole pattern, also observed in the first and third PC of the T-mode EOF (Figure 10a,c), is associated with wind circulation in the MASP.



In summary, the second PC of the T-mode approach and the first PC of the S-mode approach represent the spatial pattern of the UHI in the MASP, whereas the first and third PCs of the T-mode approach and the second PC of the S-mode represent the wind circulation pattern in the MASP. According to Salles [47], similar results in both modes implies a simple linear spatial and temporal relationship that precludes other effects, such as dispersion, which occurs over time because of the non-linearity of real systems.



We also performed seasonal analysis of the spatial structures of the EOF for the T-mode EOF intending to obtain the spatial patterns of the temperature anomaly field and their sequences of occurrence throughout the year. The temporal and spatial patterns (Figure 13, Figure 14, Figure 15 and Figure 16) were similar to the T-mode patterns (Figure 9 and Figure 10). However, summer and winter only presented two modes (Figure 13 and Figure 14), whereas autumn and spring presented three modes (Figure 15 and Figure 16). During summer and winter, the first EOF mode explained 78% and 75% of the variance, and the second mode explained 17% and 20% of the variance, respectively. During fall and spring, the first EOF mode explained 69% and 55% of the total temperature variance, the second explained 23% and 28%, and the third explained 6% and 14%, respectively. This reduction in the number of variability modes is likely associated with a consolidated configuration of the thermodynamic properties of the atmosphere during summer and winter compared with those of the transition seasons in the MASP.


Figure 13. PC score spatial patterns of the (a) first (78%) and (b) second (17%) T-mode EOFs in summer and the patterns in the (c) first (75%) and (d) second (20%) T-mode EOFs in winter; these patterns were calculated using the hourly mean temperature anomaly data of the MASP from January 2002 to December 2011. The thicker black line represents zero value. Isolines are on 0.2 intervals.
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Figure 14. PC loading time series of the first and second T-mode EOFs during (a) summer and (b) winter, which were calculated using hourly mean temperature anomaly data of the MASP from January 2002 to December 2011.
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Figure 15. PC score spatial pattern of the (a) first (69%); (b) second (23%) and (c) third (6%) T-mode EOFs during fall and the pattern in the (d) first (55%); (e) second (28%) and (f) third (14%) T-mode EOFs during spring; these patterns were calculated using the hourly mean temperature anomaly data of the MASP from January 2002 to December 2011. The thicker black line represents zero value. Isolines are on 0.2 intervals.
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Figure 16. PC loading time series of the first and second T-mode EOFs during (a) fall and (b) spring, which were calculated using hourly mean temperature anomaly data of the MASP from January 2002 to December 2011.



[image: Environments 04 00027 g016]






Another result that stands out in this seasonal analysis is the total variance representative of the variability modes of each season. During summer and winter, two dominant variability modes explain about 98% of the total variance, whereas in fall, three variability modes explain approximately 98% of the total variance, and in spring, three modes explain 97% of the variance. These differences between seasons and the different atmospheric thermodynamic patterns that occur at each station (as described above) may be associated with remote influences, which can increase the total variance in the transitional seasons relative to the other seasons. The most prominent remote influences that affect the southeastern part of Brasil are the El Niño-Southern Oscillation (ENSO), Madden-Julian Oscillation (MJO) and Pacific-South American (PSA) [54].



We analyzed the seasonal distribution of the correlation coefficients between the SST anomalies and the mean temperature anomalies observed in the MASP for the 10-year period (2002–2011) (Figure 17). We found an intense correlation between these two coefficients in the Atlantic Ocean area off the coast of southeast Brazil (anomaly marked as a square on the Atlantic Ocean near the MASP in Figure 17), which indicates that the MASP is primarily affected by the nearby ocean SST. The ENSO remote influence (square on the Equatorial Pacific Ocean in Figure 17) has no remote influence, except during fall and spring. During the transition seasons (Figure 17b,d) we detected a correlation, although weaker than the one with South Atlantic Ocean area, with the Niño 3.4 area. These results indicate that the seasonal factors in this area, such as the air temperature/UHI intensity in the MASP, as well as local-level phenomena, are also remotely influenced by the ENSO.


Figure 17. Distribution of the correlation coefficients between the sea surface temperature (SST) anomaly data and mean temperature anomaly data in the MASP at the 95% significance level (Student’s t-test): (a) summer; (b) fall; (c) winter and (d) spring. The regions with positive (negative) correlation are solid (dashed) isolines and the first value is 0.55 (−0.55). Isolines are on 0.1 intervals. Oceanic areas of the South Atlantic along the southeastern region of Brazil and Equatorial Pacific corresponding area of the Niño 3.4 are delimited in square.
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3.3. Cluster Analysis


The EOF methodology allowed the determination of the spatial patterns of temperature anomalies in the MASP, identifying warmer and cooler core areas as well as the temporal evolution of these spatial patterns throughout the day. Based on these results, we identified homogeneous regions or groups and determined the degree of similarity and differences among individual observations. Based on these results, we defined groups of stations that are similar. In the CA, the homogeneous groups should correspond with the groups observed in the spatial regionalization of the EOF analysis.



There is no theory or definition to determine the node heights in a CA dendrogram. As the goal is to gather stations with similar characteristics, we will not consider high-rescaled distances because they form large groups with high intra-cluster diversity. Therefore, we used 50% of the distance to determine the number of groups.



The threshold of six intra-homogeneous groups was the best representation of the MASP pattern and was consistent with the results we found with the EOF analysis. The six inner groups (Figure 18a) are group 1 (USP, Guarulhos), group 2 (Congonhas, Mirante), group 3 (Ibirapuera, Taboão Serra), group 4 (Pinheiros), group 5 (São Caetano do Sul), and group 6 (Parelheiros). Figure 18b illustrates the distribution map of the stations according to the six homogeneous groups in the MASP, and each color corresponds to a group. The spatial distribution of the groups (Figure 18b) indicates that the six homogeneous groups from the CA correspond to areas with spatial patterns found with the EOF analysis in both modes. Overall, the CA corroborates the EOF analysis, with the CA groups matching the spatial pattern of the second PC of the T-mode and the first PC of the S-mode.


Figure 18. (a) The resulting dendrogram for nine weather stations and (b) the distribution map of the stations within six homogeneous groups in the MASP. Each symbol (or colour) corresponds to a group:  [image: Environments 04 00027 i001] (red—group 1);  [image: Environments 04 00027 i002] (yellow—group 2);  [image: Environments 04 00027 i003] (orange—group 3);  [image: Environments 04 00027 i004] (green—group 4);  [image: Environments 04 00027 i005] (purple—group 5) and  [image: Environments 04 00027 i006] (blue—group 6).
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A subjective analysis of the land-use classification map (Figure 5b) resulted in the identification of six groups, which we classified as follows: urban group 1 (São Caetano do Sul, purple), urban group 2 (Pinheiros, green), urban group 3 (Taboa Serra and Ibirapuera, orange), urban group 5 (Congonhas and Mirante, yellow), urban group 6 (Guarulhos and USP, red) and the vegetated group (Parelheiros, blue).




3.4. UHI Intensity


We used the average air temperature in each of the six homogeneous groups to determine the UHI intensity, being, therefore, a mean UHII. It should be emphasized that no filtering or removal of the influence of synoptic scale was carried out; also, no filtering or removal was carried out for days with a prevalence of weak winds, days with significant cloudiness, and even days corresponding to weekends and holidays.



Among the six groups identified with the CA, group 6 (composed of Parelheiros station only) stands out for being located in the region farthest from the central area of MASP and was predominantly characterized by scarce urbanization and more vegetated area. Therefore, to estimate the UHII, we chose group 6 to represent the temperature of non-urban/vegetated areas, and the other groups (1, 2, 3, 4 and 5) to represent the urban area.



We estimated the UHII for each one of the urban groups considering the differences between the average temperature of each urban group and Parelheiros (group 6), which were then, respectively, denominated as case 1 to 5, after the group number. Except for case 5, we observed a clear diurnal cycle of the UHII, although each case peaks at different times (Figure 19).


Figure 19. Annual mean diurnal cycle of the urban heat island (UHI) intensity for the different cases: case 1 (São Caetano do Sul—Parelheiros), case 2 (Pinheiros—Parelheiros), case 3 (Congonhas/Mirante—Parelheiros), case 4 (Ibirapuera/Taboão da Serra—Parelheiros), and case 5 (Guarulhos/USP—Parelheiros).
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For cases 1, 2 and 4, the UHII peaks in the afternoon, at approximately 15:00 LT for cases 1 and 2, and 17:00 LT for case 4. For case 3, a peak occurs in the morning at approximately 08:00 LT and a secondary peak occurs late in the evening at approximately 22:00 LT. The selection of reference stations reflects very distinct patterns of the UHII, therefore, specific criteria are recommended for their selection.



Among the UHII cases analyzed, case 1 is consistent with the pattern found by Ferreira et al. [30], who estimated the monthly UHI for 2004. The daytime behaviour of the UHII follows the diurnal evolution of net radiation at the surface for all months of the year, with a 3-h delay with the maximum intensity of net radiation. Therefore, we chose case 1 to assess the seasonal variability of the MASP UHI (Figure 20). Spring had the highest maximum and lowest minimum UHII values compared with the other seasons, and winter had the lowest UHII values. The maximum UHII occurred at different times for each season. In spring, summer and winter, the maximum UHII values occurred at 15:00 LT, 13:00 LT, and 16:00 LT, respectively. In autumn, there were two peaks, one at 12:00 LT and another between 14:00 and 15:00 LT. This variation is likely to be related to the incident solar radiation at the surface, which does have a significant seasonal variation. The shortwave radiation in São Paulo peaks during spring, particularly in September, and presents minimum values during fall and winter [30,55].


Figure 20. Seasonal diurnal cycle of UHI intensity in the MASP for case 1: spring (green), fall (brown), summer (red) and winter (blue).
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4. Conclusions


Multivariate analysis of observational temperature data demonstrated the spatial and temporal structures of the UHI in the MASP for the period from 2002 to 2011. In EOF analysis, both S- and T-modes allowed the recognition of dominant modes of variability of the UHI.



For the T-mode EOF, we identified three main modes of variability in the MASP, and they explained 99% of the total variance. The first mode explained 67% of the variance, the second mode explained 24%, and the third mode explained 8%. We associated the first and third modes of the EOF with the wind movement mechanisms of the MASP related to the sea breeze, whereas the second mode with the urbanization and the release of heat from the urban canopy and anthropogenic sources, as well as local wind circulation in the MASP. The spatial pattern of the temperature anomaly of the second PC is similar to the spatial distribution of the apparent surface temperature of the MASP.



For the S-mode EOF, we found only two modes of variability, and they accounted for 49% and 31% of the total variance. In the S-mode, the first mode represented the spatial pattern of the UHI in the MASP, and it was similar to the second mode of the T-mode EOF.



In the analysis of seasonal EOFs, we observed a difference in the number of variability modes, with summer and winter each presenting two modes, and fall and spring each presenting three modes. This difference is probably associated with the thermodynamic patterns of the atmosphere, which are different during each season, as well as due to remote influences, such as El Ninõ/La Ninã events, which can influence seasonal air temperatures in MASP.



Both forms of EOF analysis enabled the identification of the various warm core temperatures and their intensities, sizes, locations, and variations throughout the diurnal cycle. We identified six homogeneous groups with the CA, which were consistent with the core spatial patterns we found with the EOF analysis. Therefore, by applying multivariate analysis, we determined the main temperature anomaly patterns for the MASP.



In analysis of UHII, estimates of the temperature differences between the urban/suburban areas and the non-urban/vegetated areas were calculated. Group 6 (Parelheiros station) was regarded as the non-urban/vegetated group because it is located further from the central area of the MASP, and the other groups (1, 2, 3, 4 and 5) were regarded as the urban/suburban groups. The results of the UHII estimations showed that the maximum and minimum intensities of the UHI occurred at different hours for each case. Therefore, the selected reference stations may have reflected distinct UHII patterns, indicating what criteria should be adopted when selecting stations.



Detailed annual and seasonal analyses of the UHI for case 1 (temperature differences between the São Caetano do Sul and Parelheiros stations), demonstrated—in UHII annual analysis—a diurnal pattern with a maximum UHII between 14:00 and 16:00 LT and a minimum UHII between 07:00 and 09:00 LT. The daytime behavior of UHII found in the results agrees with the study of Ferreira et al. [30]; the maximum UHII value in the diurnal pattern occurred in the afternoon at approximately 3 h after the maximum intensity of net radiation. In UHII seasonal analysis, spring had the highest maximum and minimum UHI values. The maximum UHII in spring, particularly in September, is related to the maximum incident solar radiation caused by significant seasonal variations in atmospheric transmissivity and emissivity. In September, additional solar radiation reaches the surface and transmits a greater amount of longwave radiation.



The characterization of the air temperature field using multivariate analysis techniques (principal component analysis and cluster analysis) is an approach that is not well explored in urban climate studies. In this study, we demonstrated the robustness of this type of analyses, identifying the spatial and temporal patterns near the surface temperature in the urban area and surroundings of the MASP, which allowed us to assess and quantify the UHI phenomenon. Within the principal components, we recognized the primary physical patterns and mechanisms that act and influence the MASP, such as urbanization, local circulation, and the mutual influence between them that derives from other effects, such as urban breeze circulation. In the cluster analysis, the stations with similar characteristics are distributed in groups. The application of the multivariate analysis techniques highlights a new approach that could be further explored for urban studies to determine the intensity of UHI across regions and similar microclimatic zones.



In addition, this study evidenced another aspect not commonly discussed in urban studies. Although the UHI phenomenon is primarily established and dimensioned by the local characteristics of the urban area, the remote and local influences can also play a role in the seasonal behavior of air temperature, and thus in the UHI intensity. Our results highlight the importance of taking into account the remote and local influences in urban studies.
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Appendix A


EOF Analysis


The EOF analysis aims to transform correlated original variables (K) to new uncorrelated or orthogonal (M) components/variables. These components are linear functions of the original components. Therefore, for vector × with multiple observations of (K × 1) data, the EOF generates a new vector u of (M × 1), which includes elements that are linear combinations of the elements of vector x and contain most of the information from the original vector. The elements of this new vector represent the maximum fraction of the variability in the original data and are called the principal components (PCs) [43].



Each PC generated by the EOF represents a portion of the variability in the dataset, and as the variance explained by the PC increases, the importance of PC in the representation of the dataset increases. The first mode or first PC is the linear combination of the original standardized variables, and it represents the fraction or percentage of the maximum variance. The second mode or second PC is the main component, or the linear combination of variables, which does not correlate with the first mode, and represents the largest proportion of the remaining variance. The subsequent principal components include linear combinations with the largest proportion of the remaining variance, and they are uncorrelated with principal components that have lower indices. The EOFs of each PC are mutually uncorrelated. Thus, the major advantage of using the EOF technique is that the classification of the eigenvectors associated with the largest eigenvalues of the correlation matrix allows the maximum variance to be explained [40].



The correlation matrix is written as follows:
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where [Z]T is the transposed matrix of Z. The correlation matrix [R] is obtained by M eigenvalues λm (λ1 ≥ λ2 ≥ .... ≥ λk), and each of the eigenvalues corresponds to an eigenvector ([image: there is no content]:
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Each eigenvector is one of the M components of the new orthogonal basis.



The new variables (PCs) are obtained projecting the original data on the new basis given by the eigenvectors of [R]:
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Each of the M eigenvectors contains one element pertaining to each of the K variables and can be represented on a map that indicates the locations with the largest contributions to their main component and the simultaneous anomalies that are represented by this major component.



The EOF also provides the variance of the total analysis, which is defined by the sum of the variances of the observed variables as follows:


[image: there is no content]



(A4)







The value of the variance accounted for by each component is given by:
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An important question regarding the EOF technique pertains to the number of eigenvalues that must be retained to differentiate between significant information and noise. To select the appropriate number of PCs for the analysis, the Kaiser truncation criterion is applied to retain the λm that meets the criterion:
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where sk,k is the sample variance of the kth element and T is a threshold parameter. Kaiser’s criterion [54] uses Equation (6) with a threshold parameter T = 1 [43]. In this criterion, eigenvalues greater than one are considered the most significant.



The EOF rotated by the varimax orthogonal rotation method [56] was used to maximize the variance of the results. This method is a commonly used approach, and it is determined by choosing the elements of the rotation matrix to maximize as follows:
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where n is the number of variables, r is the number of PCs, and bi are the eigenvectors. The rotated EOF has the advantage of producing new compact patterns that can be used for regionalization; thus, it divides the area into a limited number of homogeneous subareas [41]. The main objectives of rotated EOF analysis are to alleviate the strong constraints of the EOF (i.e., orthogonal/uncorrelated variables of PCs), to alleviate the dependence of the EOF pattern on the domain shape, and to obtain simple structures and easy interpretations of obtained patterns.



In the T-mode approach, the spatial fields (at a given time) of the variables used in analysis are considered the statistical variables. The domain is now temporal and the statistical observations are the different spatial points included in the instantaneous field [47]. Therefore, the T-mode not only identifies the main spatial patterns of the temperature anomaly field but also the order of occurrence.



To analyze the T-mode, a data matrix (n × m) was built, where n corresponds to the spatial field or “snapshot” of the mean hourly temperature anomalies (n = 9, which are weather stations of the MASP) and m corresponds to the statistical observations (m = 24, which are the mean hourly temperature anomalies of the 10 years of observations).



In the T-mode, the spatial patterns (PC scores) correspond to the principal types of temperature anomalies that describe the observed spatial variability, whereas the time series (PC loading) represents the correlation between the spatial patterns and each of the hourly mean anomaly fields. In the time series, the time at which a specific pattern occurs and the significance of its contribution to the real field at that time are observed. Therefore, when the time series shows low values (low PC loadings) for a specific time, the spatial pattern does not correspond to the structure of the temperature anomaly field. Thus, values closer to 1 in the time series represent sequences of weather conditions similar to the sequences of obtained patterns [48,49].



In the S-mode, the statistical variables are points in space, and the statistical observations are the observation times at which the variables are measured; thus, this mode can be used to study the behavior of the time series. The aim of the S-mode is to isolate the subsets of the spatial domain that have similar time variations and identify regions of similar behavior in time [50]. Therefore, although the characteristics of the field of study are not identified, the main features of the temporal variability of the field and the areas of influence of these modes are determined.



For S-mode analysis, a data matrix (n × m) was built, where n is the number of variables (n = 24, which is the mean hourly temperature anomalies of the 10 years of observations) and m corresponds to the number of observations (m = 9, which is the nine weather stations of the MASP).



In the S-mode approach, the time series (PC scores) correspond to the principal patterns of temporal variability for the temperature anomaly, and the spatial patterns (PC loadings) represent the correlation fields determined by the time series and all points in space. The spatial pattern field shows areas where the grid-point time series presents an in-level or anti-phase temporal behavior similar to that of the time series [50] such that low correlation values (low PC loadings) do not correspond to the behavior of the original observations for that particular mode.



T-mode and S-mode EOFs describe different aspects of the same real case. However, these two modes are supplementary and equally exclusive because their results cannot be reproduced by the mathematical manipulation of one another. In certain special cases, the S-mode and T-mode EOFs may produce results that are apparently similar, and a relationship might be observed between these “similarities” if there is an intrinsic and large linear spatial and temporal relationship that precludes any other effects, such as dispersion, which occurs over time because of the non-linearity of real systems [47,50].





Appendix B


Cluster Analysis


In Cluster analysis, the degree of similarity and difference between individual observations, x, is used to define the groups and to assign group membership. For a data vector sample x, which is defined by the (n × k) data of matrix [X], a classification scheme will define G groups and assign group memberships at varying levels of aggregation [43].



The CA fundamentally consists of a grouping function (called a distance or similarity measure) and a mathematical grouping criterion [51]. The composition of a cluster is based on the measured distances; thus, it is composed of points separated by small distances relative to the distances between clusters [43]. The similarity measure most commonly used in a CA is the Euclidean distance in the spatial dimension of the data vectors, and this approach was used here. A detailed discussion of various similarity measures can be found in [52]. The Euclidean distance between two vectors xi and xj is defined as follows:
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After selecting a distance measure to quantify the dissimilarity or similarity between the pair of vectors xi and xj, the next step in CA is to choose a method or grouping criteria. The grouping processes can be divided into hierarchical or non-hierarchical processes, and hierarchical processes are more commonly used. The hierarchical clustering method is characterized by creating a set of groups in a hierarchy, each of which is formed by the integration of one pair from a collection of previously defined groups. The hierarchical method used in this study was Ward’s method [57], which is the most commonly used hierarchical method. In this method, the pair of groups to be merged minimizes the sum of the squared distances between the points and the centroids of their respective groups summed over the resulting groups. Thus, among all possible methods of merging two of the G + 1 groups to make G groups, the merge that minimizes W, is performed [43]:
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This hierarchical search method for partitions minimizes the loss of information associated with each cluster [51]. One of the main advantages of the Ward method beyond its effectiveness in forming groups is that it tends to produce groups with the same number of elements.



The CA results are presented by a dendrogram or tree diagram, where the successive mergers of individuals into a single group are verified and the results are summarized. One of the difficulties of a CA is choosing how many clusters for analysis because an intermediate phase must be selected as the final solution. Thus, a level of clustering must be selected that minimizes the differences between the members of a given cluster and maximizes the differences between the members of different clusters [43]. There are no set criteria for the selection of clusters, although the process of interruption requires a subjective choice according to the goals of the analysis.
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