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Abstract: The article presents a two-stage model for estimating the value of residential property.
The research is based on the application of a sequence of known methods in the process of developing
property value maps. The market is divided into local submarkets using data mining, and, in
particular, data clustering. This process takes into account only a property’s non-spatial (structural)
attributes. This is the first stage of the model, which isolates local property markets where properties
have similar structural attributes. To estimate the impact of the spatial factor (location) on property
value, the second stage involves performing an interpolation for each cluster separately using ordinary
kriging. In this stage, the model is based on Tobler’s first law of geography. The model results in
property value maps, drawn up separately for each of the clusters. Experimental research carried out
using the example of Siedlce, a city in eastern Poland, proves that the estimation error for a property’s
value using the proposed method, evaluated using the mean absolute percentage error, does not
exceed 10%. The model that has been developed is universal and can be used to estimate the value of
land, property, and buildings.
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1. Introduction

Property value estimates are usually carried out to determine the value of individual or multiple
properties. The valuation of many properties at once, called mass appraisal, is carried out using
statistical methods. Mass appraisal aims to determine a property’s market value for a general
transaction or to draw up property value maps. Converting mass appraisals into algorithms requires
the development of a model for estimating property value. These models are usually based on
a comparative approach [1,2], which assumes that a property’s market value is determined by
comparing it with other properties with known transaction (purchase and sale) prices and the factors
differentiating these properties and affecting their value. All the information needed for the appraisal
comes from the market and has a probabilistic character.

There are many ways of applying statistical methods and creating multidimensional mathematical
models to describe a given property market [3–7]. The most frequently used model is the hedonic one,
which uses multiple regression [8] and the ordinary least square method (OLS). In hedonic models, all
the attributes affecting the property’s value are analyzed together; the size of each one’s influence is
also studied [9–11]. The main disadvantage of hedonic models is that they take into account location by
parametrizing the distance from the city center using van Thunen’s theory [12]; for the neighborhood,
they look at the zoning of the site in the land-use plan [13].

The development of computer techniques and geographical information systems means that
statistical analysis is increasingly supplemented with geostatistical analyses, and that models take
into account the spatial auto-correlation between a property’s transaction price and its geographical
location. This type of research has been carried out by Basu and Thibodeau [14], Gillen et al. [15],
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Genfald et al. [16], Tu et al. [17], Chica-Olmo et al. [18], Giannopoulou et al. [19], Zhang et al. [20,21],
Palma et al. [22], and Renigier-Biłozor et al. [23]. Cichociński [24] carried out an attempt to use
geostatistical methods, namely simple kriging, to interpolate property values, while Cellmer et al. [13]
as well as Colaco and Vucetic [25] applied the regression–kriging model, called the hybrid model, to
estimate the value of land. They all found that developing a model that takes into account the spatial
auto-correlation between a property’s price and its location is incredibly difficult, as the price is affected
by many spatial factors, not just location. Kontrimas and Vericas [1] found that estimate accuracy is
increased by the weight assigned to a property’s attributes and the use of computational intelligence.
Artificial neural networks (ANN) are increasingly used to valuate property. McCluskey et al. [26]
and Worzala et al. [27] investigated the comparative performance of an ANN and several multiple
regression techniques in terms of their predictive accuracy and potential for use in the mass appraisal
industry. The results obtained were dissatisfying since the linear regression model had a higher
predictive accuracy than the artificial neural network. The latest research by Peterson and Flanagan [28]
found that a single layer ANN is functionally equivalent to OLS, while multiple layered ANNs are
capable of modeling complex nonlinearities. In general, an ANN is better suited to hedonic models
that typically use large numbers of dummy variables.

The models used to estimate property values are multidimensional. This is because many factors
(structural, environmental, and economic) affect a property’s value. The multidimensional nature of
geographical space is usually ignored and the impact of a property’s situation reduced to an analysis
of its location and neighborhood, treated as environmental features. Wong et al. [29] set out to solve
this problem by pointing out that geographical space is three-dimensional and that it is also important
to take into account a property’s vertical location when estimating its value. Their three-dimensional
model featuring spatial correlation gives results comparable to OLS.

Property value is typically presented using land value maps, which were already being drawn up
at the start of the 20th century [27]. Analyzing them allows the property market to be assessed visually
and anomalies and mistakes in estimating property value to be spotted. It helps provide an economic
evaluation of an investment and makes it easier to plan the development of a city or the use of a
given area. Many scholars emphasize the usefulness of property value maps, including Cellmer [30],
Gall [31], and Sayce et al. [32]. They note that apart from fiscal purposes, property value maps are
used by real estate buyers and sellers, developers, planners, and urbanists, as well as politicians.
Źróbek et al. [33] point to two main goals of property value maps. These are short-term goals, which
are related to market restructuring efforts, and long-term goals, which involve regular monitoring of
prices as an effective tool for managing land resources.

Moreover, Batt [34] found that public access to property value maps impedes corruption when
determining the tax on property or issuing various administrative decisions. The rules for creating
property value maps for purposes other than mass appraisal have not been established. The most
frequently used cartographic methods are isolines or choropleth maps [13]. There are also maps drawn
up using anamorphosis, e.g., showing the value of residential property in an area by purchasing power
parity [35]. An analysis of the maps has revealed that the combination of cartographic presentation
methods has a beneficial effect on the scope of information that can be extracted from them [36].
It is worth pointing out that the cartographic aspect of property value maps is incredibly important,
as the maps are intended for a wide range of users. Medyńska-Gulij [37,38], Calka [39,40], and
Horbiński et al. [41] draw attention to the importance of cartographic correctness in maps and
cartographic presentation methods in their works.

An analysis of the literature clearly shows that one of the main problems when developing
models for estimating the value of property is taking into account geographical location. The existing
solutions based on auto-correlation are dissatisfying, mainly due to the considerable variation within
the property market. One solution is to divide the market into local submarkets, based on similarities
in the use of land. Yet this solution is not always satisfying either. This article presents an application
of sequences of methods in the process of developing property value maps. This approach is based
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on isolating submarkets, using a property’s physical attributes, and cluster analysis. The submarkets
formed this way are characterized by relative homogeneity but are not continuous in the spatial sense.
In the next step, the model performs geostatistical interpolation and designates a continuous area
of property value, which is then used to draw an isoline map. The number of maps created this
way corresponds to the number of clusters the properties are divided into. With this set of property
value maps it is possible to estimate the value of any given property described by a set of concrete
structural attributes. It is also possible to estimate the potential price of a property in a particular
location, depending on its standard, the type of market, the number of rooms, and the story it is on; in
other words, depending on its structural attributes.

The proposed maps of residential property prices can be used as a source of information for
different purposes like property management and administration, where rapid access to objective
values and prices is crucial. They can be also be used as a base for any analysis of the residential
property market, in particular for analyses dealing with investment advice.

The article is structured as follows: the second section describes the research methods used,
stating the assumptions of the model, the choice of attributes affecting the price, the way of grouping
using k-means, and interpolation using ordinary kriging. The third section describes the research
experiment, carried out using the example of individual properties in Siedlce, a city in eastern Poland.
The article closes with a summary and conclusions.

2. Methods

2.1. The Two-Stage Model, General Assumptions

The two-stage model for estimating property values is based on the assumption that the
non-spatial and spatial attributes of a property should be analyzed separately. As a result, a
location-insensitive model is developed in the first stage, based only on the properties’ structural
characteristics. Using data mining techniques, in particular k-means clustering, clusters of similar
properties creating submarkets are formed. Each cluster is characterized by defined attribute values,
expressed on a rank scale. In this model, the independent variables are: the floor area of the property,
the number of rooms, additional rooms, which story it is on, its standard, the year the building was
built, and the type of market.

The second stage develops a pure spatial model, based on the assumption that the value of a
property in each of the clusters depends exclusively on the distance between properties with known
prices and the property being evaluated. Each property is spatially unique, in a horizontal and
vertical sense, and location is always an intrinsic attribute that directly determines the quality of the
mass appraisal model. This is consistent with Tobler’s first law of geography [42], which states that
“everything is related to everything else, but near things are more related than distant things” and
Pearson’s [28] well-known statement “location, location, location”. To estimate the value of a property
in any given place, ordinary kriging—one of the geostatistical methods—is used. The independent
variable in this model is the geographical location (x, y coordinates); the dependent one is the property’s
value. The model results in isoline maps of property values, drawn up separately for each of the
clusters. The modification of the kriging depends on its purpose. In the process of property value
estimation, discontinuity lines and areas are not taken into account [13,24], but they are important in
environmental and geological research [43,44].

2.2. The Choice of Representative Attributes and Updating of Transaction Prices

In the mass appraisal of properties, the choice of attributes depends on the sources of information
available. In Poland, information on the sale price of properties is collected by the public administration
in the Register of Property Prices and Values. Apart from the price, it also includes data on the technical
state of the property and its location (in the form of an address). Finding out more on a mass scale is
practically impossible. For land property, additional information—such as on how it is being used,
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the quality of the soil, or the site’s purpose in the land-use plan—can be obtained from the cadastre.
However, this only relates to the technical attributes of the property and its owners [45]. This study
analyzes the following attributes: the floor area of the property, the number of rooms, additional rooms,
the value, the year the building was built, the type of building, the story the property is on, and the
type of market.

In statistical procedures the selection of an appropriate analytical function that would include a
set of information on market prices is crucial. A linear regression can be applied if individual prices
indicate uniform distribution over time. However, rapid falls and increases of prices together with
periods of stability are more frequent, which excludes the use of linear estimation. Instead the weighted
linear regression can be used with a division into time periods [46–48]. According to Czaja [45] the
general formula of weighted linear regression is:

c = a0 + a1 × X1 + a2 × X2 + a3 × X3 + . . . + an × Xn, (1)

where:

X1, X2, . . . , Xn—all property attributes taken into account at the market (including the time of the
transaction);
c—individual property prices at the market; and
a1, a2, . . . , an—regression coefficient of variable c with respect to variable X.

2.3. Clustering—Spatially Insensitive Model

The k-means algorithm is a well-known method for partitioning n points that lie in the
d-dimensional space into k clusters [49]. Given a set of observations (x1, x2, . . . , xn), where each
observation is a d-dimensional real vector, k-means clustering aims to partition the n observations
into k (≤n) sets S = {S1, S2, . . . , Sk} so as to minimize the within-cluster sum of squares. Its objective is
to find:

argmin(s)∑k
i=1 ∑x∈Si

‖x− µi‖2, (2)

where µi is the mean of points in Si.
When grouping individual properties, the spatial dimension (d) is defined by the number of

property attributes being analyzed.
As the k-means algorithm is sensitive to the number of clusters adopted a priori, the grouping

was carried out using hierarchical agglomerative clustering, using the Euclidian distance merged with
Ward’s method, described in Ward [50].

2.4. Interpolation of Property Values Employing the Ordinary Kriging Method—Pure Spatial Model

In ordinary kriging, as in other kriging procedures, the interpolated value takes the form of a
weighted average:

Z(x0) =
n

∑
i=1

wiZ(xi) (3)

where:

wi—is the weighting factor assigned to a single observation;
Zi—is the value of the parameter being studied at a single point, and;
n—is the amount of data taken into account when estimating the value of the parameter.

The value of the weighting factors wi assigned to individual observations is calculated based on
the variability of the complex parameter, depending on the distance from the measuring point provided
by the semivariogram. The semivariograms present the variation in the parameter values depending
on the distance between the measuring points, and therefore the character of their variability; indirectly,
they characterize the auto-correlation between the observations.
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An advantage of the geostatistical method is that it computes the interpolation error, describing
the reliability of the result. Cross-validation, a process estimating the value of the studied parameter
for each point based on the user-chosen semivariogram model, is used to analyze the accuracy of the
model. To calculate the models’ error, this estimate is then compared to the input value at a given point.
The mean error (ME), mean square standard residual (MSSR), and root-mean-square error (RMSE) are
the most commonly used [51]. The average standardized error ought to tend towards 0; a positive or
negative value indicates that the values being studied have been overestimated or underestimated.
An MSSR close to 1 points to a very close fit between the theoretical and empirical model.

2.5. Assessing the Accuracy of the Estimate

Estimating property values, like any other statistical modeling, produces a certain degree of
error associated with estimation. The error measurements proposed for evaluating the model are
studied in depth in several works, such as Bielecka and Bober [52], Isaaks and Srivastava [53], and
Willmott [54]. Commonly used error measurements include: the mean error (ME), mean absolute error
(MAE), mean absolute percentage error (MAPE), mean square error (MSE), and root mean square error
(RMSE). RMSE and MAE are considered among the best overall measures of model performance as
they summarize the mean difference between observed and estimated values [48]. MAPE is useful
because it is expressed in generic percentage terms.

To verify the accuracy of the estimated property values, MAE and MAPE were used. The value of
both errors was assigned based on a randomly chosen 10% sample of the data, not included in the
interpolation. The mean absolute error (MAE) is calculated as an absolute mean difference between
observed and estimated values of a sample in an n location, according to the formula:

MAE =
1
n ∑n

τ

∣∣∣yτ − yp
τ

∣∣∣, (4)

where:∣∣∣yτ − yp
τ

∣∣∣—difference between the estimated value and the observed value for the time period τ.

The mean absolute error (MAE) provides information how much on average observed variables
and the estimated variables will deviate from the absolute value for a given time period. It is also
possible to designate the mean absolute percentage error (MAPE).

MAPE =
1
n ∑n

τ

∣∣∣∣∣yτ − yp
τ

yτ

∣∣∣∣∣, (5)

The mean absolute percentage error provides information on the mean error value for the time
periods of τ = 1, 2, . . . , m, in the real percentage of observed variables. The designation of the above
errors will make it possible to validate the developed model and evaluate the accuracy of the prediction
of property value.

3. Experimental Investigation

3.1. Study Area and Data

The study area was Siedlce, a city in eastern Poland, in the Masovian province (Figure 1).
According to the Polish statistical data, the total housing stock in Siedlce amounts to 32,254 housing
properties. Therefore, there are 418 housing properties for every 1000 inhabitants. It is a value
comparable to the value for the Mazowieckie Province and much higher than the average for the
whole of Poland.

The data on 1873 transaction prices (sales) of housing property in Siedlce and property attributes
were obtained from the Register of Prices and Values belonging to Siedlce’s city administration.
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The properties being bought or sold belonged to both the primary (911 properties) and secondary
(962) markets (Figure 1). The average indicators of living conditions in Siedlce are somewhat below
the Polish average. The average flat in Siedlce has an area of 54.33 m2 (national average: 55.80 m2)
and is home to 3.17 people (national average: 2.98). The average number of rooms is 3.48 (national
average: 3.37). In Siedlce, the average flat contains 17.13 m2 of space per person, compared to the
national average of 18.89 m2. Over the past few years, around 350 new flats have appeared each year.
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Figure 1. Location of study area and properties being bought and sold in Siedlce.

The research used data on property purchases or sale transactions between 2007 and 2011.
To analyze the trend of price changes over time, a weighted linear regression was used. Based on the
analysis a clear linear upward trend can be noticed, with different values during three time periods.
In the first time period, from January 2007 to February 2008, the monthly average property price
increased by 39 Polish zloty (PLN)/month. In the second time period the increase was 77 PLN/month.
During that time property prices in Siedlce increased both on the primary and secondary markets.
In mid-2009 there was some price stabilization. Despite that, the increasing trend continued in the third
time period, from May 2009 to March 2011, but it was of a lower value, 13 PLN/month. The prices were
updated for the date of the last transaction, which was March 2011. The coefficient of determination
R2 was 0.67.

Table 1 presents the descriptive statistics for property prices. After a preliminary analysis of the
correlation, four attributes were chosen: the type of market, the standard of the flat, the year it was
built, and the story it is on. Table 2 present the attributes taken into account in the analysis together
with their domains and rank. The others were dismissed as statistically insignificant.

Table 1. Descriptive statistics for selling price * data.

Statistics Values

Number of properties 1873
Minimum price 2518
Maximum price 4830

Average price (arithmetical) 3577
Standard deviation 470

Asymmetry coefficient (skewness) 0.0621
Kurtosis −0.5300

First quartile 3237
Median 3575

Third quartile (PLN) 3887
Shapiro–Wilk test W = 0.99217; p = 0.0000

* prices in Polish zloty (PLN).
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Table 2. Property attributes analyzed.

Name of Attribute Domains of Attributes Rank Cramer’s Correlation
Coefficient (p-Value)

Type of market primary 1 0.28
(0.000)secondary 2

Standard of the flat
high 1 0.62

(0.000)average 2
low 3

Year of construction
since 2001 1 0.23

(0.000)1985–2000 2
older 3

Story
first floor 1 0.18

(0.000)middle floor 2
ground and top floors 3

3.2. Results

Separating similar properties based on their non-spatial properties was carried out in two stages.
To establish the optimal number of clusters, a hierarchical taxonomy using the agglomerative method
was performed, followed by appropriate grouping using the k-means method. An analysis of the
dendrogram (Figure 2), the result of agglomerative clustering, led to all the transactions being divided
into five clusters. The k-means clustering was carried out iteratively, assuming that the preliminary
centers of the clusters would be designated using the Euclidean distance sorting method.
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As a result, the analyzed properties were divided into five clusters: two consisting of properties
acquired directly from the developer (on the primary market) and three with properties bought on the
secondary market. The general characteristics of the properties in each cluster are presented in Table 3.

The most expensive properties are in cluster B. These flats are found on the best stories (the middle
ones), and they are of a high standard and in new buildings on the secondary market. Their high
standard has a significant impact on their average price, which is the highest. The cheapest properties
are in cluster C. They are on the top or bottom story, in old buildings of a low standard. These flats
were also sold on the secondary market.
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Table 3. Characteristics of the separated property clusters.

Attribute Cluster A Cluster B Cluster C Cluster D Cluster E

Type of market secondary secondary secondary primary primary
Standard of the property average high low average high

Year of construction before 2006 after 1990 before 1990 after 2006 after 2006
Story middle middle top middle or top middle

Average price (PLN/m2) 3671 3906 3195 3510 3790
Number of properties 441 199 307 668 258

For geostatistics to be used to estimate average property values, a few boundary conditions need
to be met. These include: a lack of local extrema, a normal distribution of data, and stationary data.
Extreme local values were identified by analyzing graphs of normal percentiles and then removed from
the analyzed data. The existence of a normal distribution was examined by setting the Shapiro–Wilk
coefficient p; its values are presented in Table 4. For all the clusters the value of coefficient p < 0.05, so
at a significance level of 0.05 a normal distribution cannot be assumed.

Table 4. Descriptive statistics for property prices in different clusters.

Descriptive Statistics Cluster A Cluster B Cluster C Cluster D Cluster E

Number of properties 441 199 307 668 258
Minimum value (PLN) 2582 2747 2518 2560 2807
Maximum value (PLN) 4830 4764 4370 4655 4691
Arithmetic mean (PLN) 3671 3906 3195 3510 3790

Standard deviation (PLN) 496 499 410 350 388
Asymmetry coefficient

(skewness) 0.1283 −0.5856 0.5865 −0.3654 −0.2630

Kurtosis −0.8164 −0.6665 −0.1457 0.1811 −0.5209
First quartile (PLN) 3303 3570 2851 3292 3506

Median (PLN) 3624 4020 3167 3559 3829
Third quartile (PLN) 4070 4282 3433 3764 4072

Shapiro–Wilk test W = 0.98046
p = 0.00001

W = 0.94194
p = 0.00000

W = 0.96287
p = 0.00000

W = 0.98091
p = 0.00000

W = 0.98621
p = 0.01388

In order to obtain a normal distribution, property prices from cluster A were subjected to
logarithmic transformation and those from cluster B to Box–Cox transformation with a coefficient of
2.73. In the other clusters, a normal distribution of prices was obtained by removing outlying data.
The occurrence of extrema was examined in global terms by creating histograms of property prices and
graphs of normal percentiles for each of the groups. Extreme values were also observed in local terms,
which means that they can be applied only to a specific region by creating Voronoi maps. Global and
local extrema can have an adverse effect on the estimated area modifying the semivariogram model,
which is why it is so important to indentify and remove outliers.

To draw up an isoline map of the variability of property values, spherical semivariograms
were used. The parameters of the semivariograms and cross-validation errors are set out in Table 5.
The results of the interpolation are presented in Figure 3.

Table 5. Semivariogram parameters and errors of pure spatial model cross-validation.

Cluster A Cluster B Cluster C Cluster D Cluster E

Lag size (m) 360 164 98 184 180
Number of steps 12 12 12 12 12

Smooth factor 0.2 0.2 0.2 0.2 0.2
ME (PLN) −0.22 2.19 3.59 1.44 2.68

RMSE (PLN) 342.71 310.21 318.69 194.53 218.34
MSSR 1.016 0.917 1.009 0.935 0.920
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When developing a map of residential property mean values, it was assumed that the background
map would feature selected topographic content (transport networks, water areas, woods) and the
land which in accordance with the local development plan may not be intended for housing. A sample
map with low-price properties on the primary market is presented in Figure 4.

The MSSR of the pure spatial model is close to 1, which means that the model is credible.
A relatively large RMSE was observed for property on the secondary market (clusters A, B, and C).
This is linked to a much higher variation in the property attributes and, as a result, a greater variation in
property prices (see Tables 3 and 4). The size of the errors in these clusters is also undoubtedly affected
by a widely-known shortcoming of ordinary kriging: underestimating low values and overestimating
high ones.
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The accuracy of the property value estimates was checked using a test sample of 10% of the
properties not taken into account in the interpolation. The values of the MAE and MAPE errors are
presented in Table 6.

Table 6. Errors of estimating property values.

Statistics Cluster A Cluster B Cluster C Cluster D Cluster E

Number of points in test
sample 34 18 24 46 20

MAE (PLN) 346 263 246 302 165
MAPE (%) 9.5 6.3 7.8 8.5 4.5

The estimation error was lowest for cluster E, consisting of high-standard flats bought directly
from the developer. The value of the mean absolute error was 165 PLN, while the mean absolute
percentage error was 4.5%. The chart of predictions in Figure 5 shows the discrepancies between
the prices in the Register of Property Prices and Values and the predicted values for that cluster.
The fact that the blue line (tailored to the points) is above the black one in the early phases of the
chart shows that, when estimating property values, the kriging method overestimates low values and
underestimates high ones.

An analysis of the error values (Table 5) allows us to state that the two-stage modeling of property
values enables property values to be estimated without an error exceeding 10%. To obtain credible
results, the number and distribution of points with known values—in this case flats in each of the
clusters whose price is known—is relevant. The research carried out shows that the minimum number
of points in a cluster should not be below 30, but that to obtain an estimation error of less than 10% it
should be around 200.
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4. Discussion

In the hedonic model, the most commonly-used one for estimating property values, spatial
position (location) is taken into account indirectly, by determining the accessibility and neighborhood.
Accessibility is measured as distance from the city center, in line with the location theory developed
by von Thunen [55], and neighborhood is usually understood as the property’s purpose in the land
development plan. The proposed model takes into account location, analyzed in accordance with the
rules of geostatistics and interpolation using the kriging model.

Although the method used in the article guarantees that within each of the zones reliability in
the estimated property value is greater than 90%, it has some limitations. First of all, geostatistical
analysis manifests a high sensitivity to the presence of a normal distribution in an analyzed data
sample. This can have the effect of serious errors for extreme values. That is why an important part
of the research is to prepare appropriate data before analysis, and in particular to detect global and
local extrema. Of the many types of kriging, ordinary kriging was chosen to estimate the value of a
property at any given point. This method limits the stationary nature of the average price to the local
neighborhood with its center at the point of estimation, which is particularly significant in the case of
individual residential properties.

There are some limitations to the k-means method since it requires a declaration of the number of
groups. If the number of groups is too large or too small then the clusters of data are heterogeneous
and inseparable. To choose an appropriate number of groups the agglomeration method was applied.
It presents the aggregation of individual elements into groups in the form of a dendrogram. It is possible
to observe the distance between newly created clusters, which in a clear way allows interpretation of
the grouping process and correct decision making.

The accurateness of the grouping is largely determined by establishing a scale to express the
values of property attributes and the range of adopted values. The number of attributes determines
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the spatial dimension (d) and the range of attribute values the correctness of assigning a particular
property to a cluster. Unlike hedonic models, grouping does not use a dummy variable. Choosing a
rank scale enables us to minimize the number of properties with extreme attribute values (outliers),
which considerably disrupt the correctness of the grouping.

5. Summary and Conclusions

The research carried out shows that it is possible to model the spatial variation in property
values using geostatistical methods after first eliminating the influence of non-spatial attributes on
a property’s price. The model developed to estimate property values is a predictive one. In the first
(spatially insensitive) stage the model selects similar properties, characterized by close non-spatial
attributes. Due to the large number of analyzed properties, data clustering is used to group them,
including the k-means algorithm. An analysis of the number of property clusters needs to precede
the grouping. The authors recommend an agglomeration model that allows the process of group
formation to be observed on a dendrogram. Designating zones of property values using geostatistical
interpolation (kriging) is carried out individually for each of the clusters, and the number of zones,
their price range, and spatial distribution can vary significantly in each cluster.

The methodology described in the article brings new opportunities to explore a local property
market, which may result in providing its thorough image. It allows the observation and detailed
analysis of the dynamic processes taking place on property markets. Obviously, it is easier to model
the primary market because it is more stable.

The methodology presented in this paper does not depend on the kind of property market and
can be used to develop property maps of villages, towns, and cities, no matter whether the market is
big or small. The methodology is scalable and can be adapted to develop property maps and land-use
maps. Some modifications need to be made, like the selection of property attributes, or the proper
determination of the number of groups. In further research it is planned to test the method in a
different research area.
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