Glacier Snowline Determination from Terrestrial Laser Scanning Intensity Data
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Abstract: Accurately identifying the extent of surface snow cover on glaciers is important for extrapolating end of year mass balance measurements, constraining the glacier surface radiative energy balance and evaluating model simulations of snow cover. Here, we use auxiliary information from Riegl VZ-6000 Terrestrial Laser Scanner (TLS) return signals to accurately map the snow cover over a glacier throughout an ablation season. Three classification systems were compared, and we find that supervised classification based on TLS signal intensity alone is outperformed by a rule-based classification employing intensity, surface roughness and an associated optical image, which achieves classification accuracy of 68–100%. The TLS intensity signal shows no meaningful relationship with surface or bulk snow density. Finally, we have also compared our Snow Line Altitude (SLA) derived from TLS with SLA derived from the model output, as well as one Landsat image. The results of the model output track the SLA from TLS well, however with a positive bias. In contrast, automatic Landsat-derived SLA slightly underestimates the SLA from TLS. To conclude, we demonstrate that the snow cover extent can be mapped successfully using TLS, although the snow mass remains elusive.
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1. Introduction

Determinations of glacier mass balance, which is the change of the mass of a glacier over a unit of time, provide a key metric for monitoring glacier changes and their relationship with the forcing climate conditions and hydrological impacts. The mass balance time series of 30 ‘benchmark’ glaciers (e.g., [1,2]) provides the basis for reconstructing past contributions to sea level rise [3–6], for extrapolating glaciers’ contribution to regional water supply (e.g., [7]) and for glacier change detection, attribution [8,9] and projection studies (e.g., [4,10–13]). Uncertainties of direct glaciological mass balance measurements are usually dominated by uncertainties in accurately determining snow mass accumulation (e.g., [14,15]). This is partly because the accumulation area is sometimes less accessible than the lower part of the glacier, so fewer measurements are made, but is also because the snow cover distribution, and Snow Water Equivalent (SWE), vary substantially in space and time over a glacier surface as a function of factors such as: initial distribution, avalanches, wind-blown snow, effects of shadowing and preferential ablation locations. Accurate knowledge of snow cover and SWE distribution is valuable for (i) extrapolating from point measurements used in deriving the mass balance of a glacier [16,17], (ii) evaluating the performance of spatially-distributed Surface Energy
Balance (SEB) models used to simulate the glacier mass balance [18], (iii) determining the albedo distributions for surface energy balance modelling and (iv) determining transient and end of season snow line altitudes, which are useful glaciological metrics for approximating glacier mass balance and glacier mass change [19].

In the classical glaciological method, snow distribution over a glacier is typically determined on the basis of a number of point field observations extrapolated over the glacier surface. Furthermore, snow density is generally determined at only a single or very few sites on the glacier, and the potentially important spatial distribution of snow density remains unknown [2,20].

Remote sensing methods developed over recent decades have the potential to provide accurate high resolution observations for glacier monitoring. In particular, the use of laser scanning, also referred to as LiDAR (Light Detection and Ranging) or LADAR (Laser Detection and Ranging), which can be applied from the air or the ground [21], represents a step change in the capacity to generate high resolution topographic data over large areas and has become widely used for glaciological applications [22]. Both Airborne (ALS) and Terrestrial Laser Scanning (TLS) are increasingly used for detecting changes in glacier volume and dynamics [23,24]. TLS-derived Digital Terrain Models (DTMs) are useful for studying small-scale processes and are of sufficiently high quality for evaluating the spatial distribution of measurements and modelling over the glacier surface. Previous studies have successfully demonstrated the usefulness of TLS for monitoring the behavior and surface changes of glaciers, rock glaciers, geohazards and snow cover [25–35]. The limitations of a the TLS scan quality and resolution are related to the range of the laser, the scan rate, the availability of suitable scanning positions in regards to obtaining high angle view points for the DTM subject and the inclusion of stable ground control points for co-registration of repeat scans for change detection. In addition to the xyz information, LiDAR sensors offer intensity data from each returned laser point, and some systems also offer simultaneous optical imagery. The intensity is the recorded return signal strength defined by the amount of backscattered energy [27,28,36,37]. Jörg et al. [38] and Fritzmann et al. [39] demonstrated the potential of using intensity data for surface classification using ALS data over a high mountain area, including a glacier. On this basis, we propose two hypotheses that the intensity from a high resolution TLS scan can be used (i) as a tool for accurately mapping the snow covered area of a glacier based on differences in the backscattered energy of snow and ice and (ii) as an indicator of snow density based on the fact that low density, fresh and unmetamorphosed snow is expected to return a greater signal strength than older, denser snow.

To test these hypotheses, we develop a glacier surface classification based on TLS intensity data and determine the utility of such a classification for accurately mapping the snow cover distribution over the glacier surface and its change over time. A comparison of in situ snow density measurements and TLS intensity values is applied to investigate whether spatially-distributed density approximations can be made from TLS intensity maps. Finally, snowline approximations based on the TLS surface classification are compared with those based on a hydrological model and on Landsat data. Together, these analyses explore the utility of TLS intensity for generating more accurate extrapolations of point glacier measurements and for generating datasets against which the performance of distributed numerical models can be evaluated.

2. Materials and Methods

2.1. The Study Site: Hochjochferner

The study glacier, Hochjochferner (46°46.9′ N, 10°48.9′ E), is located in the Rofental, a high mountain valley in the upper Ötztal, Austria. In 2013, the glacier covered an area of about 5.3 km² and has retreated from its Little Ice Age maximum to form four separate areas (see Figure 1), the westernmost of which hosts a skiing resort and is separated from the mass balance area by a debris-covered area. The mass balance area is the part monitored in this study and for simplification referred to as Hochjochferner (HJF).
Based on ALS data acquired from the Tyrolean Government \[40\] in 2013, this study unit of HJF was determined from the DEM, and HJF covered ca. 1 km\(^2\) with a flowline length of ca. 2.5 km at that time. Its altitude ranges from 3515 m (top of Fineilspitze) down to 2700 m. The glacier is exposed to the north and northeast and has a relatively flat terminus; the average slope of HJF is 18\(^\circ\). In the mass balance year of 2013/2014, the glacier mass balance was measured from a limited number of glaciological measurements and was found to be \(-244 \text{ kg m}^{-2}\), with an Equilibrium-Line Altitude (ELA) of 3055 m a.s.l.

In 2006, HJF contributed to the Rofenache River catchment (Rofental), which covers ca. 98 km\(^2\), of which 35% is glaciated \[41\]. The Rofental is an inner alpine valley with relatively low annual precipitation due to rain shadow effects \[42\]. Snow cover is typically present from November–April in the lower parts and until the end of June in the higher parts \[43\], and 44% of the annual runoff is nival \[44\]. Mean annual air temperature in the village of Vent (46\(^\circ\)51.5\’ N, 10\(^\circ\)47.6\’ E) at 2827 m on the opposite slope of Hochjochferner \[46\]. Recent data from weather stations located in Vent and Rofenberg are shown in Table 1. The data indicate that conditions over the recent period were significantly warmer and slightly wetter than the longer term average over these periods. Unfortunately, there is a data gap in the air temperature measurements in July 2014, and therefore, the air temperature is calculated with and without (in brackets) the data gap.
Table 1. Mean air temperature and precipitation sums at the weather station at Vent (1898 m a.s.l.) \cite{47,48} and precipitation sums from a rain gauge at Rofenberg (2827 m a.s.l.).

<table>
<thead>
<tr>
<th>Year</th>
<th>Mean Air Temperature (°C) (without the Gap in July)</th>
<th>Vent Precipitation Sum (mm)</th>
<th>Rofenberg Precipitation Sum (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013/2014</td>
<td>4.5 (2.9)</td>
<td>1008</td>
<td>1145</td>
</tr>
<tr>
<td>2014/2015</td>
<td>4.7 (3.1)</td>
<td>856</td>
<td>1117</td>
</tr>
<tr>
<td>Difference (14–15)</td>
<td>−0.2</td>
<td>152</td>
<td>28</td>
</tr>
<tr>
<td>1982–2011</td>
<td>2.8</td>
<td>680</td>
<td>1088</td>
</tr>
<tr>
<td>1935–2005</td>
<td>2.2</td>
<td>674</td>
<td>not available</td>
</tr>
</tbody>
</table>

2.2. TLS-Acquisition

A Riegl VZ-6000 scanner \cite{49} was used to perform nine surface scans of the studied part of HJF during the mass balance (hydrological) years of 2014 and 2015, capturing the surface at the beginning and end of both mass balance years and multiple times throughout the summer ablation season of 2014. This scanner emits near-infrared laser pulses with a wavelength of 1064 nm, which is suitable for recording reflections from ice, snow and firn, even at high distances, and has a built-in optical camera \cite{49} (Table 2). The laser pulse repetition rate was set to 30 kHz to allow a maximum range with an angular step width of 0.005°. With this setting, a point spacing of approximately 0.09 m at 1 km is possible. Air temperature, humidity and pressure conditions at the TLS site during each scan were measured using a hand-held Kestrel 6000 weather meter and input into the Riegl system, which then performs automatic correction for these atmospheric conditions.

Table 2. Characteristics of the VZ-6000 laser scanner (modified according to Riegl \cite{48}).

<table>
<thead>
<tr>
<th>Range Measurement Principle</th>
<th>Pulse Time of Flight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength (nm)</td>
<td>1064</td>
</tr>
<tr>
<td>Laser pulse repetition rate (kHz)</td>
<td>30 *</td>
</tr>
<tr>
<td>Effective measurement (meas./s) at 30 kHz</td>
<td>23,000 *</td>
</tr>
<tr>
<td>Min and max range (m)</td>
<td>5–6000 *</td>
</tr>
<tr>
<td>Accuracy (mm)</td>
<td>15 *</td>
</tr>
<tr>
<td>Precision (mm)</td>
<td>10 *</td>
</tr>
<tr>
<td>Operating temperature (°C)</td>
<td>0.0–40</td>
</tr>
<tr>
<td>Max humidity (%)</td>
<td>80</td>
</tr>
</tbody>
</table>

* Depending on the user settings.

The TLS stores the measurement data file containing the raw coordinates, the signal amplitude and reflectance (the intensity), scanning angles theta and phi, along with a corresponding preview data file, a preview picture file and camera image files \cite{49}. Scans of HJF were carried out from three positions to achieve maximum coverage, and the positions of seven 0.3 × 0.3 m metal reflectors mounted on rock or bedrock in the field of view were surveyed to geodetic accuracy to facilitate the most accurate co-registration of surface scans \cite{34}. Three of the Ground Control Points (GCP) are located on newly-outcropping bedrock within the 2013 outline of the glacier. These location were identified as bedrock outcrops rather than large boulders embedded in the ice on the basis of their sheer size and indications of being geologically consistent with the exposed bedrock flanking the glacier. The details of the scan campaigns are given in Table 3. The GCP locations were surveyed with a horizontal accuracy of 0.04 m or better.
2.3. TLS Processing

Raw TLS data were pre-processed with RiSCAN PRO® software (Riegl Laser Measurement Systems, Horn, Austria). In seven of nine scan campaigns, three scan positions were used. On two scanning dates, the weather conditions were only good in the morning, and therefore, the time was sufficient for two scans. Photos from the inbuilt camera are imported and merged with the point cloud prior to georeferencing so that these images are also georeferenced in a subsequent step. Georeferencing was performed on the basis of the GCP targets where visible and otherwise on the relative orientation to the merged georeferenced scans from 18 July 2014. Since most of the reflectors were detected during this scan campaign, the highest coverage of the area was achieved, and the scan positions were measured with a Trimble R6 GPS (Trimble, Sunnyvale, CA, USA). For this, scans were initially manually aligned to the georeferenced scan from 18 July 2014 using the Coarse Registration tool, before applying an automated Multi Station Adjustment in RiSCAN PRO (Riegl). The mean vertical accuracy of this co-registration procedure is between 0.03 and 0.04 m. Finally, each scan was combined into one point cloud and exported for further analysis.

Surface roughness was computed on the point clouds using tools within the Laserdata Information System (LIS) software developed by Laserdata GmbH (Innsbruck, Austria) and embedded in the open source SAGA GIS [50]. Subsequent analyses and classifications were performed once point clouds were converted to grids with a simple point cloud to grid tool because analyses on raster layers are usually faster and easier to perform than point cloud analysis (e.g., [51,52]). The new raster layers have a resolution of 1\( \times \)1 m, and each grid cell value is based on the mean of 8–15 points.

2.4. Surface Classification

The TLS is capturing the backscattered intensity, which records the surface reflecting information. The amount of backscattered energy recorded by the TLS is referred to as the signal intensity [37] expressed as [53]:

\[
P_r = \frac{P_t D_r^2}{R^4 \beta^2 \Omega^2} \rho A_s
\]  

where \( P_r \) refers to the received power, \( P_t \) to the transmitted power, \( D_r \) to the aperture size of the receiver, \( R \) to the range, \( \beta \) to the beam divergence, \( \Omega \) to the reflectivity of the target, \( \rho \) to the scattering and \( A_s \) to the receiving area of the scatter. The equation shows that the signal intensity depends on the scanning geometry, as well as the surface type, surface properties, instrumental parameters and atmospheric conditions [21,54–61]. The VZ-6000 laser scanner corrects the intensity automatically and stores the intensity values as reflectance.

Surface classification, whereby all pixels of an image are classified into a finite number of categories or surface classes, is commonly performed on the basis of reflectance properties [62]. After specification of the desired classes, training areas are manually set, the signatures of the training areas are extracted, and the image is classified on the basis of these surface signatures. For this study, the most common surface types occurring in the study area were identified for classification: seasonal snow, rock and ice. Training areas for these surface types were manually identified for each scan and scanning date on the

<table>
<thead>
<tr>
<th>Date</th>
<th>Scan Positions Used</th>
<th>Accuracy (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) 26 June 2014</td>
<td>A, B, C</td>
<td>0.026</td>
</tr>
<tr>
<td>(B) 18 July 2014</td>
<td>A, B, C</td>
<td>0.03</td>
</tr>
<tr>
<td>(C) 1 August 2014</td>
<td>A, B, C</td>
<td>0.033</td>
</tr>
<tr>
<td>(D) 25 August 2014</td>
<td>B, C</td>
<td>0.016</td>
</tr>
<tr>
<td>(E) 4 September 2014</td>
<td>A, B, C</td>
<td>0.023</td>
</tr>
<tr>
<td>(F) 23 September 2014</td>
<td>A, B, C</td>
<td>0.025</td>
</tr>
<tr>
<td>(G) 4 October 2014</td>
<td>A, B, C</td>
<td>0.03</td>
</tr>
<tr>
<td>(H) 21 April 2015</td>
<td>A, B, C</td>
<td>0.025</td>
</tr>
<tr>
<td>(I) 1 October 2015</td>
<td>B, C</td>
<td>0.031</td>
</tr>
</tbody>
</table>
basis of field photos and observations from the field log book. Three types of classification procedures
were tested: two supervised classifications based on: (i) Maximum Likelihood (MLC); (ii) Minimum
Distance (MDC); and (iii) a Rule-Based Classification (RBC). The supervised classification procedures
rely on the TLS intensity signal alone, whereas the rule-based classification additionally uses photos
from the built-in camera and surface roughness calculated from the point cloud.

In the supervised classification, the user determines the number of desired classes and then
identifies training areas for spectral response patterns. Then, the image is classified on a pixel by pixel
basis by comparing each unknown pixel to the characteristics of different classes and assigned into the
most similar category. It is considered suitable when there are relatively few desired classes and there
is high confidence in the training areas, as is the case with this study.

The MLC is the most popular supervised classification method. This technique is based on
probability density functions. The density is determined from the center of each training area.
The probability of a pixel belonging to each identified class is calculated, and then, it is assigned
to the class with the highest probability. Therefore, a sufficient number of pixels of each class is
required. Richard and Jia [63] give the equation for each pixel as:

\[
g_k(x) = \ln p(C_k) - \frac{1}{2} \ln |\sum_k| - \frac{1}{2} \sum_k (x - y_k)^t (\sum_k)^{-1} (x - y_k) \tag{2}
\]

where \( C_k \) is the land cover class \( k \), \( x \) is the spectral signature vector of an image pixel, \( p(C_k) \) is the
probability that the correct class is \( C_k \), \( |\sum_k| \) is the determinant of the covariance matrix of the data in
class \( C_k \), \( (\sum_k)^{-1} \) is the inverse of the covariance matrix and \( y_k \) is the spectral signature vector of class \( k \).

The MDC is one of the simpler classification systems. In the first step, the mean value of each
class is calculated. Then, the (mostly Euclidean) distance between one unknown pixel in \( n \) directions is
determined and classified into the category with the shortest distance, based on following equation:

\[
d(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \tag{3}
\]

where \( x \) is the spectral signature vector of an image pixel, \( y \) is the spectral signature vector of a training
area and \( n \) is the number of image bands [64]. A disadvantage is that the algorithm assumes that
spectral variability is the same in all direction, which is not always the case.

The RBC is a hierarchically-based classifier, which describes a set of decision rules (decision tree)
or just a single rule. It is also based on a pixel-by-pixel method, and information from additional data
can be taken into account. A rule-based classification determines the thresholds of the desired image
classes, and the pixels are reclassified according to these thresholds. This method is very effective, has
a very low percentage of statistical errors [39, 65, 66] and needs less computing time than maximum
likelihood classification.

The accuracy of each classification was determined empirically, by calculating the confusion
and error matrices. The confusion matrix compares information from the reference data, often called
ground truth data, to sampled areas of the classified image; thus, the performance assessment indicates
how well the statistics extracted from these areas can be used to categorize the same area [65]. For each
class (seasonal snow, rocks and ice), seven polygons, with a size of \( 4 \times 4 \) m, are identified using
photos from the field campaigns and field log books from the day before scanning the glacier, as
well as photos from the inbuilt laser scanner camera of the same day as the glacier was scanned and
used as the reference data for the accuracy assessment. Then, the intensity values of each polygon
were extracted and further analyzed. Thereby, the percentage of pixels from each class in the raster
grid classified correctly by the classifying algorithm can be estimated, and the actual and predicted
classifications by the classification system are expressed [65]. An error matrix calculates the Overall
Accuracy (OAA), the User’s Accuracy (UA) and the Producer’s Accuracy (PA). OAA is computed by
summing the major diagonal (i.e., the correctly-classified pixels) and dividing by the total number of classified pixels. To determine UA, the number of correctly-classified pixels in each class is divided by the total number of pixels that were classified in that class (the row total). The PA is calculated by dividing the number of correctly-classified pixels in each class by the number of reference pixels used in this class (the column total). Both calculations (UA and PA) represent individual class accuracies. UA indicates the probability for which a pixel in a given class actually represents the surface class on the ground, and PA measures how well the reference pixels of a surface class are classified by the program. It should be considered that if the results of the error matrix are good, it means nothing more than that the reference areas are homogenous, spectrally separable and that the classification method performs well in these areas. It indicates little about how the classification system works elsewhere in the investigated area [65,67].

2.5. Relationship between TLS Intensity and Snow Density

To determine whether TLS intensity values can be used as an indicator of snow density, simple correlation was performed between the intensity values in the pixel nearest each snow pit and the in situ snow density measurements, both (i) the depth-averaged snow density in the pit and (ii) the density of the uppermost sample. The correlation coefficient \( r \) is calculated using following equation:

\[
r = \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{x_i - \bar{x}}{s_x} \right) \left( \frac{y_i - \bar{y}}{s_y} \right)
\]

where the number of data points is given by \( n \), the data points are represented by \( x_i \) and \( y_i \), the mean of \( x_i \) is \( \bar{x} \), the standard deviation of \( x_i \) is denoted by \( s_x \), the mean of \( y_i \) is \( \bar{y} \) and the standard deviation of \( y_i \) is denoted by \( s_y \). The correlation coefficient has a value range between \( -1 \) and \( +1 \). A strong correlation has a value higher than \( \pm 0.7 \) and a moderate correlation higher than \( \pm 0.4 \) [68].

2.6. Calculation and Comparison of Snow Lines

In addition to the TLS-based method, surface classification is also performed using (i) the hydroclimatological model AMUNDSEN [67] and (ii) reflectance determination from Landsat satellite data.

With respect to (i), the AMUNDSEN model has been set up for the entire Rofental catchment to simulate the snow and ice surface energy and mass balance, as well as the resulting runoff at the catchment outlet. Model runs were performed using a spatial and temporal resolution of 50 m and 1 h, respectively. An ALS-derived DEM from the years 2006–2013 [31], resampled to 50-m resolution, glacier outlines from the year 2013 and hourly meteorological recordings of the variables air temperature, relative humidity, precipitation, global radiation, and wind speed from stations in and surrounding the catchment were entered as input data. Therefore, nine surrounding stations were used, located at elevations between 1700 and 3437 m a.s.l. (mean: 2437 m a.s.l.) and with horizontal distances to the center of HJF ranging between 6.0 and 18.7 km (mean: 12.1 km). Spatial interpolation to the model grid was performed using a combined lapse rate/inverse distance weighting approach, while for solid precipitation, an additional topographic redistribution parameterization as described in [69] was applied [70]. The simulated SWE distributions were used to derive binary snow cover maps on a daily basis (valid for 12:00 UTC) using a threshold value of 1 mm SWE.

Surface classification based on (ii) Landsat data (Landsat 7 and 8) with 30-m resolution was automatically performed for all images within the study period. The developed algorithm imports all necessary data, such as the glacier mask derived from the latest inventory and the DEM of 2006 and the respective Landsat images. The classification of snow cover is based on a ratio image using a band from the VIS (visible) and SWIR (short-wave infrared) and a respective threshold (1–1.5), resulting in a binary image. The Snow Line Altitude (SLA) is extracted by splitting the DEM into 20-m elevation bins. The classified DEM is intersected with the binary snow map and the respective glacier from the
The SLA is assigned where the snow cover is more than 50% in the respective elevation band [71]. Although seven images were classified over the study period, only a single image coincides with the TLS scan on 23 September 2014.

For the snowline determination from TLS and AMUNDSEN, the same procedure as explained previously is used to determine the SLA. The only difference is that 10-m elevation bins were used for the intersection with the snow cover, due to the higher resolution of the TLS and AMUNDSEN data. In discussing the comparison of these methods, it is assumed that the TLS snow cover and snow line are the most accurate, because the classification is based on photos and knowledge of field works, and the TLS also has the highest spatial resolution.

3. Results and Discussion

3.1. Surface Intensity and Classification

Both supervised classification methods—MLC and MDC—show similar results, but are still not as accurate as the RBC. As an example, Figure 2 presents four different raster layers of the 18 July 2014, alongside an oblique photo. At first glance, the separation of the intensity raster looks good in relation to the photograph (Figure 2A,B), but closer inspection of the intensity signals from the training areas shows that only the separation between snow and ice or snow and rocks is clearly defined, while the separation between ice and rocks is less clear due to similar reflectance properties under the scanning conditions on 18 July 2014. The temperatures were between 5 °C and 15 °C, and the humidity went up to 50%. However, under optimal scanning conditions of clear sky, low humidity (max 35%), temperatures up to 10 °C and high scan resolution, as on the 1 August 2014, the intensity signals of all three surface types are well separated (Figure 3A). It is relevant to note here that the end-of-season scans, which are perhaps of the most interest for glaciological purposes, often have less favorable atmospheric conditions; for example, on 4 September 2014, the humidity was as high as 70–80% during the scanning period (Figure 3B).
Figure 3. Intensity distribution per surface class from (A) 1 August 2014 and (B) 4 September 2014. The good separability on 1 August is a result of optimal scan conditions, and the low separability of 4 September 2014 is due to weather conditions.

The results of the three different classification methods are compared to the ground truth data (reference data), and an error matrix is calculated. Our investigation revealed that in eight of nine scanning campaigns, RBC achieved a higher overall accuracy than MLC and MDC for glacier surface classification. For all scans, the overall accuracy of the MLC ranges between 58% and 98%; the MDC ranges between 60% and 98%; and both are outperformed by the RBC for which overall accuracy ranges from 73–100% (Table 4). Thus, while the classification from the supervised classification is generally satisfactory, the rule-based method consistently performs better, in terms of OAA, UA and PA. Misclassification in UA and PA of the MLC and MDC is primarily due to over-representation of rock in the upper part and the tongue of the glacier. Misclassification in the RBC is associated with (i) ice on the glacier tongue being classified as rock due to a thin dirt layer on the top of the glacier surface and (ii) seasonal snow being classified as ice in the upper part of the glacier due to shadow effects in the RGB photo.

Since snow has a particularly high reflectivity, the mapping and monitoring is more distinct than the other two classes. This not only appears in the error matrix, but also in the separability plots. Furthermore, the separability between the classes is highly depending on the atmospheric conditions and hence on the scanning time. The results from 1 August 2014 of the OAA, PA and UA are slightly higher for MLC and MDC than for RBC, due to very good atmospheric conditions (temperatures up to 10 °C and humidity up to 35%, clear sky and no fog). The results from 4 September 2014 have accuracies for the MLC that are low compared to the RBC and to other scan campaigns as a consequence of high humidity (up to 80%). The relatively high accuracy of the classification based on the RBC over the varying conditions of the nine scanning dates supports the first hypothesis that TLS...
intensity can be used successfully to determine snow cover over glacier surfaces, as the intensity of snow cover is well separated from both rock and ice.

Table 4. Overall accuracies of the different scan dates determined with confusion and error matrices.

<table>
<thead>
<tr>
<th>Date</th>
<th>RBC</th>
<th>MLC</th>
<th>MDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>26 June 2014</td>
<td>100</td>
<td>85</td>
<td>84</td>
</tr>
<tr>
<td>18 July 2014</td>
<td>90</td>
<td>70</td>
<td>69</td>
</tr>
<tr>
<td>1 August 2014</td>
<td>95</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>25 August 2014</td>
<td>73</td>
<td>58</td>
<td>60</td>
</tr>
<tr>
<td>4 September 2014</td>
<td>90</td>
<td>73</td>
<td>73</td>
</tr>
<tr>
<td>23 September 2014</td>
<td>93</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>4 October 2014</td>
<td>73</td>
<td>67</td>
<td>66</td>
</tr>
<tr>
<td>21 April 2015</td>
<td>99</td>
<td>77</td>
<td>76</td>
</tr>
<tr>
<td>1 October 2015</td>
<td>88</td>
<td>74</td>
<td>75</td>
</tr>
<tr>
<td>Average</td>
<td>89</td>
<td>75.88</td>
<td>75.77</td>
</tr>
</tbody>
</table>

RBC: Rule-Based Classification; MLC: Maximum Likelihood Classification; MDC: Minimum Distance Classification.

3.2. Relationship between Intensity and Density

The correlation (Equation (4)) between intensity values and both surface and depth-averaged snow density data was used to determine if a useful relationship exists whereby TLS intensity can be taken as a proxy for either of these density parameters. The measured snow pits are shown in Figure 1, and the density, intensity and date of each snow pit are given in Table 5. The correlation between TLS intensity and snow density of the 16 snow pits is weak and insignificant. The correlation calculation of the first approach leads to \( r = -0.14 \) and the second approach to \( r = -0.4 \). These findings appear to refute the hypothesis that high intensity values correlate with low snow density. One potential reason why the correlation is low is that as the TLS campaigns took place the day after snow density measurements, the TLS intensity could be capturing a somewhat altered surface density than the field measurements; this is especially true if there were recent snow and conditions favoring snow metamorphosis or ablation during the field days. A second potential reason for the poor correlation is because the TLS measurements are partly dependent on weather conditions, which were different at each scan campaign, and therefore, the intensity value of snow varies for each scan date. Both of these factors would introduce significant noise into the relationship.

Table 5. Date, density and intensity of each snow pit. Based on these numbers, the correlation coefficients were calculated.

<table>
<thead>
<tr>
<th>Date</th>
<th>Density (kg/m(^3))</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First Core</td>
<td>in Total</td>
</tr>
<tr>
<td>17 July 2014</td>
<td>518</td>
<td>524 324.57</td>
</tr>
<tr>
<td>8 August 2014</td>
<td>508</td>
<td>509 323.01</td>
</tr>
<tr>
<td>8 August 2014</td>
<td>508</td>
<td>491 322.79</td>
</tr>
<tr>
<td>24 August 2014</td>
<td>488</td>
<td>496 320.13</td>
</tr>
<tr>
<td>24 August 2014</td>
<td>342</td>
<td>508 321.82</td>
</tr>
<tr>
<td>24 August 2014</td>
<td>304</td>
<td>466 320.92</td>
</tr>
<tr>
<td>3 September 2014</td>
<td>263</td>
<td>447 322.54</td>
</tr>
<tr>
<td>3 September 2014</td>
<td>297</td>
<td>494 321.78</td>
</tr>
<tr>
<td>3 September 2014</td>
<td>293</td>
<td>450 322.99</td>
</tr>
<tr>
<td>23 September 2014</td>
<td>458 479 321.13</td>
<td></td>
</tr>
<tr>
<td>23 September 2014</td>
<td>171 389 322.01</td>
<td></td>
</tr>
<tr>
<td>23 September 2014</td>
<td>448 478 321.63</td>
<td></td>
</tr>
<tr>
<td>23 September 2014</td>
<td>408 475 322.13</td>
<td></td>
</tr>
<tr>
<td>3 October 2014</td>
<td>383</td>
<td>526 324</td>
</tr>
<tr>
<td>21 April 2015</td>
<td>305</td>
<td>380 324.33</td>
</tr>
<tr>
<td>21 April 2015</td>
<td>305</td>
<td>397 334.8</td>
</tr>
</tbody>
</table>
3.3. Comparison to SLA from Other Methods

As the RBC achieves surface classification accuracies >73% (mean accuracy 89%) and has the highest resolution of the three methods being compared, it is assumed to be the most reliable assessment of the true snowline. From the example on the 18 July 2014 (Figure 2), it can be seen that the snow distribution is not simply related to elevation on the glacier surface and instead forms a more complex pattern related to longitudinal ridges on the glacier tongue and shadowing and local curvature in the upper glacier. Therefore, it is evident that the method of determining SLA applied here represents a gross simplification of the true snow distribution over the glacier surface. Nevertheless, SLA defined in this way remains a useful metric for methodological intercomparison and is also widely used as a proxy for the glacier mass balance conditions throughout the ablation season.

Progressive changes in SLA can be seen in Figures 4 and 5. In 2014, the TLS snowline shows a progressive increase over the summer season from 2700 m up to 2960 m. The TLS snowline rose only slowly in summer 2014, due to cold and rainy/snowy weather conditions. From June–August, the change in snowline altitude is faster than from August–mid-September. In the latter period, the weather conditions are humid and cold, and therefore, the snowline is steady at about 2880 m. At the end of the summer season, it moves up ~100 m (2960 m). The AMUNDSEN SLA tracks the TLS SLA quite well, though with a slight positive bias, through the 2014 ablation season up until the end of August. However, AMUNDSEN produces some large excursions from the TLS SLA in September 2014, predicting much lower SLA than determined by the TLS surface classification.

In 2015, only two TLS scan campaigns were carried out, and therefore, observations of the behavior of the seasonal snowline evolution are not possible. In 2015, the end of season scan campaign was on 1 October, by which the whole glacier was already covered by snow, and therefore, the snowline was very low.

Coincident data for all three methods are only available on 22/23 September 2014, when the Landsat and AMUNDSEN snowlines underestimate the TLS snowline by 60 and 270 m, respectively. Table 6 and Figures 4 and 5 compare all available snowline data, in terms of SLA and snow-covered area, for the dates of TLS-, AMUNDSEN- and Landsat-derived SLA. Comparing the TLS and AMUNDSEN SLAs, the elevation difference between methods exceeds 200 m for only three cases (see Table 6) (up to 300 m); in most cases, both snowlines are close to each other. At the start and end of the season, the AMUNDSEN model captures the same behavior of the snowline as the TLS does. The AMUNDSEN SLA coincides well with the TLS SLA at the beginning of both the 2014 and 2015 ablation seasons and again at the end of the 2015 ablation season. At the end of the 2014 ablation, AMUNDSEN slightly overestimates the TLS SLA, but overall, the comparison at the seasonal timescale suggests that the AMUNDSEN simulations can produce realistic snowline altitudes at the seasonal scale (Figure 6). Furthermore, the Accumulation Area Ratio (AAR) for each date and snowline altitude is given in Table 6.

The Landsat and AMUNDSEN snowlines are compared twice in 2014: firstly, in mid-September, where the Landsat SLA is only 30 m below the AMUNDSEN SLA, and at end of September, when the Landsat SLA is 200 m above the AMUNDSEN SLA (see Table 6). However, five Landsat images are available in 2015, and for these dates, the Landsat SLA is consistently below the AMUNDSEN SLA, corroborating the positive bias in the AMUNDSEN SLA suggested by comparison to the TLS SLA during 2014. For late-season Landsat imagery, part of the discrepancy between the AMUNDSEN and satellite-derived SLA can be attributed to the low Sun angle, which causes substantial shadowing in the Landsat image, due to north-facing slopes. Another reason is the stepped form of the glacier. There are two plateaus: one in the upper part and one in the middle part of HJF. Furthermore, the two plateaus have an impact on the quality of the intensity data (see the data gaps in Figures 2 and 5). The plateau on the upper part of the glacier could not be scanned from the highest scan positions on the opposite slope. At the second plateau in the middle of the glacier, the angle of incidence is very low, and therefore, no signal returned to the laser scanner. As a result of both plateaus and ridges in
the line of sight, some areas could not be scanned. The maximum percentage of the glacier from all three scan positions is 75.9% and the minimum only 61.3%. The average area of the glacier is 70.8%.

Figure 4. TLS, AMUNDSEN and Landsat determined snow line altitudes in the years (A) 2014 and (B) 2015. The uncertainties of the SLA are determined with the range of the elevation bins: ±20 m for the Landsat data and ±10 m for TLS and AMUNDSEN.
Figure 5. Evolution of the TLS and AMUNDSEN snowlines during summer 2014 and summer 2015. The order of the raster layer is: (A) 26 June 2014, (B) 18 July 2014, (C) 1 August 2014, (D) 25 August 2014, (E) 4 September 2014, (F) 23 September 2014, (G) 4 October 2014, (H) 21 April 2015 and (I) 1 October 2015.
### Table 6. Comparison of the transient snowline altitudes and snow-covered areas obtained using the three methods.

<table>
<thead>
<tr>
<th>Date</th>
<th>Snowline Altitude (m a.s.l.) /AAR (%)</th>
<th>Difference</th>
<th>Snowline Altitude (m)</th>
<th>Snow-covered Area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TLS AMU * Landsat AMU-TLS Landsat-TLS Landsat-AMU TLS-AMU TLS-Landsat Landsat-AMU</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26 June 2014</td>
<td>2700/96.7% 2670/99.9% -</td>
<td>-30</td>
<td>-</td>
<td>-34,676</td>
</tr>
<tr>
<td>18 July 2014</td>
<td>2780/79.1% 2890/68.3% -</td>
<td>110</td>
<td>-</td>
<td>116,475</td>
</tr>
<tr>
<td>1 August 2014</td>
<td>2900/66.4% 2970/57.8% -</td>
<td>70</td>
<td>-</td>
<td>93,378</td>
</tr>
<tr>
<td>25 August 2014</td>
<td>2880/70.3% 2950/54.4% -</td>
<td>70</td>
<td>-</td>
<td>121,782</td>
</tr>
<tr>
<td>4 September 2014</td>
<td>2880/70.3% 2650/100% -</td>
<td>-230</td>
<td>-</td>
<td>-320,681</td>
</tr>
<tr>
<td>14 September 2014</td>
<td>3070/50.4% 3040/53.2% -</td>
<td>-30</td>
<td>-</td>
<td>-30 -</td>
</tr>
<tr>
<td>22/23 September 2014</td>
<td>2940/59.8% 2670/99.9% 2880/70.3%</td>
<td>-270</td>
<td>-60</td>
<td>-343,254</td>
</tr>
<tr>
<td>4 October 2014</td>
<td>2960/58.4% 3030/53.9% -</td>
<td>70</td>
<td>-</td>
<td>-47,929</td>
</tr>
<tr>
<td>21 April 2015</td>
<td>2660/100% 2660/100% -</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>7 July 2015</td>
<td>- 3090/47.0% 2880/70.3% -</td>
<td>-310</td>
<td>-</td>
<td>-251,649</td>
</tr>
<tr>
<td>15 July 2015</td>
<td>- 3150/38.0% 3060/51.6% -</td>
<td>-30</td>
<td>-</td>
<td>-146,398</td>
</tr>
<tr>
<td>31 July 2015</td>
<td>- 3310/17.2% 3240/29.1% -</td>
<td>-30</td>
<td>-</td>
<td>-127,795</td>
</tr>
<tr>
<td>8 August 2015</td>
<td>- 3410/0.3% 3120/43.2% -</td>
<td>-30</td>
<td>-</td>
<td>-464,586</td>
</tr>
<tr>
<td>1 September 2015</td>
<td>- 3150/38.0% 2740/87.7% -</td>
<td>-410</td>
<td>-</td>
<td>-536,825</td>
</tr>
<tr>
<td>1 October 2015</td>
<td>2680/99.4% 2710/95.0% -</td>
<td>30</td>
<td>-</td>
<td>47,556</td>
</tr>
</tbody>
</table>

* AMU = AMUNDSEN.
Suitable locations for scanning that can overlook the upper reaches of glaciers originating in the high mountains are outlined in orange.

Both the range and the angle of incidence affect the intensity strongly. Studies show that the intensity of a terrestrial laser scan for a glaciological application. The intensity-based MLC and MDC method applied here is satisfying for classifying snow, because the intensity separation between snow and ice/rock is obvious; however, RBC produces consistently more accurate surface classification. In high mountain environments, the maximum scanning range is achieved when the temperatures are low and the atmosphere is dry [24, 57, 72], and we found these to also be optimal conditions for signal separation for snow ice and rock. Despite the overall good performance of the best classification method, reflectance irregularities can still cause inaccuracies, and not only intensity data, but also additional data from the TLS are needed as the input dataset to resolve these issues. The reflectance changes with, for example, dirt on the surface, moisture and grain size. If exposed rock is wet, the intensity is lower than if it were dry rock, and RGB imagery from the TLS can help resolve these surface conditions. If a fine layer of dirt is on the ice surface, the intensity increases, but as this surface still has a low roughness value, the RBC still correctly identifies the pixel as ice, whereas it would be misclassified in the MLC or MDC.

Pfeifer et al. [37] (p. 1050) suggest that laser scanning should be “[…] considered a 4D measurement process”, because not only x-, y- and z-coordinates are collected, but also the intensity of each point. TLS data have been shown to be a valuable tool in glaciological and snow process measurements. The work in [34] calculated the mass balance of five small glaciers based on TLS measurements and compared their results with glaciological mass balances. In contrast to the study by [34], we demonstrate the potential for identifying surface material properties using the signal intensity of a terrestrial laser scan for a glaciological application. The intensity-based MLC and MDC method applied here is satisfying for classifying snow, because the intensity separation between snow and ice/rock is obvious; however, RBC produces consistently more accurate surface classification.

**Figure 6.** AMUNDSEN and TLS snowline comparison of the start and end of the season. The two plateaus are outlined in orange.
mountains is challenging, and the occurrence of gently inclined accumulation bowls as in the upper HJF is not uncommon, but causes problems for oblique TLS view angles. Thus, the suitability and success of applying the method presented here on a given glacier will depend partly on its topographic surroundings and surface geometry. Furthermore, a post-processed atmospheric correction can be useful, when comparing the intensity of different scan campaigns. Krooks et al. [54], Pfeifer et al. [21], Pfeifer et al. [37], Höfle and Pfeifer [36] and Kaasalainen et al. [73] have good approaches to correct laser scanning intensity values.

The data have a high resolution with 1 m² grid cells. In seven of nine datasets, the number of average points per cell is eight, and in the two other sets, it is 15 (due to higher frame resolution). Therefore, more than one point measurement is used to define one intensity grid cell value. Within this grid cell, more than one surface class can be present, which leads to small-scale variability.

Using a TLS for capturing snow distribution on a glacier and its surroundings is a powerful method and outperforms SLA assessments from optical satellite data. The Landsat data used in this study have a resolution of 30 m; therefore, a small-scale distribution and glacial facies are not clearly detectable due to low radiometric resolution (eight bit). For example, if the glacier tongue is covered by a dust layer, the glacier extents are difficult to separate from the rocks in the neighborhood [76]. Additionally, compared to optical images, e.g., Landsat data, laser scanning data have no shadow effects. This is especially an advantage in high mountain environments, because due to the mountains, large areas can be covered in shadow [39].

The difference between the TLS snowline and the Landsat snowline from the 22/23 September 2014 results emerges, on the one hand, from the stepped-shape of the glacier and, on the other, from the glacier’s exposition. The north exposure leads to huge shadow areas at this time of the year, and therefore, an automatic classification is difficult. The Landsat snowline is about 60 m lower than the TLS one (see Table 6).

The snowline simulated with the AMUNDSEN model partly shows very large deviations from the TLS or Landsat-derived values. Further investigation showed that the AMUNDSEN snowlines are very sensitive to the SWE threshold value for some of the investigated days. For example, on 23 September 2014, changing the threshold value from 1 to 10 mm results in an upward shift of the resulting snowline of 480 m, as a very thin snow layer is present on the lower parts of the glacier on this day likely due to an earlier precipitation event misclassified as snowfall by the model. The selected threshold value of 1 mm as already used in other studies in the same area (e.g., [70]) resulted in average deviations of 21 m for the TLS-derived snowline, as compared to 114 m when using a threshold value of 10 mm.

It is not uncommon that the number of glaciological mass balance measurements in the upper glacier are sparse and sometimes not well distributed, due to access limitations (e.g., [14,15,34]). Therefore, resolving the true snowline from these point measurements can lead to significant inaccuracies. The application of high spatial resolution, accurate snowlines to end of season glacier surfaces offers the possibility to improve the accuracy of annual glacier-wide mass balance assessments [17,34].

4. Conclusions and Outlook

This research investigated the possibilities of a surface classification based on terrestrial laser scanning intensity data. The signal intensity of snow proved to be well separable from other glacier surface types, but the ground control samples and error matrices reveal low separability between ice and rock. Three different classification methods were compared: two supervised classifications (MLC and MDC) and one RBC. The main result of the classification analyses shows that in the case of generating the classification by just using the intensity data (supervised classification), the results are highly dependent on the atmospheric conditions. If the conditions are good (low temperatures, dry air, low moist content), a classification based on TLS intensity data alone is acceptable. Otherwise, a rule-based classification, based on intensity, surface roughness and a photo taken by the scanner,
is more precise. A rule-based classification improves the classification results in different ways. For example, although rock has a similar signal intensity as ice and is therefore subject to being misclassified as ice, it will be classified correctly, when taking the RGB data into account, as its RGB value is clearly darker than that of ice. This makes the RBC more reliable in the variable atmospheric conditions of the mountain environment.

TLS VZ-6000 provides good data for classification, especially if only the snow distribution is identified. Therefore, it has high potential for applications in snow modelling and hydrological studies. Further studies should consider an atmospheric correction, even though the VZ-6000 laser scanner calibrates the atmosphere effects automatically.

Valuable future work on generating high resolution snow line altitudes over glaciers could include: (i) a comparison between Sentinel-2A and new TLS data, since Sentinel-2A data have a resolution of 10 m and are also freely available; (ii) the Landsat (7/8) data should be resampled using the panchromatic band to get a snow classification raster layer with a 15-m resolution [76]. Additionally, the impact of using high resolution snow line altitude information on calculated glacier mass balance would provide a quantified assessment of the impact of improving the snowline resolution.
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