Supplementary Material
S1. The Error Reduction Ratio (ERR)
The NARX model (5) can be written as a linear-in-the-parameters form 

                                                                                                    (S1)


where, with i =1,2, …, M, are candidate model terms of the form u(k-1), u(k-1)u(k-3), etc,  are the model parameters, e(k) is the error or noise sequence. Following Chen and Billings (1989), the regression model (S1) can be transformed to an orthogonal regression model:

                                                                                                    (S2)

where (i = 1, 2, …, M) are orthogonal over the estimation data set of N samples in the sense that 

                                                                                                (S3)

with . 



      Let , , , and assume that the residual signal e is uncorrelated with the past values of the system output, then the total output energy or variance can be expressed as

                                                                                         (S4)




Note that the total variance (S4) comprises two parts, one is the desired output variance, , which can be explained by the model terms, and second part, (1/N)eTe, is the unexplained variance. Thus each single element  makes an increment to the explained desired output variance and therefore reduces the unexplained variance. The th error reduction ratio, , introduced by wi, is defined as




,                       (S5)

This ratio provides a very simple but effective means of determining a subset of significant model terms, which can be selected according to the value of . 
An Illustrative Example
Consider the nonlinear system model
y(k) = 0.1u(k-1) + 10u(k-2) + u(k-1)u(k-2) + e(k)                                                        (S6)
where e(k) is a Gaussian white noise sequence with zero mean and standard deviation σe = 0.1. By setting the input u(k) as a random sequence that is uniformly distributed in [-1,1], the system model was simulated and 50 input-output data points were collected. The objective is to identify both the model structure and the unknown model parameters based on the recorded samples. 
        Four candidate variables u(k-1), u(k-2), u(k-3), u(k-4) were used to form an initial full polynomial model of nonlinear degree λ= 2, meaning that the maximum lags nu = 2,  ne = 0, and the total number of the candidate model terms is 15.  The first 5 model terms selected by using the FROLS algorithm are shown in Table S1. The model parameters and ERR values, together with the values of the Bayesian Information Criterion (BIC; Wei, Billings and Balikhin, 2006) and t-test (Wei and Billings, 2008), are also listed in the table. Clearly, the model structure was correctly detected, and both the BIC and t-test values indicate that the number of model terms to best fit the 50 data points is 3.





 (
Table S1
 
The 
first five model terms selected by 
the FR
OLS algorithm
 based on the
 
50 data points generated by
 t
he model defined by equation (S6
)
. BIC and t-test numbers in bold are statistically significant at the 5% level
Index
Model term
Parameter
ERR (%)
BIC
T-test
1
u(k-2)
  
9.97
1
  99.64
  1.369
  
1
87
.46
2
u(k-1)u(t-2)
  1.067
  0.3
176
  1.671
  1
0
.
15
3
u(k-1)
  0.118
  0.01
169
  
1.280
  2.19
4
u(k-2)u(t-2)
 -3.955x10
-3
  5.054
x10
-4
  1.359
  
0.
39
5
const
 5.324x10
-4
  3.477
x10
-5
  1.448
  0.12
∑ 
9
9
.
97
)
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