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Abstract: The continuous evolution of metallic alloys in the automotive industry has led to the
development of more advanced and flexible constitutive models that attempt to accurately describe
the various fundamental properties and behavior of these materials. These models have become
increasingly complex, incorporating a larger number of parameters that require an accurate calibration
procedure to fit the constitutive parameters with experimental data. In this context, machine learning
(ML) methodologies have the potential to advance material constitutive modeling, enhancing the
efficiency of the material parameter calibration procedure. Recurrent neural networks (RNNs) stand
out among various learning algorithms due to their ability to process sequential data and overcome
limitations imposed by nonlinearities and multiple parameters involved in phenomenological models.
This study explores the modeling capabilities of long short-term memory (LSTM) structures, a type
of RNN, in predicting the hardening behavior of a sheet metal material using the results of a
standardized experimental three-point bending test, with the aim of extending this methodology
to other experimental tests and constitutive models. Additionally, a variable analysis is performed
to select the most important variables for this experimental test and assess the influence of friction,
material thickness, and elastic and plastic properties on the accuracy of predictions made by neural
networks. The required data for designing and training the network solutions are collected from
numerical simulations using finite element methodology (FEM), which are subsequently validated
by experiments. The results demonstrate that the proposed LSTM-based approach outperforms
traditional identification techniques in predicting the material hardening parameters. This suggests
that the developed procedure can be effectively applied to efficiently characterize different materials,
especially those extensively used in industrial applications, ranging from mild steels to advanced
high-strength steels.

Keywords: machine learning; material parameter identification; three-point bending; recurrent
neural networks (RNNs); long short-term memory (LSTM)

1. Introduction

In the past few decades, the sheet metal forming industry has faced significant chal-
lenges, including the growing complexity of product geometries, the introduction of new
advanced materials, and the pressing need to reduce design-production cycles [1]. To ad-
dress these challenges, there has been a continuous demand for technological advancements
and research to reach the so-called “first-time right” solution [2]. One promising solution
lies in the integration of machine learning (ML) approaches, which have gained promi-
nence across several industries. The constant evolution of advanced learning algorithms,
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driven by the interplay between the availability of large amounts of data (often referred to
as “big data”) and the exponential growth of computer performance, has revolutionized
problem-solving in engineering fields [3,4]. In the context of sheet metal forming, ML algo-
rithms offer a novel approach in studying topics such as [5,6] classification, detection, and
prediction of forming defects [7-9]; material modeling and parameter identification [10,11];
process classification [12], design, and optimization [13,14].

The automotive industry is one main driver for the development of theoretical and
experimental metal forming technologies [15]. This industry is currently acting to follow
the compelling and widespread efforts in addressing environmental concerns of energy
savings while also ensuring the demanding safety requirements. To achieve these goals,
vehicle manufacturers try to reduce the mass of the products, mainly through the weight
of a vehicle’s structure, by using lighter and stronger materials, such as advanced high-
strength steels (AHSS) [16,17]. Nevertheless, springback is more pronounced in these
materials than in conventional steels due to their unique material properties, which lead
to additional processing difficulties and costs for industrial applications [18]. To take ad-
vantage of the promising properties of AHSS, finite element analysis (FEA) of sheet metal
forming processes has become indispensable for predicting and optimizing the product’s
manufacturing process. In this context, the accuracy of sheet metal forming simulations by
FEA is highly affected by the constitutive models chosen to represent the material behavior.
This behavior normally includes four independent but interconnected phenomena [19]:
(a) the elastic behavior and its influence on springback; (b) the yield criteria; (c) the forming
limits; and (d) the hardening model. Regarding the hardening laws, the major develop-
ments include the study of the strain rate effects [20], the distortional hardening [21] and
the kinematic hardening [22] through the description of the tension—-compression stress
differential (SD) [23], the Bauschinger effect, the work-hardening stagnation [24], and
the permanent softening [25]. Recent advances in this topic have led to the increased
complexity of modern constitutive models with additional empirical parameters, making
the calibration procedure more difficult and time-consuming, particularly when multiple
experimental tests are required [26].

Due to the limitations imposed by nonlinearities and multiple parameters in the consti-
tutive models, several authors have been using ML, including deep learning (DL) networks,
as a meta-modeling technique, not only for material parameter inverse identification [27-30]
but also for the development of accurate alternative data-driven constitutive models [31,32].
The latter represents a higher level of machine learning integration into constitutive model-
ing, in which the relationships between stress and strain are learned purely from data with-
out incorporating any prior preconceptions, knowledge, or analytical formulations [33-35].
Huber et al. [36] developed a neural network for identifying material parameters in a
finite deformation viscoplasticity model with static recovery. Their study demonstrated
that neural networks can identify meaningful material parameter sets, enabling accurate
predictions of experimentally observed material behavior, even under complex loading
histories. Ktari et al. [37] performed parameter identification for anisotropic thin-walled
tubes using the ring hoop tensile test coupled with neural networks. The findings were val-
idated through finite element simulation results. Yao et al. [38] explored a rate-dependent
model integrating plasticity and damage. The authors utilized a hybrid approach, merging
neural networks with genetic algorithms for parameter identification, focusing on tensile
experiments. Morand and Helm [39] proposed multiple parallel-trained multi-layer percep-
tron (MLP) models to predict hardening model parameters from stress—strain curves. The
authors opted for this approach due to the non-uniqueness of the solutions to the problem,
concluding that a single MLP model is inadequate for such a complex task.

Recurrent neural networks (RNNs), known for their effectiveness in modelling se-
quential tasks, can be especially helpful for modeling path-dependent plasticity, as recently
demonstrated by different authors [40-44]. In contrast with feed-forward neural networks
(FFNNs), RNNs are designed to handle time sequences and effectively incorporate data
from previous inputs in future predictions due to extra history-dependent hidden states
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presented in the network structure. The architecture of RNNs, being based on recursive
operations, is especially suited to model time or order sequences, such as plastic strains
and back stresses in physics-based plasticity. In order to model path-dependent plasticity,
Mozaffar et al. [44] developed an RNN that uses the time history of the strain field as an
input and the corresponding stress field as an output. The authors concluded that the
RNN presents superior performance in predicting complex history-dependent plasticity
when compared to the conventional FFNNSs. In addition to these results, the architecture
of RNNs is more complex, and it requires generating high volumes of data for training.
Guo et al. [45] created a deep learning model for constitutive parameter identification
combining convolutional neural networks (CNNS) to filter input data noise with a long-
short term memory (LSTM) neural network, a specific type of RNN. This model identified
elastic parameters (Young’s modulus and Poisson’s ratio) and parameters of an exponential
hardening law from uniaxial tensile test results, incorporating strain fields, load history,
and geometry information from a specific sample region.

Cruz et al. [46] explored the use of ML algorithms in the form of feed-forward neural
networks to model different problems associated with sheet metal processing and material
characterization being one problem related to the identification of constitutive parameters.
The authors utilized the results of a standard three-point bending test, specifically the
punch force-displacement curve, to conduct the mechanical characterization of a metallic
sheet material, determining the parameters for the Swift hardening curve given by:

o= K(eg +e¢p)", 1)

where 0 is the true stress, ¢, is the plastic true strain, and K, ¢y and n are material param-
eters known as the strength coefficient, strain offset, and the strain hardening exponent,
respectively. The results exhibit strong agreement with simulation and reference models,
accurately predicting material parameters.

However, the proposed solution based on FFNNs considers only a few data points
of the curves obtained from the available three-point-bending tests to prevent an increase
in the network’s complexity. Specifically, the authors selected only five representative
points from the available punch displacement curves, leading to the underutilization of
the information acquired during the test. This under-sampling approach may lead to the
oversight of critical features and essential patterns within the curve that can be important
to correctly characterize the material behavior. Therefore, considering the results of a three-
point bending test in a more comprehensive deep learning approach based on recurrent
neural networks can be a major advantage to enhance the accuracy of parameter predictions.

This study aims to advance the use of machine learning techniques for identifying
material constitutive parameters, specifically by evaluating the application of RNNs in
material parameter identification using a three-point bending test, considering the potential
for extending this methodology to other applications and constitutive models. Additionally,
the study aims to expand the scope of application by incorporating material parameters that
were not previously considered, including the strain offset, £y, the elastic modulus, material
thickness, and test conditions. The objective is to explore the impact of these factors on
the predictions made by neural networks. Accordingly, several sections are defined in
this article. Section 2 briefly describes recurrent neural networks, highlighting their major
advantages and disadvantages, as well as existing structure variations. Section 3 presents
the AHSS materials used in this article along with their experimental characterization of the
hardening law using the standard uniaxial tensile test. Additionally, the three-point bending
test is introduced, along with a brief study based on numerical results of the influence of
fundamental variables on the test result. This analysis forms the basis for selecting the
dataset used to train the developed RNNSs. Section 4 outlines the implementation of the
LSTM models, explaining design choices, the training process, and hyperparameter tuning
aimed at optimizing the network’s accuracy. Finally, Section 5 analyzes and discusses the
results derived from the trained LSTM.
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2. Recurrent Neural Networks

Recurrent neural networks (RNNs) are a powerful class of supervised machine learn-
ing models specifically designed to handle sequential data and time-series analysis. Unlike
feedforward networks (Figure 1a), which propagate information through the network in
a unidirectional manner without loops, RNNs (Figure 1b) incorporate cyclic connections,
enabling them to process information and memorize dependencies in sequential data by in-
corporating insights from previous inputs, xp.;—1, and not only the current input, x; [47,48].
This memorization capability enhances the versatility of RNNs, making them essential
for various applications, including natural language processing tasks [49,50] and speech
recognition applications [51-53].

Output @ @ @y @)W @V
& SR N .

h; > h, J — hi, |—  h g h;

- . T T
Input @ @ @ @ @

(a) (b)
Figure 1. Network structure of a (a) feed-forward neural network (FFNN) and (b) recurrent neural
network (RNN).

Hidden
Layer

RNNs are composed of a hidden layer that can be “unfolded” into several high-
dimensional hidden states with non-linear dynamics, forming the network’s memory of
previous states. This unfolding technique allows RNNs to be trained using backpropagation
through time (BPTT), where a consistent set of weights is applied to a layer over different
timesteps. At time step t, the hidden state is denoted as h; € R™* and the input as
x; € R4 where n represents the number of samples, d the number of inputs for each
sample, and & the number of hidden units. The trained parameters during the BPTT include
the weight matrix Wy, € R4*" the hidden-state-to-hidden-state matrix Wy, € R*",
and the bias parameter b;, € R'*". These elements form the basic structure of the recurrent
neural network. The information from the hidden state and input at each time step
undergoes transformation through an activation function ¢, often a logistic sigmoid or tanh
function, which is crucial for preparing the gradients in the subsequent BPTT algorithm [47].

Using the presented notation, the hidden state, h;, can be defined by Equation (2),
while the output variable, y,, can be determined by Equation (3) [54]:

hi = ¢(Wiphi—1 + Woxt + by,). (2)

Yy = ¢(Wiyht +by). €)

Training RNNs presents diverse challenges as the memory formed by recurrent connec-
tions can be significantly constrained by the training algorithms employed. Additionally,
RNN s face gradient vanishing and exploding problems during the training phase, lead-
ing to the network’s failure to capture long-term sequential dependencies in data. These
problems are characterized by the size of the gradient throughout the training process.
When the gradient is too small, it continues to decrease, updating the weight parameters
until they become insignificant. When that occurs, the algorithm is no longer learning.
On the other hand, exploding gradients happen when the gradient becomes excessively
large, leading to an unstable model. In such cases, the model weights grow uncontrollably,
compromising the network’s stability and undermining effective learning [55].
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Long-Short Term Memory

Different modified versions of recurrent neural networks have been proposed to
enhance the recall of past data stored in memory. Long short-term memory (LSTM) [49]
stands out as one of the most popular and efficient methods for reducing the effects of
vanishing and exploding gradients. This approach transforms hidden units into “memory
cells” (Figure 2), enabling the storage of additional information beyond the conventional
neural network flow in structures known as gated cells. These gates control the flow of data
to the hidden neurons and preserve the features extracted from previous times. LSTMs
consists of three main components: the output gate, Oy, input gate, I;, and forget gate, F;.
The input gate regulates the flow of new information into the cell state, while the output
gate controls the information that is exposed to the next layers of the network. The forget
gate is responsible for controlling the flow of information from the previous time step to
the current time step. The computation of these gates is defined by:

O = 0(xtWxo + h_1Wy, +bo), 4)
I = o(xtWy; + hy Wy, + b;), (5)
Fy = 0(x;Wyp +h1Wyp +by), (6)

where W,,, W, fo € R and Wi, Wy, th e R are weight matrices, b,,
b, by e R1*" are the biases, and ¢ represents the sigmoid function responsible for trans-
forming the gate outputs into the range (0, 1). Additionally, an intermediate memory
component cell is defined, known as the Cell candidate, ci, which stores and carries poten-
tial new information from the current input (x;) and the previous hidden state (h;_1). The
candidate memory cell can be determined as:

c; = tanh(xtWye + by _1Wje + be), @)

where W, and W), are weight matrices, b, is the bias term associated with the cell
candidate, and tanh represents the hyperbolic tangent activation function. This information
will be further processed and integrated into the cell state, c;, based on the decisions made
by the input gate and the output gate (Equation (8)). The cell state acts as a conveyor belt,
allowing information to flow unchanged, thus enabling the network to retain long-term
dependencies. Finally, the hidden state, h; is determined based on the cell state and the
output gate (Equation (9)).

Ct :FtQCt_l—i‘It@C,/g. (8)

hy =0: 0 tanh(ct). 9)

Forget Gate Cell State

Input Gate

Output Gate

Figure 2. Network structure of an LSTM: x; represents the input, h; the hidden state, and c; the
cell state.
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3. Materials and Methods
3.1. Materials

The proposed methodology developed in this work was designed to characterize
the hardening behavior of steel materials, ranging from mild to advanced high-strength
steels, with a nominal thickness of t,,,,;,; = 0.8 mm. To validate the numerical and
experimental developments, three grades of dual-phase (DP) steel sheets were considered:
DP500, DP600, and DP780. Table 1 presents the measured thickness values for each material.
These measurements were taken using a digital micrometer (Mitutoyo Digimatic) with an
accuracy of 2 um and a step of 0.001 mm, considering 25 different points of measurement. It
can be seen that the thickness of DP600 steel exceeds the nominal value of 0.8 mm, with an
average thickness of 0.817 mm. On the contrary, the DP500 and DP780 present an average
thickness close to the nominal value.

Table 1. Thickness measurements (average, u and standard deviation, o) of DP500, DP600, and DP780
sheet metal samples.

U o
[mm] [mm]
DP500 0.802 0.004
DP600 0.817 0.007
DP780 0.801 0.007

Dual-phase steels are a category of AHSS known for their exceptional balance between
strength and ductility. This excellent combination arises from the presence of martensite
islands within a ferrite matrix, resulting in distinctive mechanical properties that make it
suitable for a wide range of applications. The percentage of alloying elements present in
the chemical composition of each material is detailed in Table 2.

Table 2. Chemical composition of the DP500, DP600, and DP780 dual-phase steels.

Element (%) C Si Mn P S Cr Ni A" Cu Al Nb B N
DP500 0.079  0.31 0.65  0.003 0.003 0.03 0.03 0.01 0.01  0.038 0.0 0.0003  0.003
DP600 0.089  0.20 0.85 0.014 0.004 0.03 0.03 0.01 0.01 0.046 0.019 0.0003 0.004
DP780 0.138  0.20 152  0.011 0.002 0.03 0.03 0.02 0.01  0.038 0.014 0.0002 0.003

Experimental Characterization—Uniaxial Tensile Test

To characterize the hardening behavior of dual-phase steels, experimental uniaxial
tensile tests were conducted according to ASTM E8 standards [56] along the rolling direction.
The specimens were tested at room temperature using an MTS 810 hydraulic testing
machine equipped with a 100 kN load cell. A constant cross speed of 5 mm/min was
selected, resulting in an initial strain rate of 1073 s~1. For the acquisition of elongation
in the uniform section of the specimen and the corresponding strain evolution, an axial
extensometer (Epsilon Technology, ref: 3542-050M-100-HT2, USA) with an initial gauge
length of 50 mm was used. The resulting true stress—true strain curves for the tested
materials are represented in Figure 3a.

Based on these curves, the hardening behavior was determined using a Swift law
represented by Equation (1). The Swift parameters (K, ¢y and 1) were optimized using the
Nelder-Mead method [57], also known as the simplex direct search method. This method
identifies the minimum mean square error (MSE) between the hardening law prediction
and the experimental stress—strain curve obtained from the uniaxial tensile test. Unlike
gradient-based methods, the Nelder-Mead method does not require derivatives of the
objective function and can handle functions with discontinuities. The identified hardening
parameters of the studied materials are summarized in Table 3, and the corresponding
hardening evolution curves are plotted in Figure 3b.
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Figure 3. Experimental (a) true stress—strain curves and (b) comparison between the equivalent
stress—strain and hardening laws for the different studied materials.

Table 3. Identified parameters for the Swift hardening law based on experimental stress—strain data
for dual-phase steels.

K & n
DP500 865.32 0.0026 0.1530
DP600 1011.01 0.0019 0.1563
DP780 1253.72 0.0001 0.1431

3.2. Three-Point Bending Test

The standard ASTM E290 [58] covers several bending tests used to evaluate the behav-
ior of materials when subjected to bending loads under different boundary conditions. The
most common is the guided-bend test, which uses a three-point bending setup (Figure 4a)
without using a female die. The test is conducted by placing a rectangular specimen
symmetrically on the support fixture mounted to the testing machine. Load is applied
at the specimen’s midpoint until either failure occurs or the predefined angle of bend or
maximum angle for the fixture is achieved. The bending angle is determined during the
test by projecting lines along the specimen’s flat surfaces outside the bend region and
measuring their intersecting angle. After completing the bending test, the curved surface
of the bend is examined to evaluate the presence of cracks or surface irregularities.

For sheet metal materials, the three-point bending test is widely used to evaluate the
springback effect of the tested material. As represented in Figure 4b, the removal of the
tools for a punch displacement, y, of 20 mm leads to elastic recovery of the material, which
results in different bending angles before, «;, and after, af, springback. The springback
is entirely intercorrelated with the stress distribution on sheet metal after forming, and
its magnitude is related to the ratio between the residual stress and the elastic modulus
of the material [59]. It is also influenced by material properties such as strain hardening,
elastic property evolution, the presence of Bauschinger effects, elastic and plastic anisotropy,
and tribology between contacting surfaces [60].

One of the main advantages of the three-point bending test is its simplicity. In fact,
this test does not require any special sample preparation, such as machining and can be
easily conducted on a universal tensile testing machine. However, despite its simplicity,
challenges arise due to the involvement of axial and transverse forces in the bending defor-
mation [61]. Additionally, factors such as friction, local deformation beneath the contact
points [62], and the determination of the stiffness of the testing system [63] can affect the
results. Interpreting the raw experimental data, normally represented as punch displace-
ment (yp) and punch force (Fy), and converting it into a stress-strain (¢ — ¢) response
typically involves the use of inverse fitting models [64—66] or analytical approaches [67].
These methods require accurate modeling of the test setup, often involving predetermined
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hardening models and iterative optimization loops. This strategy can be time-consuming,
particularly when multiple experimental tests are performed. Therefore, the methodology
proposed in this article, based on LSTMs, aims to overcome this limitation by determining
the stress—strain behavior of a given material using only the results of the three-point bend-
ing test. This approach takes advantage of the simplicity of the test, offering an efficient
alternative to traditionally inverse and analytical fitting methods for characterizing the
material’s hardening behavior. The developed LSTM network should consider as input
the punch force—displacement curve obtained in a three-point bending test and provide the
characteristic parameters of a Swift hardening law (Equation (1)).

@
O\ A

”f />(
=y, i
/ Ypmas \
\4 “
L m y

0 5 10 15 20

Punch Displacement, y, [mm]

(a) (b)

Figure 4. Schematic illustration of a (a) three-point bending test setup and the main variables:

t Punch

Force

} @
Support \)‘ / Blank
—

Punch Force F, [N

support span (V), support radius (Rm), specimen length (L), specimen width (W), specimen thickness
(t), and punch radius (Rp); (b) example of a punch force-displacement (F, — y,) curve of a sheet
metal material.

3.2.1. Experimental Details

The experimental three-point bending tests were conducted in an Instron 3900-R
universal testing machine equipped with a 1 kN load cell. Detailed information about the
test setup and sample geometry can be found in Table 4. Concerning the test conditions,
the maximum displacement, ypmqx was set at 20 mm, and a crosshead speed of 200 mm/min
was employed. During the experimental three-point test, a notable inconsistency is evident
between the predicted and expected elastic moduli of the tested materials. This variation
is attributed to the stiffness (compliance) of the testing machine, which is influenced by
the materials used and the load cell. To address these differences, the determination of the
compliance of the testing system, K, is carried out, following the methodology outlined
in [68]. This process involves applying a load to the specimen supported on a rigid surface.
The compliance is then assessed within the linear zone, where the curved region induced
by indentation effects disappears [63]. For the particular experimental setup employed in
this study, the compliance obtained for the test system was K; = 5335 N/mm.

Table 4. Three-point bending test geometry, test conditions, and sample geometry.

Three-Point Bending Test Geometry Test Conditions
Punch Radius Support Radius Support Span  Max. Displacement ~ Test Speed
Rm Rp 14 Ypmax v
4 mm 6.25 mm 50 mm 20 mm 200 mm/min
Sample Geometry
Lenght Thickness Width
L t w
150 mm 0.8 mm 45 mm

3.2.2. Finite Element Model

Finite element modeling (FEM) is crucial in the proposed methodology, acting as a tool
to build the dataset needed to develop and train the LSTMs. The three-point bending test
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can be defined as a plane strain problem in which the blank width is much larger than the
blank thickness. Due to the symmetry of this test, only half of the real experimental setup
was considered in the 2D finite element model. The numerical model was developed using
ABAQUS with implicit analysis (ABAQUS/Standard) [69]. Punch and die were modeled
as fully analytical rigid surfaces, and the blank material was modeled with an elastoplastic
behavior using the Swift law for the hardening curve. The sheet blank was discretized using
819 deformable four-node solid elements (CPE4R type from the ABAQUS Library) and nine
layers through the thickness. For mesh discretization, a regular spacing was employed both
in the thickness and length directions. Coulomb friction was incorporated into the model
with a value of 0.1 [70]. Using this numerical model, a punch force-displacement curve and
the variation in the bending angle during the test are obtained. The corresponding curves
for the studied dual-phase steels (DP500, DP600, and DP780) are represented in Figure 5.
For each material, an experimental curve is also included. The parameters presented in
Table 3 were considered to model the plastic behavior of the dual-phase steels. The elastic
behavior was modeled using Young’s modulus, E, of 210 GPa and a Poisson’s ratio, v,
of 0.3. The numerical results are consistent with the experiments, validating the proposed
FEA model.

600

DP500 - FEA

0 Experimental
500 DPG00 - FEA

J Experimental
£ 400 DP780 - FRA

S 0 Experimental

51

Punch Fore
(O8]
(am)
o

DO
o
(e}

100

0 > 10 15 20
Punch Displacement, y, [mm]

Figure 5. Three-point bending force-displacement curves (F, — yp) for the studied dual-phase steels
(DP500, DP600, DP780) obtained by finite element analysis, with comparison to experimental results.

3.2.3. Analysis of Fundamental Variables

As highlighted in Section 1, the three-point bending test was used in a previous
study [46] in which feed-forward artificial neural networks were integrated with the
test results to predict the parameters of a well-known hardening curve, the Swift law
(Equation (1)). However, the analysis was restricted to only two variables (K and 7) in order
to reduce the dataset size and the complexity of the developed artificial neural network
(ANN). In order to broaden the applicability of the developed methodology, in this section,
the influence of different variables of interest on the results of the three-point bending
test will be evaluated. These variables are associated with material properties, such as
elasto-plastic behavior and material thickness, as well as test conditions. In the analysis,
primarily conducted using numerical results obtained through FEA, a key focus is placed on
assessing the impact of small variations in these variables on the results. This preliminary
study represents a fundamental step in the decision-making process, enabling the informed
selection of inputs and outputs for the ML methodology.

Effect of Swift Hardening Law Parameters

The first variable under analysis is the strain offset parameter, €y, of the swift hardening
law. To analyze the influence of this parameter on the punch force-displacement results,
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DP500 steel will be used as an illustrative example. Using the numerical model presented
in Section 3.2.2 and the hardening parameters outlined in Table 3, different numerical
simulations were conducted. These simulations considered values of the parameter ¢
ranging from 0.0001 to 0.01 while maintaining the parameters K and n constant at 865.32
and 0.1530, respectively. The resulting punch force-displacement curves (y,-Fp) for each ¢g
value are depicted in Figure 6a. As evident in this figure, £ has a significant influence on
the bending curve, particularly in the transition between the elastic and plastic zones.
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Figure 6. Influence of the ¢y parameter on the three-point bending: (a) force-displacement curve
(yp — Fp) (b) equivalent plastic strain (PEEQ) and principal stress fields for a y, = 7 mm, and (c) the
influence of g on the material plastic curve (¢ — ¢p).

Analyzing the stress—strain curves (0 — ¢p) illustrated in Figure 6¢, it becomes evident
that the parameter ¢\ exerts a significant influence on the obtained stress value, o, partic-
ularly at low plastic strain values (¢, < 0.10). In contrast, as the strain values increase,
the curves tend to converge, indicating a reduced impact of ¢y on the plastic behavior. In
fact, the levels of strain values obtained in a three-point bending test are low, as illustrated
in Figure 6b. This figure displays both the equivalent plastic strain (PEEQ) and stress fields
in the thickness of the material on the three-point bending test for a punch displacement,
yp of 5 mm. For this instance, the maximum value of equivalent plastic strain is approxi-
mately 0.03. Therefore, upon analyzing Figure 6c¢ at this specific value of plastic strain, it
becomes evident that the corresponding stress value varies depending on the ¢y considered.
Additionally, the yield stress, 0y, for ¢, = 0, varies with different ¢y values, resulting in
distinct behaviors during the elasto-plastic transition of the bending force-displacement
curves. Considering the observed influence of g9 on the bending curve, especially in the
transition between the elastic and plastic zones (Figure 6a), it becomes evident that the
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developed model should incorporate not only the parameters K and n but also the variable
g0 in order to achieve a more accurate prediction of the material’s hardening behavior.

Effect of Young’s Modulus

As mentioned in Section 3.1, the methodology developed in this study is specifically
designed for steel materials, with a particular focus on advanced high-strength steels
(AHSS). The elastic properties can vary across different grades of steels, with Young's
Modulus typically falling between 200 and 210 GPa. In addition, Young’s modulus can
vary with the orientation relative to the rolling direction of the material, as indicated in the
study by Deng et al. [71]. To assess the influence of variations in Young’s modulus on the
three-point bending curves, a sensitivity analysis was conducted using DP500 and DP780
materials. Numerical simulations were carried out, adjusting Young’s modulus within the
range of 190 and 220 GPa while keeping plastic components constant, as specified in Table 3.
The resulting curves for DP500 and DP780 are presented in Figure 7a. Despite uncertainties
in elastic material characteristics, variations in Young’s Modulus were observed to have
a minimal impact on punch force-displacement curves in three-point bending tests. As
expected, the curves closely coincide throughout the test, diverging only in the elastic
regions. Although the modulus of elasticity may not exert a substantial influence on the
curves derived from the three-point test, a detailed understanding of the material’s elastic
properties is crucial to prevent errors when determining the material’s plastic parameters.
Hence, alongside determining the material’s hardening parameters, the methodology
should also conduct a preliminary check to confirm the material’s classification as steel.

Applying the Euler-Bernoulli theory in a plane strain analysis and treating the initial
flat sheet as a beam, the deflection of the sheet, J, in the elastic region in response to the
punch force, can be determined as:

P 10

~ 48E'] (10)

where [ is the moment of inertia of the specimen, and V is the support span (see Figure 4).

The modulus of elasticity, E’, is slightly different from the uniaxial Young’s modulus, E,
and can be expressed as follows:

_E
11—
where v is the Poisson’s ratio. Considering the sheet deflection equal to the punch displace-
ment, § = yp, the material Young’s modulus can be calculated by:

E (11)

E= —FPW 12
~ @y, (1 —2) (12)

This equation enables the calculation of the three-point bending modulus using the
punch force-displacement curve. Using the three-point bending results presented in
Figure 7a for the DP500 and DP780 materials and applying Equation (12), the elastic
bending modulus is shown in Figure 7b for different punch displacement values lower
than y, = 1 mm. It is evident that the obtained modulus, derived from the theoretical
approach, tends to converge toward a constant value that is approximately close to the
expected value. This analytical approach will be the basis of comparison for validating the
predictions generated by the ML approach developed.
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Figure 7. Representation of (a) the influence of Young’s modulus variations on DP500 and DP780
three-point bending curves and (b) the corresponding elastic bending modulus (Equation (12)).

Effect of Material Thickness

An important source of variability to consider is associated with material thickness.
In the context of sheet metal materials, variations in thickness are common due to the
manufacturing process, resulting in differences in thickness from coil to coil and also from
head to tail [72]. Therefore, it is important to evaluate the impact of these small thickness
variations on the outcomes of the three-point bending test. To address this question,
a sensitivity analysis was conducted using DP600 material as a representative case, aiming
to evaluate the influence of variations in material thickness on the three-point bending
F, — yp curve. Numerical simulations were carried out for different thicknesses within a
range of £0.1 mm from the nominal value, resulting in material thicknesses between 0.7
and 0.9 mm, respectively. The corresponding curves for each case are presented in Figure 8a.
The figure illustrates that even minor fluctuations in material thickness can significantly
impact the force-displacement curve. Therefore, it is crucial to consider material thickness
to prevent the potential impact of even minor variations on the predictions made by the
developed neural networks.
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Figure 8. Influence of material thickness in three-point bending curves in the case of DP600: (a) orig-
inal punch force-displacement curves (F, — y;); (b) corrected punch force-displacement curves

(Fy = yp)-

Analyzing the stress distribution on the normal section of a sheet bent profile and
considering that the material is strain-hardening according to a Swift law, the equilibrium
equation is deduced using the moment M (see Figure 9), as follows [73]:

t
2
M:/écrlydy. (13)
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Figure 9. Stress distribution on a normal section in bending, considering a strain-hardening material.

The entire section is assumed to behave under elastoplastic deformation, and stress,
01, at some distance, y, from the middle surface is given by:

n
o1 = K(eg +&1)" = K(so + z> ) (14)

where p is the radius of curvature of the bending sheet. This equation reduces to the linear
elastic model considering n = 1, K = E’, and ¢y = 0. Therefore, the equilibrium equation
can be written as:

¢ y\" . p+2 got"
M=2K [ <£o—|— p) ydy = 2Kp [2n+2(n+2) T ) (15)

Simplifying the terms, the following equation can be defined for bending a non-linear
material:

M_ 2Kp~", (16)
Iy

where I, represents the second moment of area for a unit width of sheet, which is given by:

tn+2 _ 2€0tn+1
T 224 2)(n+1)

I, 17)
Based on these considerations, it is possible to normalize the force-displacement

curves for different material thicknesses relative to the nominal material thickness (t,,011)

using a new variable, the corrected punch force (F;), which can be calculated as follows:

L

*

Fp = Fp ' (Itrmm)’ (18)
n

where I, and If" represent the second moment of area for the case of thickness ¢ (different
from t;0;) and nominal thickness, respectively. Therefore, it can be concluded that the
normalized curve depends not only on the material thickness, t, but also on the hardening
parameters 1 and ¢.

The normalized curves for each thickness of the DP600 material are represented in
Figure 8b. The normalization procedure considers two different conditions. For points
in the elastic regime, up to the point represented by letter A, the second moment of area
was calculated considering the linear elastic model with n = 1 and ¢g = 0. On the
other hand, for points in the plastic regime (i.e., points after the point A, see Figure 8b),
the parameters n and g from Table 3 were considered. This normalization procedure brings
the normalized curves for each thickness into closer alignment with the nominal curve
(tnom = 0.8 mm) both in the elastic and plastic zones. This presents a significant advantage
in this study, allowing the methodology to be applied to materials with slight deviations
from the nominal thickness. Additionally, it reduces the number of virtual cases needed for
numerical simulation, as the generated dataset will only consider material thicknesses of
0.8 mm.
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Effect of Friction

Friction is an inherent aspect of the three-point bending test, with forces emerging at
two locations: at the contact points between the sheet and punch, and between the sheet
and the supports. Friction is characterized by Coulomb’s friction force model, where the
friction force is directly proportional to the normal force and a friction coefficient. While it
is improbable for the friction coefficient to remain constant throughout the process, for sim-
plicity, an average coefficient, y, is assumed [74]. Nevertheless, accurately determining the
friction coefficient for the three-point bending test poses challenges due to factors such as
the machining quality of the specimen surface and the structure of the supporter during
the test [75]. To analyze the impact of the friction coefficient on the test results, a sensitivity
analysis was numerically conducted using DP steels (DP500, DP600, and DP780). Different
Coulomb friction coefficients, y, ranging from 0.02 to 0.4, were considered to characterize
the friction between the sheet and the tools. The elastic behavior was defined by a constant
Young’s modulus, E, of 210 GPa and a Poisson coefficient, v, of 0.3. Plastic behavior was
described using the Swift parameters presented in Table 3. The results for the studied
materials, depicted in Figure 10, highlight a significant impact of the friction coefficient on
the obtained punch force values during the test. As expected, a higher friction coefficient
corresponds to a higher punch force for a fixed displacement value. An interesting point
to analyze is related to the moment when the punch ceases its downward movement and
initiates an upward motion—denoted as point A in Figure 10a.

At this point, the friction force at the points where the sheet touches the supports
changes sign, and as is visible for all materials, the difference between the force between
points A and B is strongly influenced by the coefficient of friction present. Based on the
work of [74], the friction coefficient can be estimated as:

AFsin(90 — a)

M= 2Esin(w) )
where AF represents the drop in punch force between points A and B, F, is the mean value
between F4 and Fp, and « represents half of the bending angle at position A. Using as an
example the DP500 with an expected friction value of u = 0.04, the bending angle in point
Aisa = 83.83°, Fy is equal to 232 N, and AF of 199 N. These values lead to an estimated
friction value of ¢ = 0.046, which closely matches the expected value.

To establish the potential range of friction coefficients within the available experimental
setup, three-point bending tests were conducted using dual-phase steels. Two lubrication
conditions were tested: dry and abundant application of lubricant to both the supports
and sheet metal, using Quaker 6130 lubricant. The experimental details, as outlined in
Section 3.2.1, were taken into account. The results for both lubrication conditions are
illustrated in Figure 10d for DP500, DP600, and DP780. As visible, the presence of lubricant
for the experimental setup considered does not significantly change the force values.
Additionally, the drop of force for a punch displacement, y,, of 20 mm is approximately the
same for both conditions and is coherent across the three materials. Therefore, a constant
friction coefficient can be assumed. Comparing these values with the reference curve
obtained numerically, it can be observed that the friction coefficient for this experimental
test is near 0.1 regarding the lubrication conditions employed. Consequently, the friction
coefficient will not be considered as a variable of interest to be predicted by the developed
ML model.
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Figure 10. Influence of the friction coefficient, j, on the force—displacement curves of the three-point
bending for (a) DP500, (b) DP600, and (c) DP780; (d) influence of friction conditions (dry and abundant
lubrication) on the experimental three-point bending test results; points A and B in (a) correspond to
the moments when the punch ceases its downward movement and initiates an upward motion.

3.3. Proposed Methodology

Based on the preceding analysis, this study proposes a machine learning framework
based on long short-term memory networks to predict both elastic and plastic parame-
ters of sheet metal materials based on experimental three-point bending test curves. The
methodology employed is schematically depicted in Figure 11. Initially, an experimental
force-displacement curve is obtained through a standardized three-point bending test,
following the test conditions outlined in Section 3.2.1. The acquired experimental data are
then processed, and the force is normalized using Equation (18). This correction ensures
that the force values become independent of small variations in material thickness in rela-
tion to a nominal thickness. Subsequently, a first ML algorithm (ML model—elasticity), based
on LSTM networks, is deployed to evaluate the elastic segment of the force-displacement
curve, ultimately determining the associated elastic parameters, i.e., Young’s modulus (E).
As mentioned earlier, this methodology is specifically tailored for steel materials, where
the hardening behavior is well-described by a Swift law. In the event that the calculated
modulus falls within the range of 190 to 220 GPa, a secondary ML algorithm comes into
play. This secondary algorithm then extracts the corresponding hardening parameters,
providing a comprehensive mechanical characterization of the material. However, if the
calculated Young’s modulus does not fall within this specified range, the algorithm stops,
bypassing the second ML model. In such cases, the algorithm only provides the perti-
nent elastic parameters and alerts the user that the material is not steel, and therefore,
the plastic components will not be calculated. Accordingly, this methodology ensures a
systematic and robust approach to mechanical characterization, particularly tailored to
steel materials and their hardening characteristics. The outlined steps guarantee a compre-
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hensive understanding of the material’s elastic and plastic mechanical behavior, facilitating
accurate predictions.

Experlmen.tal ML Model — ML Model —
Three—Point Elasticit Plasticit
Bending Test y i
Output
b uput Output
arameters:
Fy-yp £ Parameters:
K, Eo, 1
] Yes
Data Processing 190 < E (GPa) < 220 End
Fy=yp
data
No

Figure 11. Flowchart illustrating the proposed methodology for predicting elastic and plastic param-
eters of sheet metal materials using experimental three-point bending test curves and RNNs.

The data required to train the ML models was obtained using the numerical model
presented in Section 3.2.2. Python scripts were developed to automatically create and mod-
ify the finite element model, enabling the consideration of different material parameters.
These scripts were also employed to submit the analyses. To extract results from each of the
preceding numerical simulations, an additional Python script was developed. This script
is responsible for extracting fundamental data for the development of LSTMs, including
punch displacement, punch force, bending angle, and material parameters.

Two distinct datasets were considered, one for training the ML model—elasticity
(Section 4.1) and the other for training the ML model—plasticity (Section 4.2). The key
characteristics of both datasets are summarized in Table 5. For the ML model that predicts
Young’s modulus of the tested material, 20 different Young’s modulus values were numeri-
cally considered, equally spaced within E = [70,250] GPa. For each value, three different
sets of hardening parameters (K, n and ¢p) were randomly chosen within the intervals
specified in the table, resulting in 60 distinct virtual materials. The second dataset was
created to have sufficient data to train the ML model responsible for predicting the harden-
ing parameters of steels. Consequently, the elastic parameters were fixed at E = 210 GPa
and v = 0.3. The plastic parameters were considered to be variable, with the combinations
illustrated in Figure 12, resulting in a total of 637 cases. Thirteen values of K uniformly
distributed within K = [400,1600] were selected, and seven values of the n parameter were
selected uniformly distributed in the range n = [0.05,0.35]. For the parameter ¢, seven
cases were considered in the range ¢y = [0.0001,0.01]. The combination of these three
parameters covers the characterization of the hardening behavior of different types of steel
materials, ranging from mild steels to advanced high-strength steels.
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Figure 12. Combinations of Swift hardening parameters (K, 1, £g) selected to generate the dataset for
training the ML model—plasticity consist of 13 values for the K variable ranging between 400 and 1600
with increments of 100, 7 values for the n variable ranging between 0.05 and 0.35 with increments of
0.05, and 7 values for gy {0.0001, 0.0005, 0.001, 0.0025, 0.005, 0.0075, 0.01}.

Table 5. Elastic properties and Swift law hardening parameters considered to develop the ML models.

Properti ML ML
operties Model—Elasticity Model—Plasticity
Elastic Modulus E 50-240 GPa 210 GPa
Poisson Coefficient v 0.3 0.3
K 400-1600 400-1600
Swift Parameter € 0.0001-0.01 0.0001-0.01
n 0.05-0.35 0.05-0.35

4. Long Short-Term Memory Implementation

As mentioned in Section 2, long short-term memory (LSTM) networks are designed
to address various sequence-related problems. In this study, LSTMs are applied to solve
a “sequence-to-one” problem, wherein the model processes an input sequence and gener-
ates a single output at the end of the analysis of the complete sequence. The first model
focuses on predicting the Young’s modulus parameter (ML model—elasticity), while the
second is dedicated to predicting plastic parameters K, n, and eg (ML model—plasticity). The
sequential nature of the data obtained from the three-point bending test can be effectively
managed by the LSTM architecture, allowing the model to capture patterns and dependen-
cies within the sequential punch force-displacement curve. The following sections explore
the implementation of LSTM-based models for both ML models, offering insights into the
training process.

4.1. Implementation of ML Model—Elasticity

The data needed to train the model were divided into three separate data sets: training,
validation, and testing. This division ensures that the model learns from a substantial part
of the data (training dataset), validates its performance on cases not seen during training
(validation dataset), and finally, evaluates its generalization (testing dataset). Proportions
of 70%, 15%, and 15% were considered, resulting in 42 cases for training, 9 for validation,
and 9 for testing. Figure 13 shows examples of punch force-displacement curves selected
from the original dataset. The selection is restricted to cases with Young’s moduli of 100
and 220 GPa. In the figure, a color scheme is employed for clarity: grey denotes cases
from the training dataset, black curves represent cases from the validation dataset, and red
curves correspond to cases from the testing dataset.
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The main objective of this ML model is to determine the Young’s modulus of the tested
material. Therefore, it is reasonable to consider only the data points from the initial phase
of the test, where the relationship between force and displacement follows a linear pattern.
Specifically, for each curve derived from numerical simulation, originally comprising a total
of 500 points, 20 points were selected within the punch displacement range of y, = 0 mm
to yp = 2 mm. It is worth noting that, in some instances, these selected points may include
data from the plastic component, as visually demonstrated in Figure 13.
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Figure 13. Punch force-displacement curves for cases in the training (grey), validation (black),
and testing (red) datasets, illustrating selected points for ML development within the i, = 0 mm to
Yp = 2 mm range.

The development of the ML model and the subsequent training process were imple-
mented using Python code, making use of the robust deep learning library Keras [76] for
LSTM networks. In configuring the LSTM model, a crucial parameter to account for is the
number of hidden units in the LSTM layer. This value corresponds to the dimensionality of
the output space, i.e., the size of the hidden state at a given time step, h; in Equation (9)
and determines the capacity of the model to capture patterns in the sequential data. For
this preliminary ML model developed, as the relationship between variables is essentially
linear, only five hidden units were considered in the LSTM layer. After the LSTM layer,
a dense layer was incorporated to aggregate the output of each hidden unit into a single
output, representing the value of Young’s modulus.

Normalization of data is a fundamental preprocessing step in the development of
ML models. This practice stabilizes and speeds up the training process, ensuring that the
model learns efficiently without being affected by varying scales in the input and output
features. In this context, both input and output variables were normalized to a standardized
range between -1 and 1. The training process employed the Adam optimization algorithm
to minimize the mean square error (MSE) loss function in the validation dataset. The
Adam optimization algorithm is an adaptive learning rate optimization algorithm with
exponential decay. In this case, an initial learning rate of 0.1 is applied and undergoes a
reduction of 0.96 every 100 epochs. The model was trained for a total of 2500 epochs, and
the best-performing epoch on the validation set was selected.

The training curves depicted in Figure 14a demonstrate the convergence of both the
training and validation errors throughout 2500 epochs. Both error curves converge to
a minimized error value, presenting an MSE in the order of 1 x 10~*. This value was
determined with the input and output normalized. Such convergence is indicative of the
model’s robust learning without signs of overfitting.

More information on the model’s performance can be found in Figure 14b, illustrating
the coefficient of determination, R-squared (R2), for the prediction of Young’s modulus.
Notably, the coefficient R2 is approximately one across all three datasets, indicating a high
level of accuracy in the predictions. In the most challenging case, denoted by the letter A,
the obtained relative error is 2.5%, falling within the testing dataset. For this specific case,
the expected Young’s modulus is 220 GPa, and the ML model predicted 214 GPa, which is
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an acceptable deviation. Despite a difference of 6 GPa, this material is still classified as steel,
as the obtained Young’s modulus falls within the admissible range (190 < E(GPa) < 220).
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Figure 14. Training and performance evaluation figures illustrating (a) the convergence of error
curves and (b) coefficient of determination (R2) in the training, validation, and testing datasets.

4.2. Implementation of ML Model—Plasticity

For the identification of the parameters of a Swift hardening law, an alternative LSTM
variant was explored—mnamely, the Bidirectional LSTM. This choice is justified by the
availability of the complete sequence of curves (F, — y,) during the predicting phase.
This particular recurrent neural network architecture processes input data bidirectionally,
considering both forward and backward directions. Unlike simpler LSTM models that focus
only on past context, bidirectional LSTMs cover both past and future context, allowing
them to capture more detailed patterns in sequential data. In the context of a three-point
bending test, the punch force—displacement sequence is processed by the bidirectional
LSTM in two passes: one from the beginning of the test (y, = 0 mm) to the end (forward
pass) and another from the end to the beginning (backward pass). The outputs from both
passes are then combined to provide a comprehensive representation of the input sequence.

Considering the dataset presented in Figure 12, comprising 637 cases, three distinct
datasets were created. Following the approach of the previous ML model, the data were
randomly divided into training, validation, and testing sets with a distribution of 70%,
15%, and 15%, respectively. This division resulted in 446 cases for the training dataset,
along with 95 cases each for the validation and testing datasets, as shown in Figure 15. As
mentioned earlier, each curve in the dataset is structured with a total of 500 discrete points
for punch force and displacement. To streamline the data and minimize time spent during
the training process, each curve is uniformly sampled to include a total of 100 points. The
chosen number of points reflects a balance between the expressive capacity of the curve
without loss of relevant information and the associated computational costs.

The hyperparameter tuning process is crucial for optimizing the performance of any
ML model. In this context, hyperparameters are parameters whose values cannot be
learned from the data. Fine-tuning these hyperparameters is essential to optimize the
model’s overall effectiveness and generalization capabilities of the algorithm. Two different
hyperparameters were considered for this model: the number of units of the bidirectional
LSTM and the decay steps. The range of variability for these hyperparameters is shown in
Table 6, along with the fixed training parameters. A Bayesian optimization strategy [77] was
applied to systematically explore and identify the optimal hyperparameter configuration.
Multiple runs were considered, and the best performance was achieved with a total of
40 hidden units in the bidirectional LSTM and 3670 decay steps. Although each run was
trained for 50,000 epochs, the final model prioritizes the network weights associated with
the lowest error in the validation dataset.
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Figure 15. Distribution of cases in (a) training dataset (grey color), (b) validation dataset (black
color), and (c) testing dataset (red color), resulting from the random division of the complete dataset
(637 cases).

The results for the best model are presented in Figure 16. This figure shows the
coefficient of determination, R-squared (R2), for each variable (K, ¢g and n) split in each
dataset (training, validation, and testing). Both the true values and the predictions are
represented as normalized values. Similar to the previous model, both inputs and outputs
have been normalized within the range [—1, 1]. By analyzing the results, it can be observed
that, overall, the R-squared values are close to 1 for all variables across the three datasets.
As anticipated, the model demonstrates higher performance on the training dataset with an
R? of 1 compared to the validation and testing datasets, which present lower values. When
comparing the prediction of the three variables, it is noticeable that the parameter ¢y has
the lowest R-squared value in the testing dataset (Figure 16f), registering 0.987. This could
be related to the limited number of cases in the original dataset, as only seven values for ¢
were considered within the range of [0.01 to 0.0001]. Improving the prediction performance
may involve generating more data distributed across the specified range. The variable
n also shows some values outside the expected range, particularly in the testing dataset
(Figure 16i).

In each dataset, three different cases are highlighted, denoted by the letter W. For
instance, in the training dataset (Figure 16a,d,g), cases Wk, W,, and W, represent the
instances with the worst performance for the variables K, ¢y, and n, respectively. These
instances are characterized by higher absolute errors between the predicted values and the
true values. It is noteworthy that for the validation dataset, the worst cases for n and ¢g
correspond to the same instance. These specific cases will be further examined in the next
section to conduct a more detailed analysis of the model’s performance.

Table 6. Summary of training parameters

Training Parameters

Parameter Value/Range
Number of Units [10, 80]
Optimizer Adams
Learning Rate 0.1
Decay Steps [500, 5000]
Batch Size 64
Decay Rate 0.96
Epochs 50,000

Hyperparameter Tuner Bayesian Optimization
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Figure 16. Coefficient of determination (R-squared) for each dataset (training, validation, and testing)
across (a—c) variable K, (d—f) variable ¢y, and (g-i) variable n.

5. Results
5.1. Results for the ML Model—Elasticity

Based on the best model presented in Section 4.2, this section provides additional
results with three new virtual materials to complement the analysis of the predictive capa-
bilities of the ML model—elasticity. For that, the three-point bending test was numerically
simulated for the three new virtual materials, denoted as VM1, VM2, VM3, with Young
modulus values of 75, 215, and 22 GPa, respectively. These elastic parameter values were
not included in the original dataset used for developing the ML model, which means that
the trained model was not exposed to such values during its training and testing phase. For
each virtual material (VM1, VM2, VM3), the plastic parameters (K, g, and n) were randomly
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selected from the admissible range presented in Table 5. The corresponding values for each
virtual material are summarized in Table 7. Based on these elastic and plastic parameters,
the three-point punch force—displacement curves represented in Figure 17 were obtained
by FEA. For each curve, twenty points up to a punch displacement of y, = 20 mm were
considered as input for the trained ML model and are also represented in the figure. The
Young’s modulus predicted by the trained LSTM is summarized in Table 7. The results
demonstrate good accuracy, as the predicted values closely match the true values, with a
relative error consistently below 3% for the additional virtual materials. This high level of
accuracy is indicative of the model’s robust generalization capability, performing well not
only on materials of the original dataset but also on new randomly created materials. Addi-
tionally, it can be concluded that the prediction is independent of the plastic parameters of
the material since these values were randomly selected both in the training dataset and in
these additional cases. Even though, for some materials, the 20 points chosen contain points
outside the elastic regime, the ML model can effectively predict the respective modulus
of elasticity of the material. Following the intended approach of using the ML presented
in Figure 11, in this case, only the virtual material VM2 would be considered as steel and
advance to the next stage.

Table 7. Plastic parameters (K, ¢y, 1) randomly chosen for virtual materials (VM1, VM2, VM3) and
their corresponding Young’s modulus (E ) predictions by the ML model, along with a comparison to
the true values.

Swift Parameters Young’s Modulus (E)

Material K & n True Values (GPa) Prediction (GPa) Relative Error
VM1 1020 0.007 0.23 75.00 75.91 1.21%
VM2 10111 0.0019 0.16 215.00 215.07 0.03%
VM3 1150  0.0032 0.32 225.00 221.68 1.48%

600
——- VMI(E=75 GPa)
s0f 000 - VM2(E=215 GPa)
VM3(E=225 GPa)

= = Selected Points

.:/‘4()0 ------------------------- ML Model: Elasticty

| T

£ 300
=

£

0

0 5 10 15 20
Punch Displacement, g, [mm)]

Figure 17. Three-point bending punch force-displacement curves obtained by FEA for virtual
materials VM1, VM2, and VM3 with Young’s modulus (E) values of 75, 215, and 225 GPa, respectively.

5.2. Results for the ML Model—Plasticity

Based on the best model presented in Section 4.2, this section provides additional
results to complement the analysis of the predicted capabilities of the ML model—plasticity.
Figure 18 illustrates the overall relationship between the three targets (K, ¢, and #) and the
obtained predictions for the entire dataset (637 cases) used in the development of this model.
In each graph, points marked with a blue star represent the predictions obtained by the
developed model, and the circles represent the true/expected values. In this representation,
the Swift parameters (K, €y, and 1) are shown in non-normalized values. It is visible that the
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majority of cases exhibit a close alignment between predictions and true values, particularly
evident in the training dataset. However, in some instances within the validation and testing
datasets, there is a slight deviation between predictions and true values.
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Figure 18. Schematic representation of the comparison between the target (circles) and the prediction
(blue stars) for (a) the training dataset (grey color), (b) the validation dataset (black color) and (c) the
testing dataset (red color).

In order to quantify the worst cases and assess the influence of the prediction on the
resultant Swift curve, the instances labeled as W introduced in Figure 16 were analyzed
and are represented in Figure 19. The corresponding true stress—strain (¢ — ¢p) curve for
each worst case, within a true strain range of ¢, = [0,0.2], is presented in Figure 19a—c
for the training, validation, and testing datasets, respectively. Additionally, an example
of a case with an accurate prediction result is shown for each dataset (Best| i, Best|vaiid,
and Best |1,st). For each case, two different stress—strain curves are presented: one obtained
considering the true parameter values (solid line), and the other using the parameters
predicted by the developed ML model (dashed/dotted lines). To better quantify the errors
between the stress values calculated using Swift parameters predicted by the ML model and
the true values, Figure 19d-f display the true stress error, Ac, for the cases belonging to the
training, validation, and testing datasets, respectively. The true stress error is determined
by the difference between the stress calculated by the ML model and the target value of
stress (A0 = 0r.sTM — Otarget) for each value of plastic strain, ¢p,.

Analysis of the best cases in the three datasets (Best|7yqiy, Best|yaiq, and Best|1est)
indicates that the predicted curves closely align with the target curve for the considered
range of plastic strain, exhibiting a stress error lower than approximately 5 MPa in all
datasets. This error value can be representative of the majority of the total number of cases,
as depicted in Figure 20. This figure includes both the histogram of the maximum absolute
stress error, |Ac|max, (Figure 20a) and the corresponding quartile analysis (Figure 20b).
The maximum absolute stress error, |Ac|max, corresponds, for each case, to the maximum
absolute difference in stress values determined between a plastic strain, ¢, of 0 and 0.2.
The quartile analysis shows that 75% of the total number of cases (75th percentile Q3)
present a maximum absolute stress error lower than 5 MPa. Additionally, 97% of the cases
present a maximum absolute stress error lower than 9.3 MPa, which in this context can
be considered completely acceptable. As evident from the analysis, 24 outliers have been
identified, with the histogram revealing that these cases are primarily from the validation
and testing datasets. Despite the existence of these outliers, they just represent 3% of all
cases, with the maximum absolute stress error never exceeding 30 MPa. This result suggests
that the proposed ML model, based on LSTMs, is capable of accurately determining the
Swift parameters for the majority of cases in the dataset. Additionally, the chosen LSTM
structure—specifically, one bidirectional LSTM layer with 40 hidden units—seems to be
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adequate for capturing the patterns in the sequential data and establishing correlations
between these patterns and the corresponding hardening parameters.
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Figure 19. Comparison of predicted (dashed/dotted line) and expected (solid line) true stress—strain
curves (0 — ¢p) for cases Wi, We,, and W), for the training (a), validation (b) and testing (c) datasets
and respective true stress errors, Ao, for the training (d), validation (e) and testing (f) datasets;
Best | Train, Best|yaig and Best|ppstBest| 14, are examples of cases with an accurate prediction result.

The worst cases (Wg, Wy, and W) across the three datasets reveal potential outliers
in the predictions. In the training dataset, the highest stress error, Figure 19a,d, occurs
for the case Wi|1y4in at a plastic strain value of ¢, = 0.2, presenting a maximum absolute
stress error of approximately 10 MPa. Therefore, as indicated in Figure 20b, this case is
considered an outlier. The expected K value for this case is 1000, and the predicted value is
971.56, resulting in a relative error below 3%. On the other hand, the worst cases, Wy, | y4in
and Weg|1yqin, can be considered accurate results, as the maximum absolute stress error is
below 5 MPa.

For the validation dataset, as illustrated in Figure 19b,e, the worst case is again the one
that considers the maximum absolute error in the prediction of the K parameter, Wk|y,i4-
The expected K value for this case is 1600, and the predicted value is 1661.31, resulting in a
relative error in the prediction of approximately 3%. This difference leads to a maximum
absolute stress error value of 23 MPa for a plastic strain value of ¢, = 0.2. Consequently,
as illustrated in Figure 20, this case stands out as the most extreme outlier in the prediction,
meaning that all the other cases exhibit superior performance. As mentioned earlier, for the
validation dataset, the worst cases, Wy, |y,1ig and We, | y,1i4, are the same, meaning they have
the same hardening parameters. Similar to the training dataset, this case can be considered
a good result, as the stress error falls within the acceptable range of £5 MPa.

Finally, for the testing dataset, as depicted in Figure 19¢,f, the maximum stress errors
for the cases Wi|Test, Wi |Test and We, | 7es¢ are similar and closer to 10 MPa. Once again,
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the parameter K contributes the most to the increase in the stress error, which, in this case,
represents an outlier, as represented in Figure 20b. From this analysis, it can be concluded
that the K parameter has the greatest influence on the maximum stress error obtained. It
should, therefore, be the parameter with the lowest prediction error in order to minimize
the stress errors. An analysis of the performance graphs presented in Figure 16 confirms
that this variable is, in fact, the best performer in this methodology, with an R2 very close
to unity.

Although the prediction of the parameters ¢y and 7 is not as accurate as for the
parameter K, it can be concluded that the influence of the prediction errors obtained for
these parameters does not have a notable impact on the final stress—strain curve. The worst
cases for these two variables (W, and W,) exhibit errors of less than 10 MPa for the
three datasets, suggesting absolute stress errors similar to the majority of the total cases.

An important aspect to highlight is the value of stress for a plastic deformation of zero,
i.e., the yield stress, obtained by the ML approach. This value is generally well determined
for the cases analyzed, with errors below 10 MPa. Assuming that the outliers presented
represent the worst cases, it can be concluded that the proposed ML model demonstrates a
high degree of accuracy in predicting the stress—strain relationship, with maximum errors
never exceeding 30 MPa.
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Figure 20. Representation of (a) histogram of maximum absolute stress errors |Ac|,qx and (b) respec-
tive quartile analysis.

Results for Materials with Thickness Variations

As stated in Section 3.3, the proposed methodology should be prepared to be applied
to materials with thicknesses within a range t = 0.8 £ 0.1 mm. Therefore, in Section 3.2.3,
a new approach was used to transform the sequence of punch force, Fp, into a corrected
punch force, F,. This variable standardizes the force values in relation to the nominal
thickness, t;0m, as given in Equation (18), using not only the material thickness but also the
material hardening parameters (1 and ¢p). However, these two variables are among the
main outputs to be predicted by the developed machine-learning model. Consequently,
before conducting the three-point bending tests, they are unknown. To address this issue,
a compromise solution is to consider average values for both variables. Given that the
admissible parameter space for n and ¢ is [0.05,0.35] and [0.0001, 0.01], respectively, the fol-
lowing analysis will consider the use of arbitrarily intermediate values of n = 0.15 and
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g9 = 0.001. To validate this simplification, two new virtual materials, denoted as VM4 and
VM5, were considered, and their parameters are presented in Table 8. Both materials have
a K parameter of 600 but have distinct values for the remaining parameters. Specifically,
VM4 presents the lower parameter combination, with n = 0.05 and ¢y = 0.0001, while
VMb5 represents the higher parameter combination, with n = 0.35 and ¢y = 0.01. For
each material, three numerical simulations were conducted considering distinct values of
thickness t = {0.7,0.8,0.9}, corresponding to the limits of applicability of the proposed
methodology. The resulting punch force-displacement curves for each material and thick-
ness are presented in Figure 21a. In this graph, it is evident that materials with the same
Young’s modulus and identical thickness exhibit a similar punch force relationship in the
elastic regime.

Table 8. Swift parameters and Young’s modulus of virtual materials VM4 and VM5.

Swift Parameters Young’'s Modulus
Material K £ n E (GPa)
VM4 600 0.0001 0.05 210
VM5 600 0.01 0.35
600 600
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Figure 21. Influence of material thickness for VM4 and VM5 on (a) punch force-displacement curve,
(b) corrected punch displacement curve, (c) true stress—strain curves predicted by the trained LSTM,
and (d) stress error.

The corrected punch force-displacement curves for these materials are presented in
Figure 21b. Applying Equation (18), two sets of parameters were considered: n = 1 and
gp = 0 for the elastic part, and the parameters n = 0.15 and ¢ = 0.001 for the plastic
component of the curve. It is evident that even when assuming average parameter values,
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the curves for thicknesses of 0.7 and 0.9 mm tend to closely align with the curve for the
nominal thickness, thom = 0.8 mm, in both the elastic and plastic zones.

The true stress—strain curves corresponding to parameters predicted by the trained
ML model, utilizing the corrected punch displacement curves for each case, are presented
in Figure 21c. Upon comparison with the target curve, it is evident that, as expected,
the predictions for cases where the material thickness is equal to the nominal thickness are
very accurate, with the curves coinciding with the target. For these cases, the stress error,
Ao, is approximately 0 as represented in Figure 21d. On the other hand, for thicknesses
different from the nominal thickness, there is an observable increase in prediction errors.
The resulting stress—strain curves deviate slightly from the target curve, leading to higher
stress errors. Nevertheless, these errors remain below 30 MPa for the cases under analysis,
which can be considered admissible. It is important to note that this methodology is
designed to be applied to small variations in thickness, and the specified thickness range
of £0.1 mm was intentionally overestimated. In reality, variations around the nominal
thickness are not expected to be of this order of magnitude. Therefore, the consideration of
intermediate parameters for n and ¢( results in an acceptable solution with stress errors
lower than 30 MPa.

5.3. Experimental Results

After validating the two implemented ML models, this section focuses on evaluating
their performance using experimental three-point bending results of the studied dual-phase
steels (DP500, DP600, and DP780). The experimental punch force-displacement curves
presented in Figure 5 were replaced by the corrected punch force-displacement curves,
taking into consideration the measured thickness of each material (Table 1) and the average
values of n and gy, set to 0.15 and 0.001, respectively.

For the first ML model that evaluates the elastic behavior and determines the Young'’s
modulus of the material, twenty points were considered in the initial part of the curve
between a punch displacement of 0 and 20 mm. The predicted Young’s modulus for each
material is summarized in Table 9. As expected, the Young’s modulus of the three materials
is closer to the reference modulus of steel, and the predicted values are also similar to those
obtained using the analytical expression, Equation (12), with differences below 10 GPa. As the
modulus of elasticity obtained falls within the limits allowed by the algorithm, i.e., [190 220],
the ML model that predicts the Swift hardening parameters for steels can be applied.

Starting from the corrected experimental curve, 500 discrete points were selected
across the curve to format the data for the application of the ML model—plasticity. The
Swift hardening parameters (K, n, and ¢p) predicted by this model are summarized in
Table 9. Additionally, they are compared with the Swift parameters obtained using the
experimental tensile test and the optimization algorithm presented in Section 3.1. As is
evident, the two methodologies provide different sets of hardening parameters, with the
parameter gy exhibiting the most significant differences. For DP780, the predicted ¢¢ using
the three-point bending test is 10 times higher than the one obtained by the tensile test.

Table 9. Comparison of Young’s modulus predicted by the ML model—elasticity with the analytical
approach (Equation (12)) and comparison of Swift parameters predicted by the ML model—plasticity
with the parameters obtained from experimental tensile test curves.

Young's Swift
Modulus Parameters
E (GPa) K &0 n
Material Analytical Ml Tensile SPoint Tensile SPoint Tensile ~ 3Point
Elasticity Bend Bend Bend
DP500 192 191 865.32 835.56 0.0026  0.0035  0.1530 0.1421
DP600 208 209 1011.01 106321  0.0019  0.0039  0.1563 0.1805

DP780 196 194 1253.72  1281.27  0.0001 0.0010 0.1431 0.1559
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To evaluate the impact of different parameter sets on the resulting true stress—strain
(0 — €p) curves, the results for each material are systematized in Figures 22-24 for the
DP500, DP600, and DP780, respectively. For each material, the left figure represents the
corresponding true stress—strain curve considering the set of Swift law parameters obtained
by the three-point test and the parameters obtained based on the experimental tensile test.
The reference hardening curve obtained experimentally using the experimental tensile test
is also represented. On the right side image, the stress error Ao for each Swift approximation
is shown. In this case, the stress error is calculated as the difference in stress between each
Swift curve and the experimental reference. A zero error indicates that for a given value
of plastic strain, ¢, the stress obtained from the Swift equation and the stress obtained
experimentally are approximately equal. In the overall analysis, the Swift hardening law
obtained by the three-point bending can approximate the stress—strain relation very well for
all the considered materials, with an accuracy similar to the one obtained using traditional
optimization algorithms based on the tensile test. The maximum stress error does not
exceed 30 MPa for the considered range of plastic strain, a value that is in concordance with
the analysis made in Section 5.2. Analyzing the results in detail for small values of plastic
strain, specifically below ¢, < 0.01, it becomes clear that the Swift curve with parameters
obtained by three-point bending tends to improve the characterization of the material’s
behavior. The error curves for ¢, = 0 tend to exhibit a significantly reduced error when
considering the Swift curve with parameters obtained by three-point bending than the one
obtained by the tensile test. Consequently, the estimated yield stress value tends to be more
accurately characterized.
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Figure 22. Influence of Swift hardening parameters obtained based on the experimental tensile
test and three-point bending Test on (a) true stress—strain curves and (b) respective stress error, Ac,
analysis for DP500 dual-phase steel.
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Figure 23. Influence of Swift hardening parameters obtained based on experimental tensile test and

three-point bending test on (a) true stress—strain curves and (b) respective stress error, Ao, analysis
for DP600 dual-phase steel.
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Figure 24. Influence of Swift hardening parameters obtained based on experimental tensile test and
three-point bending test on (a) true stress—strain curves and (b) respective stress error, Ac, analysis
for DP780 dual-phase steel.

6. Conclusions

This work provides a comprehensive study of the application of machine learning
models (ML), specifically long short-term memory networks (LSTMs), to characterize mate-
rial hardening behavior of sheet metal steels using the standard three-point bending tests.
The sequential nature of the data obtained through this test, i.e., the force—displacement
curve of the punch, led to the adoption of LSTMs instead of traditional feed-forward neural
networks (FFNNs). The proposed methodology involves the use of two different ML
models applied sequentially; namely, ML model—elasticity and ML model—plasticity. The
first model is responsible for evaluating the elastic modulus of the tested material. If this
Young’'s modulus falls within the range of 190 to 220 GPa, it indicates that the material in
question possesses an elasticity characteristic of steel, and consequently, the second model,
ML model—plasticity, can then be applied. This model is responsible for determining the
Swift hardening parameters (K, 7, gg) of steels. LSTMs have consistently demonstrated
superior capabilities in capturing patterns in sequential data for both ML models, offering
a more detailed and accurate representation of material behavior.

Regarding the first model (ML model—elasticity), which predicts the Young’s modulus
of the tested materials, it can be concluded that the developed LSTM network accurately
estimates Young’s modulus for materials with parameters in the range between 50 and
240 GPa. The performance of this model was evaluated for cases within an original data set
and also for additional randomly generated materials, demonstrating its generalization
capacity. The results indicate that the developed model adequately characterized the elastic
modulus, demonstrating relative errors consistently below 3%.

For the second model (ML Model—Plasticity), which predicts material hardening
parameters, a bidirectional LSTM architecture was employed, considering both the forward
and backward punch force-displacement sequences. After implementing the LSTM and
conducting hyperparameter tuning using the Bayesian optimization tuner, it was found
that an LSTM network with 40 units proved to be efficient in simultaneously predicting the
parameters K, n1, and ¢g in the respective ranges of [400, 1600], [0.0001, 0.01], and [0.05, 0.35].
The parameter gy appears to have a lower prediction accuracy. However, the associated
error does not significantly impact the predicted true stress—strain curves. On the other
hand, the parameter K exhibited the most accurate prediction results, with relative errors
below 7%. Nevertheless, it was also identified as the parameter that exerted the most
significant influence on the final stress—strain relationship. In the worst-case scenarios,
the trained model demonstrated a difference in the predicted stress value compared to
the expected stress values of approximately 3%, which, in this context, can be considered
acceptable. The evaluation of the influence of thickness on the three-point bending test
results demonstrated the robustness of the methodology in dealing with variations around
the nominal thickness. A new approach was considered to normalize the punch force,
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resulting in a normalized value independent of the experimental material to be tested and
characterized using this methodology. This approach assumed average parameter values
for n and ¢, and resulted in maintaining low stress errors, validating the methodology for
small thickness variations around £0.1 mm.

Application of the developed ML models to experimental three-point bending tests
using three grades of dual-phase steels (DP500, DP600, DP780) produced promising results.
The ML model—elasticity accurately predicted Young’s modulus values consistent with
steel materials. Additionally, the ML model—plasticity successfully approximated Swift
hardening parameters for dual-phase steels, offering a viable alternative to traditional
optimization algorithms.

It is important to acknowledge the computational demands associated with the LSTM-
based approach. The extended training time required for hyperparameter tuning in LSTMs
poses a challenge, particularly as the dataset size grows. This computational demand is
a trade-off for the improved predictive capabilities and the ability to capture temporal
patterns offered by LSTMs compared to traditional ANNSs .

In conclusion, this study establishes the efficacy of the LSTM-based ML models in accu-
rately characterizing material behavior in three-point bending tests. The developed models
exhibit strong predictive capabilities, a generalization to unseen materials, and demonstrate
promising results when applied to experimental cases. These results position LSTM-based
models as valuable tools for efficient hardening curve characterization for sheet metal
forming applications.

Considering these conclusions, future work will involve expanding the methodology
by exploring the use of pre-trained LSTM as the starting point of the new training phase
to develop LSTMs for other thicknesses and materials, such as aluminum alloys. This
approach is expected to offer advantages such as faster training times and improved
performance by leveraging prior learning. Additionally, the methodology developed in this
work will be expanded to include other mechanical tests, with a particular focus on those
related to bending loadings. One potential application involves the bending—unbending
test, which is fundamental for characterizing the kinematic hardening model of sheet metal
materials. Finally, to enhance the robustness of this methodology, exploring the extension
to physics-informed neural networks (PINNs) will be considered. The incorporation
of a physics-based loss function can help limit variability and address outliers in the
characterization process, especially in situations where a purely data-driven approach
is used.
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Abbreviations

The following abbreviations are used in this manuscript:

AHSS  advanced high-strength steels
ANN  artificial neural network

FEA finite element analysis

FEM finite element modeling
FFNN feed-forward neural network
SD stress differential

Dpr dual phase

DL deep learning

CNN  convolutional neural network
LSTM  long short-term memory
RNN  recurrent neural network
RMSE  root mean square error

MSE mean square error

MLP multi-layer perceptron
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