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Abstract: A lightweight neural network fault diagnosis method based on Gramian angular field
(GAF) feature map construction and efficient channel attention (ECA) optimization is presented
herein to address the problem of the complex structure of traditional neural networks in bearing fault
diagnosis. Firstly, a GAF is used to encode vibration signals into a temporal image. Secondly, the
double-layer separation residual convolution neural network (DRCNN) is used to learn advanced
features of the sample. The multi-branch structure is used as the receiving domain. ECA learns the
correlation between feature channels. The extracted feature channels are adaptively weighted by
adding a small additional computational cost. Finally, the method is tested and evaluated using
wind turbine bearing data. The experimental results show that, compared with the traditional neural
network, the DRCNN model based on GAF achieves higher diagnostic accuracy with less parameter
calculation.

Keywords: machine learning; fault diagnosis; neural network; efficient channel attention; Gramian
angular field

1. Introduction

With the development of industry, energy development has become crucial to driving
social development. Energy is being extracted in large quantities and used in a crude
manner. This has led to a gradual depletion of non-renewable energy sources. At the same
time, the excessive use of fossil energy is causing increasing environmental pollution. This
poses a serious threat to the sustainable development of the human economy and society.
Countries around the world are actively developing policies on new energy sources in
order to change the energy landscape in their countries. Wind energy is an important
clean technology. Among the renewable energy technologies, wind power generation
is a relatively mature and commercially promising option. The development of wind
power is of great importance in improving the energy structure, protecting the ecological
environment, ensuring energy security, and achieving sustainable economic development.
It has become a worldwide consensus to vigorously develop wind power generation [1,2].

The wind turbine works in an alternating load environment. It is prone to failure. Most
of the units are located in remote suburban areas, so manual inspections are costly, and
routine maintenance is a major challenge. Rolling bearings are an important component
of wind turbines. The health of rolling bearings is the basis for the stable operation of
wind turbines. It is important to carry out research on the fault diagnosis of wind turbine
bearings [2–4].

Among the bearing fault diagnosis methods, there are two main categories: data-
driven methods, and signal analysis methods [5–7]. In terms of signal analysis methods,
some recent research advances have been made. Wang Xiaolong et al. presented a diagnosis
method based on the improved empirical wavelet transform (IEWT) [8]. The constructed
wavelet is used to separate the sensitive modal components from the angular domain
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signal. The transient energy amplification feature of the sensitive modal component is
calculated by means of a frequency-weighted energy operator. The engineering field signal
proves the effectiveness of this method. Wang Huaqing et al. presented a method to obtain
comprehensive fault parameters using the least squares mapping (LSM) technique [9].
This method can improve the diagnostic sensitivity of symptom parameters. Examples
of bearing diagnostics verify that the method is effective in extracting fault characteristics
such as outer raceways, inner raceways, and roller elements of bearings. This method can
be used for fault diagnosis under the condition of variable speed. An EWT-MDS method
was presented by Tan Yuan et al., it combines empirical wavelet decomposition and multi-
dimensional scale transformation [10]. In this method, the bearing signal is decomposed by
a self-adaptive empirical wavelet. The change characteristics of each mode are analyzed
by information entropy. By combining multidimensional scale transformation algorithms,
the synergistic variation pattern of each component in high-dimensional space is obtained,
thereby enabling bearing fault diagnosis. These methods rely on the engineering experience
of technicians. It is difficult to make the related technologies universal. Especially under
variable working conditions, the vibration signal has the characteristics of modulation,
pulse impact interval, unstable sampling phase, and low signal-to-noise ratio. Fault diag-
nosis methods based on signal analysis are limited. Data-driven methods can significantly
remove such limitations. Data-driven methods are based on the use of features inherent
in the data for fault diagnosis studies. These methods can effectively and quickly process
signals. Accurate detection results are provided. The serendipity of manually extracted
features is avoided. Therefore, data-driven methods have recently been widely studied in
the field of mechanical fault diagnosis.

Most data-driven methods are based on machine learning. As an important branch of
machine learning, deep learning (DL) has recently been widely used in fault diagnosis. DL
is an effective technique in data-driven methods, and it is different from one-dimensional
vibration signal information. Such methods use the intrinsic characteristics of sample data
for fault detection studies. Convolutional neural networks (CNNs) in DL are particularly
suitable for processing two-dimensional images, due to their tight connections between
levels in the spatial structure. They adaptively extract rich correlation properties between
pixel points from the image. The layout of the CNN model is closer to an actual biological
neural network than to an artificial neural network. Weight sharing reduces the complexity
of the network. In the field of image processing, images can be used directly as inputs
to a convolutional neural network model. The pattern recognition process of feature
classification is avoided. Convolutional neural networks are more widely used than
traditional neural networks. They are also playing a huge role in the rise of deep learning.

In terms of DL signal analysis methods, some recent research advances have been
made. Chen et al. used continuous wavelet transform (CWT) to process the bearing
vibration data into a wavelet time-frequency graph [11]. Then, a square pool structure
CNN was constructed to extract advanced features. The extreme learning machine was
used as a strong classifier. The validity of the method was verified using a dataset of
motor bearings. Pham et al. transformed the raw data into spectrograms using STFT. The
spectrograms were sent to the neural network for fault classification [12]. A high level
of accuracy was achieved. Wang Nini et al. presented a rolling bearing fault diagnosis
model based on multiscale deep convolution network feature fusion. A multiscale feature
fusion module was built into the network structure to extract features at different levels
of the fault sample. Precise classification of different faults was achieved [13]. Wang et al.
presented an image coding method based on a Gramian angular field (GAF). The validity
of this method was verified by a tiled CNN. The GAF can maintain the time dependence of
the signal vibration sequence and alter the original data distribution to make it easier to
distinguish from Gaussian noise [14].

CNNs have been used in mechanical fault diagnosis by a large number of researchers.
In order to obtain better diagnostic accuracy, the designed neural network is often too deep
and too wide, which brings about complex calculations and high memory consumption.
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Thus, the economic cost of data storage is increased. Applications in embedded mobile
devices are limited. Therefore, on the basis of ResNet, inverted residual structure, and
depth separable convolution, this paper presents the design of a double-layer separated
residual convolution module as the main structure [15–17]. The multi-branch structure is
used as the initial information-receiving domain of the sample. In order to enhance the
nonlinear expression ability of the model, efficient channel attention (ECA) is introduced
into the structure to capture the local features in information transmission [18]. A double-
layer separation residual CNN (DRCNN) model with small storage, low latency, and high
accuracy is constructed. Firstly, a GAF is used to encode the one-dimensional vibration
signal. The generated timing diagram can maintain the temporal correlation of the signal
in the image data without losing the characteristics of the original signal. Then, the ECA
module is used to optimize the model, so that the model can adaptively allocate computing
resources. Details of the features associated with the type of fault can be captured, and the
learning ability of the model is improved. Finally, by comparison with other models, the
test proves that the DRCNN not only has a stable structure but also has a low calculation
cost, which can meet the potential demand of actual diagnosis.

The remainder of this paper is organized as follows: GAF, depthwise separable
convolution, and ECA are briefly reviewed in Section 2. Section 3 presents the design of
the model structure. Section 4 tests the presented method and shows the results. Section 5
concludes this paper.

2. Theoretical Background
2.1. Gramian Angular Field

A GAF can convert one-dimensional time series in a Cartesian coordinate system into
a polar coordinate system. It is able to retain the complete information of the signal. It
also preserves the dependence of the signal on time. Trigonometric functions are used
to generate the GAF matrix map, and 2D images are obtained. After the signal data are
converted to image data, the advantages of CNNs in image classification and recognition
can be fully used for modelling. The specific process is as follows:

(1) Suppose the given time series is X = {x1, x2, · · · · · · , xn}, where xi is the i-th sample
signal, i = 1,2, . . . ,n, and n is the number of sampling points. In order to ensure that the
inner product value is not biased towards the maximum value in the sequence, the series is
mean-normalized by Equation (1). Sequence values are scaled to [−1,1].

x̃i =
[xi −max(X)] + [xi −min(X)]

max(X)−min(X)
(1)

(2) xi represents the value at the i-th moment of the original signal sequence. x̃i is the
normalized vibration sequence. Polar coordinates are used to represent the normalized
time series. It can be expressed as follows:{

φ = arccos(x̃i),−1 ≤ x̃i ≤ 1, x̃i ∈ X̃

r = ti
N , ti ∈ N

(2)

where φ is the cosine of the encoded angle, ti is the timestamp, r is the radius and maintains
time dependence, and N is the constant factor of the regularized system. The whole
encoding is bijective, and losing information is almost impossible.

(3) The Gram matrix shows the relationships between features, as well as the relation-
ships between features and dimensions. After the inner product, multiscale representation
information is obtained. The main diagonal element reflects information about the feature
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itself. Other elements reflect the closeness of different features. The GAF after converting
the signal sequence to the polar coordinate system is defined as follows:

G =


cos(φ1 + φ1) cos(φ1 + φ2) · · · cos(φ1 + φn)

cos(φ2 + φ1) cos(φ2 + φ2) · · · cos(φ2 + φn)
...

... · · ·
...

cos(φn + φ1) cos(φn + φ1) · · · cos(φn + φn)


= X̃′ · X̃−

√
I − X̃2

′
·
√

I − X̃2

(3)

where I is the unit row vector and X̃′ is the transpose of X̃.

2.2. Depthwise Separable Convolution

Depthwise separable convolution is quite different from normal convolution. It is
a form of decomposed convolution. Replacing standard convolution with depthwise
separable convolution reduces the computational and parametric volume of the model
during convolution. In this way, the computational speed of the model can be increased.
This enables the network model to be lighter. This is the core structure that enables CNNs
to achieve lightweight feature extraction.

The standard convolution is shown in Figure 1. The standard convolution kernel size
is N × N. The number of channels is M. The number of convolution kernels is K. The size
of the input feature map is H ×W × C. The computational cost of standard convolution is
N × N × K ×M × H ×W.

Figure 1. Standard convolution.

Depthwise separable convolutions are designed to replace standard convolutions.
They can reduce the amounts of calculations and parameters of the model during the con-
volution process. The network model can be lightweight. Depthwise separable convolution
consists of depthwise convolution and pointwise convolution, as shown in Figure 2. Each
kernel function of depthwise convolution is applied to a single input channel. The feature
maps generated by DW are weighted and combined in the depth direction with PW. In
this way, the input and output have the same size. The computational cost of depthwise
separable convolution is N × N ×M × H ×W + M × K × H ×W.

Figure 2. Depthwise convolution and pointwise convolution.

The ratio of depthwise separable convolution and standard convolution can be ex-
pressed as follows:

N×N×M×H×W+M×K×H×W
N×N×K×M×H×W = 1

K + 1
N2

≥ 1
N2

(4)
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where K is greater than 1. The computational cost of depthwise separable convolution is
approximately equal to 1

N2 of the standard convolution.

2.3. Efficient Channel Attention

The specific use of channel attention in CNNs is as a separate feature processing
module. This module acquires the weights of each channel of the input feature map. It
learns the corresponding features for each channel autonomously. Based on the value of
the weights, the CNN is able to determine which features are important and which features
are redundant in the current task. A greater weight is given to the important features. A
very small weight is given to the redundant features. ECA is a representative model of
channel attention mechanism.

The given non-dimensionality-reduction aggregated feature is y ∈ RC. Channel
attention can be determined as follows:

ω = σ(Wy) (5)

where W is a C × C parameter matrix.
In order to obtain the details of local information and ensure the efficiency and effec-

tiveness of the model, the band matrix Wk is defined as follows:

Wk =


w1,1 · · · w1,k 0 0 · · · · · · 0

0 w2,2 · · · w2,k+1 0 · · · · · · 0
...

...
...

...
. . .

...
...

...
0 · · · 0 0 · · · wC,C−k+1 · · · wC,C

 (6)

where Wk has K × C parameters. All channels share the same learning parameters. wi is
determined as follows:

wi = σ(
k

∑
j=1

wjyj
i), yj

i ∈ Ωk
i (7)

where yi is the set of k adjacent channels of yj
i . The weight of yi is calculated by considering

the correlation of k adjacent messages in its vicinity. This method implements information
interactions through one-dimensional convolution. The size of the convolution kernel is k.
The ECA module is obtained as follows:

ω = σ(C1Dk(y)) (8)

where C1D is a one-dimensional convolution. There is a mapping relationship between k
and C. The channel dimension C can be expressed as follows:

C = φ(k) (9)

The linear mapping relationship φ(k) = γ · k− b is the simplest. However, it is too
limited. The channel dimension C usually is set to a power of 2. A nonlinear mapping
relationship can be obtained as follows:

C = φ(k) = 2(γ×k−b) (10)

By taking the logarithm of C, k can be obtained as follows:

k = ψ(C) =
∣∣∣∣ log2(C)

γ
+

b
γ

∣∣∣∣
odd

(11)

where odd represents the nearest odd number. Based on the requirement for a ratio between
the number of channels C and the size of the convolution kernel, b is set to 1 and γ is set to
2. The input features are processed by global average pooling. The correlation between
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channels is obtained by each channel and its k-nearest neighbors. Then, 1D convolution is
performed. Finally, the channel attention is learned through the sigmoid activation function.
The ECA module is shown in Figure 3.

Figure 3. ECA module.

3. Model Structure Design
3.1. Feature Extraction Layer

The DRCNN is divided into a feature extraction layer and a linear classification layer.
In the feature extraction layer, a double-layer separation residual convolution (DRC) is
designed. This module acts as the main body of the structure. The DRC includes three 1 × 1
convolutions, two DW modules, three BN layers, one shortcut branch, and one ECA-Net,
as shown in Figure 4.

Figure 4. Double-layer separation residual convolution.

The detailed steps are as follows:
The input features are mapped to a high-dimensional space by 1× 1 convolution. This

can increase the number of channels.
A DW convolution with kernel size 3 × 3 and stride 2 is used for downsampling

feature extraction.
The correlation between acquired features is analyzed by the ECA-Net attention

mechanism. Weights are adaptively weighted, computational resources are reallocated,
and the nonlinear expressivity of the model is increased.

The ECA-optimized features are again convolved with a DW of stride 1. The convolved
features of size 1× 1 and the shortcut branch are added. In this way, a sparse representation
of the sample features can be obtained. It can also effectively slow down the gradient
diffusion degradation and explosion in gradient propagation in deeper network structures.

Batch normalization (BN) is added to each layer of convolution. BN can reduce the
distribution of the input value of any neuron in the neural network layer to a standard
normal distribution through the whitening operation. A standard normal distribution
has a mean of 0 and a variance of 1. The fixed distribution form avoids the shifting of
covariates within the network. The derivative corresponding to the activated input value
is far away from the derivative saturation region. At this time, a small input change will
produce a large change in the loss function [19], and neural network convergence can
be accelerated. The initial feature of the sample adopts a multiscale branching structure
(MSBS). The purpose is to obtain the multilayer receptive field information of the sample.
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The MSBS is only used once in the sample’s initial input stage. The specific structure of the
MSBS is shown in Figure 5.

Figure 5. Multiscale branching structure.

3.2. Linear Classification Layer

The linear classification layer uses a nonlinear activation function h-swish (HS) instead
of the rectified linear unit (ReLU). Many software and hardware frameworks provide
optimized implementations of ReLU. In quantized mode, HS has lower model accuracy
loss than other sigmoid-shaped approximation functions. HS is a segmentation function. It
can reduce the number of memory accesses and greatly reduce the cost of latency [20]. It is
expressed by Equation (12) and Figure 6.

h− swish[x] = x
ReLu6(x + 3)

6
(12)
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3.3. Parameter Introduction

The detailed parameters of the fault diagnosis module DRCNN are shown in Table 1.
In Table 1, t is the expansion factor of the first 1 × 1 convolution in the DRC module. It can
control the dimensions of feature enhancement. In Table 1, s is the step size of the move.
GAP is used to replace a fully connected layer to reduce the amount of computation.
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Table 1. T model structure parameters.

Input Convolution Layer t Activation Function s

128 × 128 × 3 MSBS - ReLU 1
128 × 128 × 32 DRC 4 ReLU6 2
64 × 64 × 64 DRC 2 ReLU6 2

32 × 32 × 128 DRC 2 ReLU6 2
16 × 16 × 128 DRC 4 ReLU6 2

8 × 8 × 256 DRC 2 ReLU6 2
4 × 4 × 512 DRC 4 ReLU6 2

2 × 2 × 1024 Conv2D - ReLU6 1
2 × 2 × 1024 GAP - - -
1024 × 128 FC1 - HS -

128 × 4 FC2 - Softmax -

4. Test Verification
4.1. Data Preprocessing

The performance of the DRCNN model was verified by the collected data. The dataset
used was derived from the vibration data of the generator bearing of a wind farm in Tianjin,
China. The generator model was DASAA-5023. The sampling frequency was 16,384 Hz,
and the rotation speed was 1780 r/min. It was divided into four different bearing states:
rolling element failure, inner-ring failure, outer-ring failure, and normal state. In order to
ensure that each sample contained at least one cycle, the number of intercepted data points
was determined as follows:

fp =
fs × 60

fv
(13)

where fs is the sampling frequency, fv is the rotation speed, and fp is the number of inter-
cepted data points.

In order to reduce the overfitting of the model and enrich the samples of the dataset,
the sample set was enhanced and expanded by means of sliding window sampling. The
calculation formula was as follows:

N =

∣∣∣∣ L− fp

s

∣∣∣∣
f loor

+ 1 (14)

where N is the number of samples, L is the length of the signal data, s is the step size of
the sliding window, and floor means round down. Each segment of the truncated data was
GAF-converted; s was attached with 300, while fp was attached with 560. A three-channel
GAF map with a pixel size of 128 × 128 was obtained. Figure 7 shows the GAF diagrams
corresponding to the time-domain waveforms in the four states. The number of each
sample type was 1090. The total sample size was 4360. In total, 70% of the samples were
used as the training set, 20% of the samples were used as the validation set, and 10% of the
samples were used as the test set.

4.2. Experimental Method

The optimizer chooses adaptive moment estimation (Adam). Adam can dynamically
adjust the learning rate of the training parameters, and it can smooth the parameters. The
initial learning rate was set to 0.001. The number of training sessions was 200. In order
to make the weights converge faster and avoid falling into the locally optimal point, a
small-batch training method was adopted. The small batch was set to 64. The training loss
function is a cross-entropy function, and the formula is as follows:

Loss = − 1
m

m

∑
j=1

n

∑
i=1

[(y(i) log ŷ(i) + (1− y(i)) log(1− ŷ(i))] (15)
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where m is the number of samples, y is the real sample category, ŷ is the predicted sample
category, and n is the sample category.

The diagnosis process is shown in Figure 8.

Figure 7. Time-domain waveforms and GAF diagrams.

Figure 8. Diagnosis flowchart.
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4.3. Results and Evaluation

The GAF sample set was used as the input. The performance results of the DRCNN,
AlexNet, VGG-16, ResNet50, and ResNet101 models in 200 training sessions are shown in
Figures 9 and 10. The results show that the top-1 accuracy rate of the test set was above 90%.
When the number of iterations was around 10, the loss value gradually converged, and the
model remained stable. There was no overfitting, due to the excellent feature description
capability and learnability of the GAF mapping in signal classification. In particular, the
DRCNN was faster than the other models, with an accuracy of 97.35%, due to the adequate
feature extraction capability of the deep structure layer of the DRCNN. ResNet50 showed a
certain oscillation in the test set. Vgg-16 did not converge when the accuracy rate reached
around 94.2%. AlexNet had a lower accuracy of 91.17%.

Figure 9. Training accuracy.

Figure 10. Loss comparison.

Figure 11 shows the classification of the DRCNN on the confusion matrix diagram. In
the figure, the ordinate is the real category, the abscissa is the prediction category, and the
diagonal line indicates the correct prediction accuracy of four types of samples. It can be
observed from the figure that the DRCNN made a very accurate prediction for the normal
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sample and the outer-ring sample, while there were some errors in the discrimination of
the rolling element and the inner ring, among which about 2% of the fault samples were
predicted to be normal samples. This is consistent with the actual observation, because
the sensor was close to the outer ring, and the amplitude of the collected signal was often
larger than that of the inner ring, so the fault of the outer ring was relatively easy to find.
The characteristic frequency of the fault of the rolling element was too small and was often
submerged in noise.

Figure 11. Confusion matrix.

Table 2 presents the accuracy, number of parameters, reasoning time, floating point
operations per second (FLOPs), and accuracy fluctuation of different models. In deep
learning, FLOPs is a performance unit that measures the complexity of the model and
evaluates the computing power consumed by the model to complete a forward propagation.
The models with lower FLOPs can be better applied in practice. It can be seen from the
table that, compared with other models, when the input sample size was 128 × 128, the
FLOPs of the DRCNN was 0.14 G, making it far less complex than the other models. The
FLOPs of the DRCNN were one-fortieth of those of VGG-16. Among them, the reasoning
time of the DRCNN was the shortest, at 7 s. The parameter quantity of the DRCNN was
also the smallest, at 5.281 MB. The number of VGG-16 parameters was 25 times higher than
that of the DRCNN. The accuracy of the DRCNN was 97.35%. The DRCNN was also the
most stable in terms of accuracy fluctuations. It had a fluctuating accuracy range of ±0.1%.
The above results show that the DRCNN is lightweight while ensuring accuracy.

Table 2. Comparison of efficiency and complexity.

Model Accuracy
Mean

Parameter
Number/MB Time/s FLOPs/G Accuracy

Fluctuation

DRCNN 97.35% 5.281 7 0.14 ±0.1%
AlexNet 91.17% 57.045 10 0.26 ±1.5%

ResNet50 96.29% 23.529 13 1.34 ±0.4%
VGG-16 94.22% 134.302 25 5.14 ±0.9%

ResNet101 93.31% 42.521 17 2.56 ±1.2%
Note: time is required for a round of training.

5. Conclusions

Aiming at the fault identification of rolling bearings of wind turbines, a lightweight
neural network diagnosis method is presented herein. Through the experimental verifica-
tion of bearing data, the following conclusions could be drawn:

(1) In this paper, the GAF method was used for the two-dimensional transformation
of one-dimensional vibration signals. Good accuracies were obtained in the training of
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different models. This shows that GAFs have excellent detail characterization capability
and CNN-learnable capabilities for the vibration data of bearings.

(2) The lightweight neural network diagnosis model DRCNN constructed in this paper
takes the double-layer separation residual convolution module as the network’s main
body to replace the standard convolution module, and its amounts of parameters and
calculations are significantly reduced. The nonlinear activation function HS is used instead
of the rectified linear unit. The number of memory accesses is reduced, and the latency
costs are significantly reduced.

(3) Compared with Vgg-16, ResNet50, ResNet101, and AlexNet, the comprehensive
performance of the DRCNN was better. The number of parameters for the DRCNN was
reduced by 129.021 MB compared to VGG-16. The duration of the DRCNN was reduced by
18 s compared to VGG-16. The FLOPs were reduced by 5 G compared with VGG-16. These
advantages offer possibilities for the embedded system deployment of fault diagnosis
models. These can also contribute to the development of renewable energy sources.

Furthermore, wind turbine bearings are characterized by a large number of types and
models. Carrying out a generic model design for all bearings would be a very meaningful
direction for research. The CNN fault diagnosis method has many hyperparameters,
most of which are set based on experimental experience. The steps are complex, and the
stochastic influence is complicated. These hyperparameters have a certain impact on the
training accuracy and inference time of the model. Subsequent work can be carried out on
excellent intelligent search and adjustment methods to determine the optimal parameters
for machine learning. This will help to reduce the time spent on setting parameters. It will
also allow the model to achieve better diagnostic performance.
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