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Abstract: As the brain standard template for medical image registration has only been constructed
with an MRI template, there is no three-dimensional fMRI standard template for use, and when the
subject’s brain structure is quite different from the standard brain structure, the registration to the
standard space will lead to large errors. Registration to an individual space can avoid this problem.
However, in the current fMRI registration algorithm based on individual space, the reference image is
often selected by researchers or randomly selected fMRI images at a certain time point. This makes the
quality of the reference image very dependent on the experience and ability of the researchers and has
great contingency. Whether the reference image is appropriate and reasonable affects the rationality
and accuracy of the registration results to a great extent. Therefore, a method for constructing a
3D custom fMRI template is proposed. First, the data are preprocessed; second, by taking a group
of two-dimensional slices corresponding to the same layer of the brain in three-dimensional fMRI
images at multiple time points as image sequences, each group of slice sequences are registered and
fused; and finally, a group of fused slices corresponding to different layers of the brain are obtained.
In the process of registration, in order to make full use of the correlation information between the
sequence data, the feature points of each two slices of adjacent time points in the sequence are
matched, and then according to the transformation relationship between the adjacent images, they
are recursively forwarded and mapped to the same space. Then, the fused slices are stacked in order
to form a three-dimensional customized fMRI template with individual pertinence. Finally, in the
classic registration algorithm, the difference in the registration accuracy between using a custom
fMRI template and different standard spaces is compared, which proves that using a custom template
can improve the registration effect to a certain extent.

Keywords: fMRI template; fused slices; custom; sequences

1. Introduction

In medical image registration, the two images involved in the registration are called the
reference image and floating image, respectively [1-3]. Among them, the reference image
will not change before and after registration. After registration, each meaningful anatomical
point on the floating image will correspond to the corresponding anatomical point of the
reference image one by one. Medical image registration is to find the corresponding optimal
spatial transformation to make the anatomical points in the floating image consistent with
the spatial position of the anatomical points in the reference image. The result of medical
image registration should make the anatomical points of the two images, or at least all the
points with diagnostic significance, match correspondingly [4-6].

The current brain image registration algorithm based on deep learning focuses on
how to achieve spatial structure consistency between the image to be registered and the
reference image of the same mode through transformation, which is more reasonable for
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the images to be registered from different subjects with high spatial resolution, such as MRI,
which can be registered to the publicly available standard brain template for comparison,
However, there is no standard template in the fMRI mode. In addition, for subjects whose
brain structures are quite different from the standard template, such as the elderly and
children, there will be a large error in registration to the standard space, and registration to
the individual space can avoid this problem [7]. However, the individual template currently
used is usually the fMRI image at a certain point in time selected by experts or researchers,
which is highly accidental and depends heavily on the experience of researchers, which is
not very reasonable.

As the brain standard template for medical image registration has been built only
with an MRI template, there is no three-dimensional fMRI standard template to use, and
when the brain structure of the subjects is quite different from the standard brain structure,
registration to the standard space will lead to large errors, and registration to the individual
space can avoid this problem.

For different subjects, there are often huge differences in the brain structures among
the different individuals, and the spatial positions of corresponding points are obviously
different. If not aligned, it is often impossible to carry out subsequent research and an
analysis, such as determining the location of the focus by comparing the brain structure of
patients with a disease with that of healthy controls [8-10]. Even for the same subject, due to
the time interval of the image acquisition, different viewing angles, and different equipment,
the corresponding points between the images will be different, such as the changes in the
region of interest on the image before and after the time interval in the process of functional
magnetic resonance imaging (fMRI) image scanning [11]. The emergence of medical image
registration can well solve the above problems, effectively reduce the influence of position
change during multiple imaging, and even correct the differences caused by the imaging
mode itself [12].

At present, fMRI image registration algorithms can be divided into standard space-
based registration and individual space-based registration [13]. Registration based on
standard space is usually used for image registration among different subjects, and there is
no published standard fMRI template at present [14], so most of them need to introduce the
MRI standard template. However, it has great limitations for subjects with great differences
in brain shape and structure from a standard brain, such as children and the elderly.
Registration based on individual space effectively avoids this problem and is more suitable
for fMRI data that usually help determine active brain areas by comparing the differences
between the sequence data of the same subject. However, in the current registration
methods based on individual space, most of the reference templates are randomly selected
from data sequences, selected by researchers according to experience, or directly selected
from the first effective time-point data, which leads to such methods being too dependent
on researchers and having strong randomness [15]. Therefore, the registration of fMRI
data needs a reasonable fMRI template based on individual space as a reference image for
intra-individual registration.

Because fMRI can obtain four-dimensional data by scanning the brain many times
in a time period, that is, a sequence composed of three-dimensional fMRI images at
multiple time points, in which each three-dimensional fMRI image contains multiple
two-dimensional slices corresponding to different layers of the brain, fMRI sequences often
show the characteristics in large numbers and timing. Because fMRI speculates on the
functional state of the brain by observing the active areas of the brain over a period of
time, it is of great significance to change the position of features in images at different time
points [16]. In order to keep as much information as possible in the registration of the 3D
fMRI image sequences at different time points, it is necessary that the reference images used
in the registration process contain more effective sequence information, so the template is
constructed by using all effective fMRI data sequences at different time points.

As a group of fMRI image sequences generated by scanning the same position in a
certain period of time by the functional nuclear magnetic resonance instrument, it often



Diagnostics 2022, 12,2013

30f18

shows the characteristics in a large number, the orderly image itself, and the large corre-
lation between two adjacent sequence images. The characteristics can indirectly reflect
the movement trend of the object in the positions of different sequence images and have
certain significance. The data at different time points have a certain correlation and do not
exist independently. If we want to register a batch of fMRI images to a template, the more
relevant feature information between the batch of images to be registered, the better. In
order to make full use of the effective information between the fMRI sequences of the data
to be registered, in the process of constructing the fMRI template, the transformation model
is obtained by matching the two feature points of the two adjacent images based on the
method of feature points. Then, by considering the relationship between the sequence data,
the whole image is mapped to the reference image, so as to retain the effective information,
such as the correlation between all the data, to the greatest extent, Finally, the matching
results are fused to construct a custom fMRI template.

Therefore, a method for constructing a 3D custom fMRI template is proposed. First, the
data are preprocessed. Second, by taking a group of two-dimensional slices corresponding
to the same layer of the brain in three-dimensional fMRI images at multiple time points
as image sequences, each group of slice sequences are registered and fused. Third, a
group of fused slices corresponding to different layers of the brain are obtained. In the
process of registration, in order to make full use of the correlation information between
the sequence data, the feature points of each two slices of adjacent time points in the
sequence are matched. Fourth, according to the transformation relationship between
adjacent images, they are recursively forwarded and mapped to the same space. Finally,
the fused slices are stacked in order to form a three-dimensional customized fMRI template
with individual pertinence.

The contributions of this paper can be summarized as follows.

- A custom 3D fMRI template construction method based on time-series fusion is

proposed to retain the correlation information in the time series to the greatest extent.

- The reference image is constructed to effectively improve the registration effect of the

existing registration algorithm.

- Finally, the effectiveness of the proposed method is tested on a large number of

real datasets.

The rest of paper is structured as follows. Section 2 introduces the custom template
construction process. In Section 3, three groups of experiments are performed to verify the
effectiveness of the proposed method. The purpose and results of the study are discussed
in Section 4. Section 5 summarizes the methods and effects.

2. Method

Referring to the method for constructing human brain template for fMRI, it can be seen
that the construction process of human brain template usually includes three parts: image
preprocessing, image registration, and image fusion. Therefore, the process of building a
custom fMRI template in this chapter is shown in Figure 1.
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Figure 1. Custom fMRI template construction processes.

Firstly, the fMRI dataset images are collected and preprocessed. The preprocessing
steps include time layer correction and head movement correction. Time layer correction



Diagnostics 2022, 12,2013

40f18

is used to correct the difference of acquisition time points between the middle layer and
the layer in each three-dimensional brain process. Head movement correction is used to
reduce noise interference. The preprocessed fMRI data can be regarded as multiple aligned
three-dimensional brains. Secondly, for the registration and fusion of multiple groups
of slices on the same layer in each three-dimensional fMRI image, the image registration
method based on feature points is adopted. In the registration process, in order to make
full use of the effective information between sequence data, the transformation model is
obtained by matching two feature points of adjacent time-point slices, so as to retain the
effective information between adjacent data as much as possible, and then by considering
the relationship between sequence data, all effective slices are mapped to the same space
by recursion. Next, the same layer slices of each group were fused to obtain a group of
fused slices corresponding to different layers of the brain. Finally, the fused slices were
stacked into three-dimensional custom fMRI templates in order.

2.1. fMRI Sequence—Feature Point Mapping Relationship Model

The registration method based on image feature points has the advantages of small
amount of data, stability, and easy extraction. It can effectively and quickly process fMRI
image sequences with large amount of data. Therefore, the image registration method
based on feature points will be used to register fMRI image sequence data.

2.1.1. Feature Point Extraction

Feature point extraction is the extraction and abstraction of the effective content in
the image. It is the first link of image registration using feature points. Extracting stable,
effective, and robust feature points is very important for image registration. Poor feature
points or feature points extracted by noise interference will affect the determination of
geometric—transformation relationship in subsequent registration. The feature points of
fMRI slice images are extracted by SIFT method [17]. Sift method establishes multiple
different scale spaces, obtains the key information such as the position and scale of feature
points, and describes the point on the vector through these features, so as to achieve the
purpose of extracting feature points. The process of extracting feature points using SIFT
includes: constructing scale space, key point extraction, direction allocation, feature point
description, and matching.

Constructing scale space: Convolving the original image with a two-dimensional
Gaussian function at different scales can generate multiscale Gaussian space, the mathe-
matical formula is expressed as follows.

L(x,y,0) = G(x,y,0) x I(x,y) ey

L(x,y,0) represents multiscale Gaussian space. G(x,y,0) represents Gaussian kernel
function, I(x, y) represents image matrix. * represents convolution operator, o represents
scale-space factor.

First, we downsample the image and Gaussian blur at different scales, establish
multiple sets of multi-scale-space sequences to form the image Gaussian pyramid. Then,
subtract adjacent images in each set of scale-space sequences, forming a difference of
Gaussian pyramid (DOG) [18].

The mathematical expression is as follows.

D(x,y,0) = (G(x,y,ko) — G(x,y,0)) x I(x,y) 2)

which leads to:
D(x,y,0) = L(x,y,ko) — L(x,y,0) 3)

Figure 2 shows an example of a Gaussian pyramid. Figure 3 shows an example of
the differential Gaussian pyramid. Although the image looks generally composed of black
areas and can only see the subtle outline, it contains a lot of key information.
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Figure 2. An example of Gauss pyramid.

Figure 3. An instance of difference of Gaussian pyramid.

Key point extraction: Key point is the local extreme point of DOG. To form a local
three-dimensional space, we compare the pixel at the core position with 8 same surrounding
scale neighboring points and 9 x 2 different scale points with upper and lower neighboring
points. Then, set the maximum or minimum point in each local stereo space as key point,
fit the scale-space DOG function with a three-dimensional quadratic function in scale space,
remove key points with poor stability.
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X = (x,y,0)T and obtain the offset of extreme points as follows.
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X = (x,y,0)7 represents the offset from the interpolation center. When the offset
in any dimension is greater than 0.5, it means that the interpolation center has shifted,
change the current key point position and interpolate at the new position to convergence.
Then, obtain the precise location and scale information of feature points, find the principal
curvature through Hessian matrix to eliminate unstable edge response points. The specific
formula is as follows.
Tr(H) _ (a+p)? _ (B+p)? _ (r+1)

Det(H) af B r

The eigenvalues « and 8 of the H represent the gradients in the x and y directions.
Tr(H) represents the sum of the diagonal elements of matrix H. Det(H) represents the

(6)
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determinant of matrix H. Assume « is the larger eigenvalue, and assume f is the smaller
eigenvalue, let & = rf, stable feature points will satisfy formula below.

Tr(H)?  (r+1)2
Det(H) r

@)

Keep the feature points that meet the above formula, otherwise eliminate them to
complete the extraction of key points. The key point extraction results of fMRI slices at two
different time points are shown in Figure 4. It can be observed that there are both the same
key points, which can be matched as features, and different key points in the two images,
which need further correction.

Figure 4. Examples of feature point extraction of t; image and t; image.

Key points direction assignment: In Gaussian pyramid image, we calculate the
gradient modulus and direction of all pixels in a circular area with a radius of 3¢ around
each key point, use this as a reference to assign a reference direction for each key point.
The magnitude and direction of the gradient are calculated, respectively. Using formula:

m(x,y) = \/(L(x +1Ly) - L(x=1Ly)?+ (Llxy+1) - L(x,y— 1)) ®)

bl L(x,y+1)—L(x,y—1)
L(x+1,y) —L(x—1,y)

6(x,y) represents the gradient direction angle of the feature point (x,y), m(x,y) repre-
sents the gradient modulus of the feature point (x, y), L(x, y) is the pixel value of the feature
point (x,y) in the Gaussian pyramid. Set feature point as the center, rotate feature points
within its neighborhood, keep the main direction at zero degrees. Then, use the gradient
histogram to count the above information, divide the gradient direction into 36 columns,
each column is divided by a span of 10 angles as abscissa, gradient magnitude as ordinate.
Take the largest gradient amplitude as the main direction of feature points.

6(x,y) = tan )

2.1.2. Feature Point Description

To perform feature matching, a feature vector needs to be defined as the feature
descriptor of each feature point as a unique “label” for each feature point. The feature
vector can be regarded as an abstraction of the feature point and the information in the area
is unique. Gradient location and orientation histogram (GLOH) [19] is used as a feature
descriptor, as shown in Figure 4. We chose to use GLOH descriptors for the following
reasons: Compared with PCA-SIFT and standard SIFT descriptors, it has better results on
both edge features and smooth image processing. Secondly, compared with Speeded-Up
Robust Features (SURF) [20], GLOH has a better processing result on blurred images.
GLOH descriptor is robust and unique which reduces dependence on sample images.
GLOH descriptors use a logarithmic polar hierarchy to replace the 4-quadrant traditional
descriptor. Take a radius of 6, 11, 15 in space, and divide it into 8 intervals in angle (except
for the middle area), and obtain 136 (17 x 8)-dimensional vector as the final feature vector.
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2.1.3. Feature Point Matching

Match every feature point of the reference image and every feature point of the image
to be matched one-to-one. Calculate the Euclidean distance between the feature vectors
corresponding to each pair of feature points, use this to determine the correspondence
between them. The closer the Euclidean distance between two point feature vectors, the
greater the chance of successful matching. The formula for calculating the Euclidean
distance in n-dimensional space is as follows.

n

dx,y) =/ L (xi— i) (10)

i=1

The specific method of feature point matching is as follows. First, select the feature
point B in the image to be matched. Calculate the Euclidean distance between b and each
feature point of the reference image and find the feature point with the smallest distance
B'. Then, find the nearest feature point C and the second nearest point D to point B in
the reference image. Calculate the ratio of the distance between points B and C to the
distance between points C and D to obtain the correct matching point. The specific formula
is as follows.

d(B,C)
d(B,D)
The practical application in fMRI data is shown in Table 1. By comparing the number

of matching successful feature points under different thresholds, this paper selects 0.9 as
the given threshold.

< Threshold (11)

Table 1. Image matching quality evaluation.

Threshold of Distance Ratio No. Feature Point Pairs Matched
1.0 109
0.9 113
0.8 105
0.6 100
0.4 93
0.2 70

When the ratio is less than the given threshold (Threshold = 0.9), the match succeeded;
otherwise, it failed. An example of the feature point matching effect is shown in Figure 5.

Figure 5. Example of feature point matching of fy image and f; image.

2.1.4. Mapping Model Evaluation and Image Sequence Matching

Through the above steps, the feature matching is realized, and the feature points
matching each other in the two images are obtained. Then, this paper selects random
sample consensus (RANSAC) algorithm to evaluate the mapping model and calculates the
geometric-transformation relationship between the image to be registered and the reference
image, according to the matching results. The transformation relationship between adjacent
frames is obtained in two steps.
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The specific implementation steps are as follows:

e  Randomly extract four sample data from the feature point matching set M (the four
samples cannot be collinear), calculate the transformation matrix, and record it as
Model T;

e Calculate the projection error between all data in the feature point matching set M and
Model T. If the error is less than the threshold TR, it will be added to the successfully
matched feature point set G;

e If the number of elements of the current successfully matched feature point set G is
greater than the optimal matched feature point set Ggest, then update Bgest = B, and
the number of iterations K is updated at the same time;

e If the number of iterations exceeds the upper limit or the number of successfully
matched feature points exceeds the critical value, exit the iteration; otherwise, the
number of iterations is increased by 1, and steps 1-3 are repeated;

*  Output the final transformation model T.

Set B is a set of matching point pairs that comply with epipolar constraints. The more
elements in set B, the more accurate the estimation of the transformation model. RANSAC
algorithm is to randomly select the matching items and ensure the transformation model
with the largest number of elements in set B as the best result through iteration. The fea-
ture points that can adapt to the model results are called “local points”, and the feature
points that do not adapt to the optimal model results are called “external points”. These
external points may come from wrong measurement methods, wrong assumptions, wrong
calculations, or extreme values of noise. In the process of iteration, the iteration round K
is constantly updated rather than fixed when the number of iterations does not reach the
limit value. The specific calculation method is as follows:

_ log(1—p) (12)
log(1 —w™)
where p represents the probability that the points randomly selected from the dataset are
all local points in some iterative processes.

At this time, the model is likely to be useful, so p can also represent the probability
that the results obtained by the algorithm are useful. As a confidence degree, it is usually
taken as 0.995; m is the minimum number of samples required for the calculation model,
which is 4 in this experiment; w represents the probability of selecting one local point from
the dataset each time, as shown in the following formula:

w=f/n (13)

where f represents the number of local points and # represents the number of feature points
of the dataset.

In the process of overall registration of fMRI image sequence, all images need to be
mapped to the coordinate system of the same reference image. However, if each frame
image is directly registered to the reference image, the correlation information between the
front and rear adjacent frame images in the image sequence will be lost, which is quite fatal
to the function-based sequence data of fMRI.

According to the comparison between the feature point matching similarity between
the sequence image to be registered and the fixed reference image in Tables 2 and 3 and the
feature point matching similarity between adjacent frame images (only part is shown), it
can be seen that the feature point matching similarity between adjacent frame images is
generally higher than that of all images registered to the reference image at the first time
point (after removing the data of the first n time points). This is also in line with the theory
that there is a certain correlation between adjacent frame data, so the global registration of
every two adjacent frame images is given priority. Firstly, starting from the transformation
relationship between a pair of adjacent images, the relationship between each frame image
and the previous image is recursively deduced. After the adjacent recursion is completed,
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the matching relationship between each image and the first time-point image is obtained
according to the corresponding recursion relationship. It is assumed that ¢; is the matrix
representation of the matching relationship between the relevant images between the
i — th frame image and the i 4 1st frame image. The specific relationship representation is
as follows:

T=TyxT- T4 xT (14)

Table 2. Similarity of feature points matching between sequence image to be registered and fixed
reference image.

Feature Points of = Feature Points of

Reference  Image-to-Register Reference Image  Image-to-Register Number of Matching Matching Similarity (%)
to f 137 129 119 92.25
to t 137 126 112 88.89
to t3 137 140 122 89.05
to ty 137 139 121 88.32
to ts 137 129 113 87.60
to te 137 130 110 84.62
to t7 137 129 115 89.15
to tg 137 142 121 88.32
Table 3. Similarity of feature point matching between adjacent frame images.
Reference  Image-to-Register f{e;.:z;f:}ﬁzgo: If;:;::—fol-);){lelzgtiss’zafr Number of Matching  Matching Similarity (%)
to f 137 129 119 92.25
to t 129 126 114 90.48
to t3 126 140 113 89.68
to ty 140 139 125 89.93
to ts 139 129 122 94.57
to te 129 130 116 89.92
to ty 130 129 118 91.47
to tg 129 142 119 92.25

2.2. Construction of Custom Template Based on Sequence Fusion

Next, each set of slices in the same layer after registration is regarded as a sequence,
and the sequence is fused. According to the level of fusion process, image fusion algorithm
can be divided into signal-level fusion, pixel-level fusion, feature-level fusion, and decision-
level fusion. Among them, the signal-level image fusion fuses the unprocessed signal
in the signal domain, and the fused signal is a random variable mixed with different
correlation noise. This method can be regarded as a rough estimation of image fusion
and cannot realize image fusion accurately. Feature-level image fusion extracts the feature
information contained in the source image as the region of interest or target. However,
because the feature information needs to be analyzed, processed, and integrated in the
fusion process, many details are often lost. Decision-level image fusion is more targeted
and less computational than the first two methods, but it is too dependent on the previous
level, resulting in the blurred image. In contrast, pixel-level image fusion can retain as
much information as possible in the source image. After fusion, the image has increased
both in content and detail and is superior to other methods in accuracy and robustness.
Therefore, pixel-level image fusion method is the most widely used in the field of medical
images, and it is also a research hotspot in this field.

In the pixel-level fusion of the image, the direct average method is the simplest. It
can directly sum and average the pixel values of the overlapping area, so as to avoid the
problem that the overflow may lead to the failure of the normal representation of the image.
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Let f(x,y) be the fused image of f(x,y) and f»(x,y), then the calculation expression of the
direct average method is:

filxy) (xy) € f
floy)s Ay + L09)]/2 (xy) € (AN f2) (15)
f2(x,y) (x,y) € f2

Although the direct average method can perform simple and fast operations, the qual-
ity of the fused image is relatively poor because the direct average algorithm will weaken
the contrast of the image, especially when the effective signal only exists in one image.

Therefore, the weighted average method is used to improve the direct average method,
by weighting the two source images, rather than simply adding and summing to obtain the
average. Let f(x,y) be the image generated after the fusion of f1(x,y) and f,(x,y), and the
calculation formula of the weighted average method is:

fi(x,y) (x,y) € fi
fy)qwifilx,y) +wfo(xy) (xy) € (N f2) (16)
f(x,y) (x,y) € f

In the above formula, wj, wy are the weights corresponding to the pixel gray val-
ues of images f; and f, in the calculation process, and w; +wy; = 1,0 < wy < 1and
0 < wy <1, the gradual-in and gradual-out method is generally adopted w; and ws. De-
termine two weights:

Xy — Xj Xi— X1
ywr=1—w1 =

17
X2 — X1 X2 — X1 ( )

w1 =
where x; and x; are the left and right boundary coordinates of the part to be fused, respec-
tively, Xi is the abscissa of the pixel to be fused, x; < x; < x. The weighted average method
with added weight avoids the defects of the direct average method, and the operation is
relatively simple, and the processing speed is very fast, so it is also widely used.

In addition, pixel-level fusion methods based on multi-scale transform, such as image
fusion based on pyramid transform and image fusion based on wavelet transform, although
they have their own uniqueness, the operation is more complex and takes longer time,
which does not meet the short-te