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Abstract: For implementing data analytic tools in real-world applications, researchers face major challenges such as the complexity of machines or processes, their dynamic operating regimes and the limitations on the availability, sufficiency and quality of the data measured by sensors. The limits on using sensors are often related to the costs associated with them and the inaccessibility of critical locations within machines or processes. Manufacturing processes, as a large group of applications in which data analytics can bring significant value to, are the focus of this study. As the cost of instrumenting the machines in a manufacturing process is significant, an alternative solution which relies solely on product quality measurements is greatly desirable in the manufacturing industry. In this paper, a minimal-sensing framework for machine anomaly detection in multistage manufacturing processes based on product quality measurements is introduced. This framework, which relies on product quality data along with products’ manufacturing routes, allows the detection of variations in the quality of the products and is able to pinpoint the machine which is the cause of anomaly. A moving window is applied to the data, and a statistical metric is extracted by comparing the performance of a machine to its peers. This approach is expanded to work for multistage processes. The proposed method is validated using a dataset from a real-world manufacturing process and additional simulated datasets. Moreover, an alternative approach based on Bayesian Networks is provided and the performance of the two proposed methods is evaluated from an industrial implementation perspective. The results showed that the proposed similarity-based approach was able to successfully identify the root cause of the quality variations and pinpoint the machine that adversely impacted the product quality.
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1. Introduction

The complexity of manufacturing processes presents a major challenge for understanding the variations in the process and minimizing them to reach consistent quality of the products. Recent advancements in technology, however, provides significant opportunities for manufacturers to create value by implementing Internet of Things (IoT) and big data analytic tools and move towards smart enterprises with increased efficiency and profitability. From a manufacturing perspective, such trend is driving the manufacturers to improve their product quality and productivity by deploying advanced and reliable manufacturing process monitoring systems. A comprehensive review of the
recent advances in modern manufacturing with regard to intelligent maintenance, scheduling and control is provided in [1]. For example, in the automobile body assembly process, optical coordinate measurement systems have facilitated the full measurement of dimensions for ensuring the quality of the final products [2,3]. As a result, an increasing number of researchers have focused on the development of data-driven monitoring systems for manufacturing processes [3–8]. A comprehensive review of the current methodologies for quality control in multistage systems is provided in [9]. The methodologies developed so far are based on measuring the parameters throughout the process and analyzing them for detecting the process deviations and identifying the root causes of the process anomalies. Such methods can be divided into two groups: (1) methods established based on the modeling of process variation propagation [10–12], and (2) methods based on Statistical Process Control (SPC) [13–20].

Stream of Variation (SoV), introduced by J. Hu [21], is a well-established methodology for modeling the variation propagation in processes. Developed based on the demands in the assembly lines in automobile industry, this method helped to overcome fundamental issues in manufacturing processes including the modeling of error propagation in a process and finding ways to minimize them [22]. On the other hand, the SPC-based methods are developed for monitoring processes over time and detecting deviations in the process. The basic principal in this group of methods consists of computing a statistic from the process time-series data within fixed or variable time intervals. The most commonly-used traditional SPC charts include Shewhart, Cumulative Sum (CUSUM), and Exponentially Weighted Moving Average (EWMA) [17]. In [23], a review of the theory and application of SPC along with a vision for future direction focusing on dealing with large streams of data from various sources are provided. Despite the effectiveness and wide range of applications for the methods mentioned above, they are established based on analyzing the measurements from each stage of the process. In cases where sensory data from each stage and machine is not available, SoV and SPC-based methods are not applicable. Meanwhile, for majority of the manufacturing processes, the product quality is being already measured and can provide an invaluable resource for mapping the product quality to machine performance by means of similarity-based statistical techniques.

When it comes to implementing a PHM solution in a large-scale industrial application, the affordability and minimizing the adverse impact of the sensing and data acquisition system on the process are two major concerns. For selecting the sensors, factors such as the parameters that need to be measured, performance needs, electrical and physical attributes of the system, and sensor reliability need to be considered [24]. With regard to the cost, instrumentation of a large-scale manufacturing process would require investment in a large number of sensors, data acquisition hardware, and infrastructure for data handling, storage and analysis. The existence of such barriers presents major challenges in dealing with limited resources and in many cases insufficient data to extract information from. To address this challenge and promote the development of minimal-sensing techniques, an alternative sensor-less approach for manufacturing process monitoring is proposed in this paper. The devised framework consists of a similarity-based machine performance metric and an approach to identify the root causes of anomalies in a process. In [25], a similarity-based method was proposed for monitoring multistage manufacturing processes using product quality measurements. The core methodology presented in the current paper is adopted from [25], expanded to work for large scale manufacturing processes, and is benchmarked and evaluated using Monto-Carlo simulation method. In cases where measuring the relevant and high-quality data from processes is cumbersome and expensive, this technique provides a valuable tool for analyzing the product quality data, identifying its patterns, and tracing it back to the manufacturing floor. The methodology is validated using a real-world manufacturing process dataset and simulated datasets. An alternative approach based on Bayesian Network (BN) is also proposed with more computational complexity but higher accuracy.
2. Theoretical Background

2.1. Intuition and General Framework

For a given set of a fairly large number of machines, where “large” is subject to discretion based on failure rate, it can be assumed that the majority of the machines will be functioning properly. The term “majority” indicates a number of machines among the total machines that is enough for creating a steady baseline performance. Thus, it is unlikely that a significant number of machines from this “large” set of machines will be faulty at any time, assuming preventive maintenance is regularly done and the faulty machines repaired. In the description of this methodology, “faulty” means any abnormal condition, whether it is a loss of calibration, a mechanical failure, a controller failure, or any other event which causes the machine’s output to deviate from the correct output. Accordingly, an average of the parameters of all the machines should approximate a “good” condition. Here, “good” means the state at or nearly at the point at which the machine yields the correct output. When comparing one machine against the average of all the other machines, a significant difference in distribution should indicate that the machine is in an abnormal condition.

The attributes of a process considered for this study include the following: (1) they have arbitrary number of stages and machines at each stage, (2) the process may produce one or more types of products simultaneously, (3) the data available from the process includes the product quality measurements from all or randomly sampled products, along with the manufacturing routes of the sampled products, and (4) products are randomly distributed from the machines in one stage to the machines in the next stage.

The metric is calculated based on the distribution of each parameter within a moving time window. In case of having multiple products at the same time, the metric for each product needs to be calculated separately, and each machine’s final metric will be the weighted average of the metrics for each product. The weights are associated with the number of samples for each product within that time window. At each time window, two distributions are used to calculate the metric for a machine: samples from the machine under study, and samples from all its peers producing the same type of product. As the first step, based on the shape of the distributions, a proper distribution needs to be fit to each of the variables in the data. The metric will then be calculated based on the similarity (overlap) of the two distributions. This performance metric is first calculated for the machines in the first stage. After flagging the underperforming machines in first stage, the samples from under-performing machines in that stage are removed from the data set and the remaining samples are used to calculate the similar metric for the next stage. Technically, it does not make a difference if the calculations start from first stage forward or from the last stage backward. In cases where ensuring correct measurement of product quality is a concern and this measurement process can be considered as the last stage, it would be viable to start from evaluating the sensing machines in the last stage and moving backward from there. The overall methodology is illustrated in Figure 1.
2.2. Mathematical Description

For calculating the metrics based on product quality data, it is assumed that products are made continuously and their time of production is known. In order to track the performance of a machine over time, a moving time-window is used across the data and the distribution of each variable within that time window is studied. Based on the overall distribution shape of one variable, a type of distribution that best fits the data is to be selected. Typically, a distribution can be symmetrical, skewed to the right, or skewed to the left. In this study, the methodology is formulated based on a gamma distribution since the data later provided for the case study is best suited for gamma distribution. The gamma probability density function (PDF) is defined as:

\[ y = f(x|a, b) = \frac{1}{b^a \Gamma(a)} x^{a-1} e^{-\frac{x}{b}} \]  

(1)

where \( \Gamma \) is the gamma function:

\[ \Gamma(x) = \int_0^\infty e^{-t}t^{x-1}dt \]  

(2)

The two distribution parameters, \( a \) and \( b \), are called shape and scale parameters which are determined by the data. In the presented process monitoring approach, the samples are always grouped into: (1) the samples belonging to the machine \( M_{\text{selected}} \), and (2) the samples belonging to all the other machines in the same stage of the process, here referred to as \( M_{\text{all}} \). For the quality variable \( P_n \), the gamma distribution is fitted to these two groups of samples and their shape and scale parameters are estimated. The next step is to define a metric which reflects the similarity between these two gamma distributions. Regardless of the type of distribution chosen based on the data, the mentioned steps will remain the same.
When analyzing the data, a method is needed for determining the difference in the distribution of a parameter for a machine versus the distribution of the same parameter for its peers.

The distribution comparison technique presented in this study is designed from practical perspectives, and is tuned to be robust and consistent for varying distributions. Initially, the shared area under both probability density function (PDF) curves was considered as a percentage of the total area under the “good” average PDF curve. The equation for calculating the Confidence Value (CV) based on the overlap of distributions is provided in Equation (3):

\[
CV = \int_{0}^{+\infty} \min(PDF_{\text{selected}}, PDF_{\text{avg}}) \, dP
\]  (3)

where \( P \) is the product quality measurement. Such a formula is not robust if the distribution of samples from one machine is tighter or more spread than the samples from its peers. In this case, the overlap will drop although such difference may not be a sign of an anomaly. However, since the majority of the samples fall in the range of plus and minus one standard deviation from the mean, the following formula may be considered as the metric:

\[
CV = \int_{\mu_{\text{avg}}-\sigma_{\text{avg}}}^{\mu_{\text{avg}}+\sigma_{\text{avg}}} PDF_{\text{selected}} \, dP
\]  (4)

where \( P \) is the product quality measurement. This formula yields to values in the range of \((0, 1)\). The lower limit is always some positive infinitesimal since the positive and negative tails of the PDF will always be outside of the range of the integral. When the area under the PDF of the selected machine is almost completely within the range of the integral, the metric value will be less than one. This formula is robust to the situations in which a narrow and a spread distribution are compared. However, the metric values will be around 0.7 since roughly 70% of the area falls within the one-sigma limit. To further modify the metric to avoid this issue, the formula in Equation (5) is considered:

\[
CV = \frac{\int_{\min(\mu_{\text{avg}}+\sigma_{\text{avg}}, \mu_{\text{selected}}+\sigma_{\text{selected}})}^{\max(\mu_{\text{avg}}-\sigma_{\text{avg}}, \mu_{\text{selected}}-\sigma_{\text{selected}})} PDF_{\text{selected}} \, dP}{\int_{\mu_{\text{selected}}-\sigma_{\text{selected}}}^{\mu_{\text{selected}}+\sigma_{\text{selected}}} PDF_{\text{selected}} \, dP}
\]  (5)

In this equation, his confidence value is bounded on the range of \((0, 1]\). For healthy machines that fit the average healthy value, the CVs would be around 0.95 to 1. Figure 2 shows three examples for normal, moderate and severe levels of faults in a machine. This example is provided based on snapshots taken from the given dataset. Furthermore, a threshold needs to be set to determine the Faulty instances. Selecting the threshold can vary based on the nature of the application and the expert knowledge. In general, k-means clustering is a reasonable approach for separating healthy samples from faulty ones in a general population and establishing the threshold.

For multivariate datasets, one metric for each of the parameters in the data is to be calculated. At the end, one final metric needs to be derived from the calculated metrics. In some applications, deviation in any of the measured quality parameters will lead to the loss or downgrading the product. In such cases, the minimum value of the calculated metrics within each time window may be selected as the final metric. If some parameters within the dataset are deemed less important than others, this procedure may be tuned to be based on only the critical parameters.
3. Experiment and Validation

3.1. Data Description

In this section, the proposed methodology was applied to a dataset obtained from a real-world multistage manufacturing process with two stages, one machine at the first stage and 12 machines at the second stage. Ten product quality measurements were included for one product type for the duration of three days. So for each product sample, the data included the manufacturing route for the two stages, time stamp, and 10 quality measurements.

3.2. Results and Discussion

A gamma distribution was fit to the data for each variable within a moving time window. Using the method described above, a metric was calculated for each variable to represent the performance of each machine in a stage compared to its peers producing the same product. This metric was then aggregated across all the products produced by the machine to generate the final metric reflecting its overall performance. Using all the metrics calculated based on the quality variables, one final metric was extracted as the health indicator for each machine. Simply averaging all the calculated metrics may not be effective in cases where a process anomaly manifests itself in one or a few variables. In such cases, the deviation will be averaged out if the rest of the variables stay within their normal range. Considering that, having the minimum value of all the metrics as machine’s final metric is a viable option and has proven to be effective in this study.

This performance metric was first calculated for the machines in the last stage. After flagging the underperforming machines, they were removed from the data set and the remaining samples are used to calculate the metrics for each machine in the prior stage. Figure 3 shows the machine health metrics for three selected machines out of total of 12 machines in stage two. For machines 2, 6, and 9 shown in Figure 3, deviation from normal condition was observed. While the decline in the performance of machines 2 and 9 was temporary, machine 6 underperformed consistently throughout the three-day time window. After detecting these machines as abnormal, the samples they produced while in abnormal condition were removed and the remaining samples were used to extract a health value for the machine in the prior stage. The threshold for identifying the faulty samples from normal ones was set by applying k-means clustering approach and setting k equal to 2, similar to how it is implemented in [25]. Using k-means approach, the boundary between to recognized clusters was set as 0.65. Hence, the samples within windows with metric values of below 0.65 were removed for the analysis of the machine in the first stage. As in this case, there was only one machine in the first stage, no comparison could be performed. For that, the history data from the same machine was used to

Figure 2. Examples of the metrics calculated within one time window: (a) two significantly different distributions yielding a CV of close to 0.2; (b) two distributions yielding a CV of around 0.5; (c) two very similar distributions yielding a CV of close to 1 [25]. Red curve shows the distribution of the selected machine and blue curve shows the distribution of its peers. Green line shows the selected area for calculating the CV.
establish a baseline and compare machine’s current performance to its past. Care must be taken in selecting the samples from machine’s history to make sure those samples or an overwhelming majority of them are from when machine was in healthy condition.

For evaluating the impact of removing the bad samples from the second stage, two metrics for the machine in the first stage were calculated: one using all the samples, and one using the remaining samples after filtering out the bad samples. Figure 4 shows both the metrics calculated for the machine in first stage. As it can be seen in this figure, removal of the samples causes the metric to bounce back to normal on 08/28, while the metric on 08/27 remained at the same level. Therefore, it is inferred that deviation observed on 08/27 is caused by the machine in the first stage, while the deviation on 08/28 is the result of performance of machines in the second stage.

4. Evaluation and Benchmarking
4.1. Data Simulation Using the Monte-Carlo Technique

The Monte Carlo (MC) technique is a powerful tool for obtaining consistent simulation-based estimates and is comprehensively used in manufacturing applications to estimate the probability distributions for various parameters such as cutting force, tool life, product quality, etc. [26–28]. Monte Carlo is also used to draw a large number of samples within a distribution defined based on probability parameters [29]. In the case of simulating the data from a multistage manufacturing process, the real data—which was already available—was used to estimate the statistical parameters for data simulation, similar to how it was implemented in [30]. The procedure for simulating the data using
the MC method is shown in Figure 5. A gamma distribution was fit to each of the quality variable of the data, and the shape and scale parameters of each variable were estimated. The MC simulation was programmed in MATLAB, and was developed to work for arbitrary number of machines and stages in a process. After simulating the samples for \( M \) machines and \( S \) stages, the data was time stamped and at some arbitrary instances, deviations were induced into one or more variables to simulate faulty machines. The fault instances were also randomly generated. While the total length of the simulated data was chosen to be 10 days, the fault instances lasted for two days each. The total number of faulty instances generated was dependent upon \( M \) and \( S \), and was a number equal or close to \( S \times M/3 \). This number ensured sufficient number of faulty instances for evaluation purposes while avoiding too many faulty machines.

![Figure 5](image-url)

**Figure 5.** The process of using the Monte-Carlo simulation for generating data from a manufacturing process with arbitrary number of stages and machines.

4.2. Benchmark with Distribution Comparison Techniques

Statisticians have developed many tests to quantify the similarity between two distributions, which can be categorized into parametric and non-parametric tests. In parametric methods, average, standard deviation, variance etc. are used to evaluate the similarity of two distributions. In non-parametric methods, the overall distribution is considered. Due to the importance of considering the whole distribution of the parameters in this study for improved resilience of the method, non-parametric methods are more qualified to be used for benchmarking against the proposed metric calculation approach. The Kolmogorov-Smirnov (KS) test, which compares the empirical cumulative distribution functions (ECDF) of the two distributions, is a non-parametric approach and is selected as one of the benchmarking methods in this study. In a two-sample KS test, the null hypothesis is that the two samples come from the same distribution. The statistic for deriving the comparison in KS test is known as \( D-stat \), which has the following formula [31]:

\[
D-stat = \max |F_1(X_i) - F_2(X_i)| \quad \forall \ i = 1, 2, \ldots, N
\]  

(6)

where \( F_1(X_i) \) denotes the value at the \( i \)th point in the ECDF of distribution 1 and \( F_2(X_i) \) denotes the value at the \( i \)th point in the ECDF of distribution 2. The second method used for benchmarking in this...
study is Kullback-Leibler (KL) divergence technique. KL divergence, introduced in [32], is a measure of the distance between two probability distributions. Having the distributions named as $P$ and $Q$, KL divergence is defined as:

$$D(P||Q) = \sum_{x \in X} P(x) \log \frac{P(x)}{Q(x)}$$  \hspace{1cm} (7)

where $P$ and $Q$ represent the two distributions. As it can be observed from Equation (4), this metric is not symmetric. In other words, it is a directional distance and may yield substantially different values if the order of the arguments $P$ and $Q$ is changed. In [33], a method is proposed for symmetrizing the KL divergence metric, and the improved method is known as Jensen-Shannon (JS) divergence. Having the KL divergence in both directions named as $D(P||Q)$ and $D(Q||P)$, the JS divergence is defined as:

$$JSD(P||Q) = \frac{1}{2}D(P||Q) + \frac{1}{2}D(Q||P)$$  \hspace{1cm} (8)

In this work, the above formula is used for benchmarking against the proposed metric calculation approach. Random gamma distributions were generated based on the characteristics of the real data, and the performance of the proposed metric was evaluated against the two described methods. Four different sets of gamma distributions were generated, and for each case, the metrics were calculated:

- Increasing the gamma distribution’s shape parameter while keeping the scale parameter more or less constant.
- Increasing the gamma distribution’s scale parameter while keeping the shape parameter more or less constant.
- Increasing both shape and scale parameters at the same time.
- Linear shifting the values of one of the distributions.

Figure 6 shows the results of the proposed metric, KL divergence and KS test statistic for the given pairs of distributions. As it can be observed from Figure 6, the proposed metric and the KS statistic both performed well in terms of early detection of the deviation and their consistency as the distributions diverge. However, the proposed metric had an advantage in terms of its consistency and its increased sensitivity compared to KS test as the divergence increases. This was observable by comparing the two metrics for test numbers 5 to 7 in Figure 6. The advantage of KL divergence method, however, was due to the fact that it shows the most sensitivity when the deviation is small. Considering that, KL divergence can be a robust method if an early alarm is desired for smallest deviations. While KL divergence had a good sensitivity in the early stages of deviation, it did not perform as consistently as the other two methods, and its values did not change consistently as the distributions diverge. The downside of implementing KL divergence is the possibility of high number of false alarms as it is very sensitive, and it fails to demonstrate the divergence trend in the data. When linearly shifting one of the distributions (Figure 6d), all the three metrics yielded similar results. Significant improvement in the performance of KL divergence metric can be observed in this case.

The results of the four tests conducted in the section demonstrate the effectiveness of the proposed metric for quantifying the deviation of a distribution under different circumstances. The KS test metric was also shown to be effective under all the conditions, with slightly less sensitivity and consistency. However, it can be considered a viable approach for quantifying the divergence of machines in a manufacturing process.
4.3. Evaluation of the Proposed Method

The simulated dataset was used to evaluate the performance of the proposed multistage manufacturing monitoring approach. For this purpose, a dataset was simulated consisting of five stages and 10 machines at each stage, with the duration of 15 days. The faulty instants were induced in the data at randomly selected times for random machines with the duration of two days. A moving window with the length of 12 h and steps of 1 h was applied to the data and at each time window, the metrics were calculated. The metric calculation step was performed using both the proposed approach and KS statistic, as both proved to be effective earlier. The metric calculation started at the first stage, and it was progressed towards the end of the process while removing any instance from the previous stage detected as faulty. Figure 7 provides a machine health metric over time for one machine within a process. The results showed consistency in detecting the faults in machines regardless of which stage they are at. Figure 8 shows the Receiver Operating Characteristic (ROC) curve for fault detection using both the proposed metric and KS test statistic. Both methods resulted in high accuracy with very similar results, as the calculated area under the curves (AUC) exhibit. For all the faulty instances within the process, the method generated an alarm a few samples after the fault was initiated, which resulted in AUCs of approximately 0.9. This was due to the fact that at the early stages of a fault, a small portion of the distribution within the studied time window was faulty. That reduced the sensitivity of this method at early stages and the alarm was triggered after sufficient number of faulty samples is collected. For future work, this drawback can be eliminated by applying statistical pattern recognition techniques such as Gaussian Mixture Model (GMM) on the samples from each time window to detect smaller deviations.

Figure 6. The results of the three metrics calculated based on: (a) changing the shape parameter of a gamma distribution; (b) changing the scale parameter of a gamma distribution; (c) changing the shape and scale parameters of gamma distribution; (d) linearly shifting the distribution.
4.4. The Impact of the Process Scale

Using the simulated data, the developed similarity-based approach was evaluated in terms of the number of stages and machines within a process. For larger-scale manufacturing processes, the complexity of the process is higher and so it is more challenging to identify the root causes of variations. To evaluate the performance of the method for larger-scale manufacturing processes, the MC simulation was used to generate datasets from processes with number of stages ranging from three to 10 and number of machines ranging from three to 10, resulting in 64 datasets. Generating these sets of data facilitated the investigation of the effect of manufacturing scale on the accuracy of the method. For each dataset, the method was applied and the results were evaluated by calculating the AUC of the ROC curves. Figure 9 shows the AUC values for each of the 64 datasets. From Figure 9, it can be observed that this approach is robust for manufacturing processes with larger scales and high number of machines and stages. More importantly, the complexity and computational burden of the analysis is only increased linearly as the process scales up. In summary, it can be concluded that the proposed method is robust for different sizes of manufacturing processes and the accuracy does not get affected significantly for different numbers of machines and stages.

**Figure 7.** The calculated health value for a machine in a process with five stages and ten machines per stage. The results using the proposed metric (CV) and KS metric are compared. Red markers represent faulty samples.

**Figure 8.** The ROC curve for results calculated using the proposed method and KS statistic as metric.
5. Bayesian Networks as an Alternative Method

As an alternative to the proposed similarity-based approach, a method based on implementing BN is proposed. BN is able to model the conditional relationships between the variables based on establishing posterior probabilities. Bayesian networks have been widely used for the applications of diagnostics and prognostics. For example, in [34], the authors used BN to monitor the performance of the manufacturing process for molding and welding applications. In [35], BN was utilized to analyze the process disturbance cause and effect with a case study on heat recovery networks. BN has also been used to estimate process control parameters in multistage manufacturing processes, as it was reported in [36]. A comprehensive overview of BN with its application in diagnostics and prognostics is provided in [37].

The relationships or dependencies between the variables in a BN are established either through knowledge about variables, or through the available data. As opposed to the reported works in literature—a few of which are noted above—the scope of the methods considered in this paper is only based on product quality data. Unless there is application-specific information available on the relationships between the machine performance and certain quality variables, the structure of the BN can best be established as shown in Figure 10. The structure of the BN used in this study, as shown in Figure 10, consists of a set of parent nodes each representing one machine, and a set of child nodes each representing one possible manufacturing route. The values assigned to the parent nodes consisted of machine binary conditions, and the values assigned to child nodes consisted of statistical features such as mean and standard deviation extracted from samples within each time window. Figure 11 shows the results obtained by BN for a process with three stages and five machines per stage. As it can be observed from this figure, the method is able to accurately detect the faults even at the very early stages of the fault. The AUC for this set of results was 0.96.

While this structure was shown to be effective for solving such problem, it becomes increasingly complicated as the dimensions of the manufacturing process, and especially the number of stages increase. The example shown in Figure 10 is for a process with two stages and three machines per stage. The BN structure, therefore, consisted of six parent nodes (for six machines) and nine child nodes...
(number of possible routes). For a process with three stages and 10 machines per stage, these numbers would be 30 and 1000 respectively. In such scales, BN may not work efficiently and the computational burden increases dramatically, and so the method may not be a suitable choice for real-time process monitoring purposes. On the other hand, for smaller-scale manufacturing processes, BN shows to be very effective and capable of identifying the patterns within the process. In this study, the largest process scale for which BN worked effectively was a three-stage process with five machines per stage. However, the similarity-based method’s performance did not drop even at larger process scale.

Figure 10. A sample Bayesian Network (BN) structure for a process with two stages and three machines at each stage; each parent node represents a machine and each child node represents the measurements from one route. “M” here stands for machine and “S” stands for stage e.g., M1S1 stands for machine 1 from stage 1.

Figure 11. The results of the BN for monitoring and diagnosis of a multistage manufacturing process with three stages and five machines per stage.
6. Summary and Conclusions

In this paper, a comprehensive overview of the proposed multistage manufacturing process monitoring approach was provided along with its evaluation using simulated datasets. Moreover, an alternative framework using BN was presented and proved to be effective. For demonstration and validation of the method, multiple datasets with similar characteristics as the available real-world data were generated using MC simulation technique. The MC method facilitated a more comprehensive evaluation of the performance of this method for different types of deviations in the manufacturing process data and different manufacturing scales. The current section summarizes the results obtained from analyzing the simulated datasets and provides further discussions mainly from an industrial implementation perspective.

For the metric development approach, it was shown that the proposed method has adequate sensitivity and consistency for any type of deviations in the measurement distributions. This study mainly focused on sample populations that follow a gamma distribution. Using the same data simulation and analysis approach, other distributions can also be tested to see if the method is robust enough to work for a wider range of applications. In terms of comparing to other available distribution comparison techniques, two well-known methods namely KS test statistic and KL divergence method (modified by Jensen and Shannon) were utilized. Although all three methods were able to detect the deviations in the distributions, the proposed method and KS test statistic proved to be more effective both in terms of consistency and sensitivity. The proposed metric calculation technique quantifies the differences in two PDF functions both in terms of their distance and overlap, while KS statistic quantifies the maximum distance of Empirical CDF functions. Although implementing the proposed metric yielded a narrowly higher accuracy for machine anomaly detection, the KS statistic can also be considered a viable alternative to the proposed method.

Using BN is also a viable option for monitoring manufacturing processes using product quality data. In this study, BN was shown to be accurate and sensitive to process deviations. It is particularly effective and suitable for smaller-scale manufacturing units. However, the BN-based method presented in this paper is not a proper solution for larger-scale processes, and its complexity increases exponentially as the process scale increases. For larger scale manufacturing units, the similarity-based framework with less computational burden is considered the best choice, especially when real-time monitoring is concerned.

Author Contributions: Hossein Davari Ardakani analyzed the data and wrote the paper. Jay Lee advised the project and provided feedback on the methodology and data analysis.

Conflicts of Interest: The authors declare no conflict of interest.

References


20. Roberts, S. Control chart tests based on geometric moving averages. *Technometrics* **1959**, *1*, 239–250. [CrossRef]


© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).