Article

# New Algorithms for Dealing with Fractional Initial Value Problems 

Iqbal M. Batiha ${ }^{1,2(1)}$, Ahmad A. Abubaker ${ }^{3, *(\mathbb{D}}$, Iqbal H. Jebril ${ }^{1(1)}$, Suha B. Al-Shaikh ${ }^{3}\left(\mathbb{D}\right.$ and Khaled Matarneh ${ }^{3}$<br>1 Department of Mathematics, Al Zaytoonah University, Amman 11733, Jordan; i.batiha@zuj.edu.jo (I.M.B.); i.jebril@zuj.edu.jo (I.H.J.)<br>2 Nonlinear Dynamics Research Center (NDRC), Ajman University, Ajman 346, United Arab Emirates<br>3 Faculty of Computer Studies, Arab Open University, Riyadh 11681, Saudi Arabia; s.alshaikh@arabou.edu.sa (S.B.A.-S.); k.matarneh@arabou.edu.sa (K.M.)<br>* Correspondence: a.abubaker@arabou.edu.sa


#### Abstract

This work purposes to establish two small numerical modifications for the Fractional Euler method (FEM) and the Modified Fractional Euler Method (MFEM) to deal with fractional initial value problems. Two such modifications, which are named Improved Modified Fractional Euler Method 1 (IMFEM 1) and Improved Modified Fractional Euler Method 2 (IMFEM 2), endeavor to further enhance FEM and MFEM in terms of attaining more accuracy. By utilizing certain theoretical results, the resultant error bounds of the proposed methods are analyzed and estimated. Several numerical comparisons are carried out to validate the efficiency of our proposed methods.
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## 1. Introduction

A differential equation that begins with an initial condition that specifies the value of an unknown function at a particular location in the domain is known as an initial value problem (IVP). Many physical challenges encountered in research and engineering are typically solved using differential equations. Such solutions to differential equations can be allocated using a variety of analytical techniques. Numerical methods are typically used to solve difficult differential equations. Such methods are very helpful for quickly resolving many complex problems during the use of connections in computer programming [1-4]. Several researchers have tried to solve several IVPs using various techniques including the Euler Method (EM), Modified Euler Method (MEM), Improved Modified Euler Method (IMEM), and Improved Euler's Method (IEM). Several precise numerical methods have been improved with better precision, dependability, and accuracy. Sometimes, to give better performance according to certain requirements, several numerical methods are improved.

Fractional calculus indicates the integration or the differentiation of a non-integer order. Interestingly enough, this topic has a long history in calculus. The first discussion of fractional calculus was between Leibniz and L'Hopital [5]. The former actually asked the latter about the differentiation of the order half of certain functions. However, there are some mathematicians, like Riemann, Abel, Liouville, and Lacroix, who laid the foundations for fractional calculus and dominated the field. In his famous paper on the even time problem, Abel was the first one who gave a physical description of the integral system of order 1/2. Indeed, this article went further for solving an integral equation. A fractional derivative was originally mentioned by Lacroix in a paper that was published in 1819. He applied fractional calculus to resolve an integral equation arising from the formulation of the tautochrone problem. Applications of the theory of fractional calculus expanded
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greatly during the nineteenth and twentieth centuries, and many contributors provided definitions of fractional derivatives and integrals.

Over the recent years, the applications of fractional differential equations (FDEs) have been significantly implemented in widely different practical and engineering fields such as viscosity, signal processing, control, and process modeling. For instance, in [6], the authors studied the numerical performances of the fractional-order mathematical model based on the Majnun and Layla romantic story. In [7], the authors combined fixed-point theory with a set of falling fractional functions in a Banach space to prove the existence and uniqueness of solutions of a class of fractional difference equations. In [8], the authors introduced the distributed-order time fractional Klein-Gordon-Zakharov system by substituting the second-order temporal derivative with a distributed-order fractional derivative. In [9], the authors defined the distributed-order time fractional version of the Schrödinger problem by replacing the first-order derivative in the classical problem with the fractional derivative. In this regard, it is interesting to notice that the numerical solutions of the nonlinear FDEs mentioned previously are significantly simpler to acquire, and for this reason, we resort to approximations. Numerical techniques have become a must [10-13]. In this regard, various numerical methods have been recently established and used to address this gap. Most of these methods have proved their accuracy in obtaining accurate approximate solutions when dealing with many linear and nonlinear problems.

In [14], the authors proposed a numerical generalization to the classical Euler method called the Fractional Euler Method (FEM). This method played and still plays an active role in handling fractional IVPs (FIVPs). In addition, a recently modified fractional Euler method has been proposed in [15]. Such a new modification proved its efficiency over FEM.

The research context presented in this paper tends to develop two numerical modifications for the use of FEM and MFEM; the first one is called the Improved Modified Fractional Euler Method 1 (IMFEM 1), while the second one is the Improved Modified Fractional Euler Method 2 (IMFEM 2). This is, of course, for finding approximate numerical solutions for linear and nonlinear FDEs. These proposed algorithms are characterized by the fact that they can provide more accuracy and efficiency than FEM and MFEM. This will be confirmed by performing several numerical comparisons via several illustrative examples. The error bound generated by the proposed methods will be analyzed and estimated by demonstrating specific theoretical results.

## 2. Preliminaries

This section aims to recall the most important definitions and concepts that will be useful throughout the paper. To deal with the FIVP formulated in the sense of a Caputo fractional differentiator, we consider the following equation [5,16]:

$$
\begin{equation*}
D_{*}^{\alpha} y(t)=f(t, y(t)) \tag{1}
\end{equation*}
$$

with the initial condition:

$$
\begin{equation*}
y(0)=y_{0} \tag{2}
\end{equation*}
$$

where $0<\alpha \leq 1$.
Definition 1 ([16]). The Riemann-Liouville integral operator of order $\alpha$ is defined as:

$$
\begin{equation*}
J^{\alpha} f(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} f(t) \cdot d t \tag{3}
\end{equation*}
$$

where $x>0$ and $0<\alpha \leq 1$.
The Riemann-Liouville integrator satisfies the following properties [16]:

- $\quad J^{\alpha} J^{\beta} f(x)=J^{\beta} J^{\alpha} f(x), \alpha, \beta>0$;
- $\quad J^{\alpha} J^{\beta} f(x)=J^{\alpha+\beta} f(x), \alpha, \beta>0$;
- $\quad J^{\alpha} x^{\varphi}=\frac{\Gamma(\alpha+\varphi)}{\Gamma(\alpha+\varphi+1)} x^{\varphi+\alpha}, \varphi>-1$.

Definition 2 ([16]). Suppose $m-1<\alpha \leq m$ such that $m \in \mathbb{N}$ and $f \in C^{m}[0, b]$. The Caputo fractional differentiator is defined by:

$$
\begin{equation*}
D_{*}^{\alpha} f(x)=J^{m-\alpha} D^{m} f(x)=\frac{1}{\Gamma(m-\alpha)} \int_{0}^{x}(x-t)^{(m-\alpha-1)} f^{(m)}(t) d t \tag{4}
\end{equation*}
$$

Lemma 1 ([16]). If $f \in C^{m}[0, b], x>0$ and $m-1<\alpha \leq m$ such that $m \in \mathbb{N}$, we have:

$$
\begin{equation*}
D_{*}^{\alpha} J^{\alpha} f(x)=f(x), \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
J^{\alpha} D_{*}^{\alpha} f(x)=f(x)-\sum_{k=1}^{m-1} f^{k}\left(0^{+}\right) \frac{x^{k}}{k!} \tag{6}
\end{equation*}
$$

Lemma 2 ([17]). Suppose that $t$ and s are two positive real numbers and $\left\{a_{i}\right\}_{i=0}^{k}$ is a sequence satisfying $a_{0} \geq \frac{-t}{s}$ and $a_{i+1} \leq(1+s) a_{i}+t, \forall i=0,1,2, \cdots, k$. Then:

$$
a_{i+1} \leq e^{(i+1) s}\left(a_{0}+\frac{t}{s}\right)-\frac{t}{s}
$$

Definition 3 ([16]). The Mittag-Leffler function of two parameters $\alpha$ and $\beta$ is outlined by the following series:

$$
E_{\alpha, \beta}(t)=\sum_{k=0}^{\infty} \frac{t^{k}}{\Gamma(\alpha k+\beta)^{\prime}},
$$

where $\alpha, \beta>0$ and $t \in \mathbb{C}$.
Theorem 1 (Generalized Taylor's formula [14]). Suppose that $D_{*}^{k \alpha} f(x) \in C(0, b]$ for $k=$ $0,1,2, \cdots, n+1$, where $0<\alpha \leq 1$. Then, we can expand the function $f$ about the node $x_{0}$ as follows:

$$
\begin{equation*}
f(x)=\sum_{i=0}^{n} \frac{\left(x-x_{0}\right)^{i \alpha}}{\Gamma(i \alpha+1)} D_{*}^{i \alpha} f\left(x_{0}\right)+\frac{\left(x-x_{0}\right)^{(n+1) \alpha}}{\Gamma((n+1) \alpha+1)} D_{*}^{(n+1) \alpha} f(\xi), \tag{7}
\end{equation*}
$$

with $0<\xi<x, \forall x \in(0, b]$.
For more illustration, we can express the above expression of the function $f$ as follows:

$$
\begin{align*}
f(x)=f\left(x_{0}\right) & +\frac{\left(x-x_{0}\right)^{\alpha}}{\Gamma(\alpha+1)} D_{*}^{\alpha} f\left(x_{0}\right)+\frac{\left(x-x_{0}\right)^{2 \alpha}}{\Gamma(2 \alpha+1)} D_{*}^{2 \alpha} f\left(x_{0}\right)+\cdots \\
& +\frac{\left(x-x_{0}\right)^{n \alpha}}{\Gamma(n \alpha+1)} D_{*}^{n \alpha} f\left(x_{0}\right)+\frac{\left(x-x_{0}\right)^{(n+1) \alpha}}{\Gamma((n+1) \alpha+1)} D_{*}^{(n+1) \alpha} f(\xi) \tag{8}
\end{align*}
$$

## 3. Some Existing Numerical Methods

The aim of this section is to recall some existing numerical methods to deal with FIVPs. These methods are FEM and MFEM. Herein, we suppose that $t_{0}, t_{1}, t_{2}, \cdots, t_{n}$ are distinct points in the interval $[a, b]$ such that $a=t_{0}<t_{1}=t_{0}+h<t_{2}=t_{0}+2 h<\cdots<t_{n}=$ $t_{0}+n h=b$, where $h>0$ is the step size of the discretization. In particular, the authors in [14] developed a generalization of the classical Euler method by proposing a general formula for solving FIVPs (1) and (2). This formula can be described by:

$$
\begin{equation*}
y\left(t_{i+1}\right)=y\left(t_{i}\right)+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)+\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)} D_{*}^{2 \alpha} y(\xi) \tag{9}
\end{equation*}
$$

or approximately by:

$$
\begin{align*}
& w_{0}=y_{0} \\
& w_{i+1}=w_{i}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right) \tag{10}
\end{align*}
$$

for $i=0,1, \cdots, k-1$. More recently, the authors in [15] have successfully developed a new further modification for FEM, called MFEM, for solving FIVP (1) and (2). This formula can be expressed by:

$$
\begin{equation*}
y\left(t_{i+1}\right)=y\left(t_{i}\right)+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left(t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, y_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y_{i}\right)\right)+\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)}\left(D_{*}^{2 \alpha} y\right)(\xi) \tag{11}
\end{equation*}
$$

or approximately by:

$$
\begin{align*}
& w_{0}=y_{0} \\
& w_{i+1}=w_{i}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left(t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right) \tag{12}
\end{align*}
$$

for $i=1,2, \cdots, n-1$. Note that $y\left(t_{i}\right)$ denotes the exact solution of problems (1) and (2) at $t_{i}$, and $w_{i}$ denotes the numerical solution of the same problem at $t_{i}$.

In the next section, we aim to present two further numerical modifications for the above two formulas: the Improved Modified Fractional Euler Method 1 (IMFEM 1) and Improved Modified Fractional Euler Method 2 (IMFEM 2).

## 4. Novel Numerical Modifications for FEM and MFEM

With the aim of handling the classical version of problems (1) and (2), two small modifications to the classical Euler Method were proposed in [18]. These methods have confirmed their reliability and validity in dealing with the classical form of problems (1) and (2). In particular, it was declared in [18] that the numerical method that could be used to solve the classical form of problems (1) and (2) applies to the following formulas:

$$
\begin{equation*}
y_{n+1}=y_{n}+h f\left(x_{n}+\frac{h}{2}, y_{n}+\frac{h}{2} f\left(x_{n}, y_{n}+\frac{h}{2} f\left(x_{n}, y_{n}\right)\right)\right), n=0,1,2, \cdots \tag{13}
\end{equation*}
$$

and:

$$
\begin{equation*}
y_{n+1}=y_{n}+h f\left(x_{n}+\frac{h}{2}, y_{n}+\frac{h}{2} f\left(x_{n}, y_{n}+h f\left(x_{n}, y_{n}+h f\left(x_{n}, y_{n}\right)\right)\right)\right), n=0,1,2, \ldots \tag{14}
\end{equation*}
$$

Next, we will utilize the above two approximations for the purpose of establishing IMFEM 1 and IMFEM 2.

### 4.1. Improved Modified Fractional Euler Method 1

In view of approximation (13), we intend in this subsection to propose a new method called the Improved Modified Fractional Euler Method 1 (IMFEM 1) that would help one to solve the FIVPs (1) and (2). The IMFEM 1 represents an improvement of the well-known FEM and MFEM that is typically applied to deal with problems (1) and (2). For instance, to deal with such a problem, we first suppose that $0=t_{0}<t_{1}=t_{0}+h<t_{2}=t_{0}+2 h<$ $\cdots<t_{n}=t_{0}+n h=b$ in which the mesh points are $t_{i}=t_{0}+i h, i=1,2, \ldots, n$, with the step size $h=\frac{b-a}{n}$. Now, by using the first three terms of the generalized Taylor theorem given in Theorem 1, we can expand $y(t)$ about $t=t_{i}$ as follows:

$$
\begin{equation*}
y(t)=y\left(t_{i}\right)+\frac{D_{*}^{\alpha} y\left(t_{i}\right)}{\Gamma(\alpha+1)}\left(t-t_{i}\right)^{\alpha}+\frac{D_{*}^{2 \alpha} y(\xi)}{\Gamma(2 \alpha+1)}\left(t-t_{i}\right)^{2 \alpha} \tag{15}
\end{equation*}
$$

where $\xi \in(a, b)$. If one substitutes $t_{i+1}$ instead of $t$ in the above equality, we obtain:

$$
\begin{equation*}
y\left(t_{i+1}\right)=y\left(t_{i}\right)+\frac{D_{*}^{\alpha} y\left(t_{i}\right)}{\Gamma(\alpha+1)}\left(t_{i+1}-t_{i}\right)^{\alpha}+\frac{D_{*}^{2 \alpha} y(\xi)}{\Gamma(2 \alpha+1)}\left(t_{i+1}-t_{i}\right)^{2 \alpha} \tag{16}
\end{equation*}
$$

which immediately implies:

$$
\begin{equation*}
y\left(t_{i+1}\right)=y\left(t_{i}\right)+\frac{h^{\alpha}}{\Gamma(\alpha+1)} D_{*}^{\alpha} y\left(t_{i}\right)+\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)} D_{*}^{2 \alpha} y(\xi) \tag{17}
\end{equation*}
$$

Now, based on approximation (13), we can propose the following formula:

$$
\begin{align*}
y\left(t_{i+1}\right)=y\left(t_{i}\right) & +\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left\{t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)\right)\right\}  \tag{18}\\
& +\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)} D_{*}^{2 \alpha} y(\xi)
\end{align*}
$$

From now on, we shall use $y\left(t_{i}\right)$ to denote the exact solution of problems (1) and (2) at $t_{i}$, and $w_{i}$ to denote the numerical solution of the same problem at the same point, such that:

$$
\begin{aligned}
& w_{0}=y_{0}, \\
& w_{i+1}=w_{i}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left\{t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i+1}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right)\right\}, \\
& \text { for } i=0,1,2, \cdots, n-1 \text { (Algorithm } 1) .
\end{aligned}
$$

```
Algorithm 1 (IMFEM 1)
    Start
    Define function \(f(t, y)\)
    Read initial values of \(\left(t_{0}\right.\) and \(\left.y_{0}\right)\), the value of \((\alpha)\), number of steps \((n)\) and calculation
    point ( \(t_{n}\) )
    Calculate step size \(h=\left(t_{n}-t_{0}\right) / n\)
    Set \(i=0\)
    Loop
    \(y_{n}=y_{0}+\left(h^{\alpha} / \Gamma(\alpha+1)\right) f\left(t_{0}+\left(h^{\alpha} / 2 \Gamma(\alpha+1)\right), y_{0}+\left(h^{\alpha} / 2 \Gamma(\alpha+1)\right) f\left(t_{0}, y_{0}+\right.\right.\)
    \(\left.\left.\left(h^{\alpha} / 2 \Gamma(\alpha+1)\right) f\left(t_{0}, y_{0}\right)\right)\right)\)
    \(y_{0}=y_{n}\)
    \(i=i+1\)
    while \(i<n\) do
        Display \(y_{n}\) as result
    end while
    Stop
```

4.2. Improved Modified Fractional Euler Method 2 (IMFEM 2)

By following the same manner as in Section 4.1 and by using approximation (14) in (17), we can propose the following formula:

$$
\begin{align*}
y\left(t_{i+1}\right)=y\left(t_{i}\right) & +\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left\{t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right.\right.  \tag{20}\\
& \left.\left.+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)\right)\right)\right\}+\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)} D_{*}^{2 \alpha} y(\xi)
\end{align*}
$$

Similarly, $y\left(t_{i}\right)$ is used here to denote the exact solution of problems (1) and (2) at $t_{i}$, and $w_{i}$ is used to denote the numerical solution of the same problem, such that:

$$
\begin{align*}
w_{0}= & y_{0} \\
w_{i+1} & =w_{i}+\frac{h^{\alpha}}{\Gamma(\alpha+1)}  \tag{21}\\
& \times f\left(t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{\Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right)\right)\right),
\end{align*}
$$

for $i=0,1,2, \cdots, n-1$ (Algorithm 2).

```
Algorithm 2 (IMFEM 2)
    Start
    Define function \(f(t, y)\)
    Read initial values of ( \(t_{0}\) and \(y_{0}\) ), the value of ( \(\alpha\) ), number of steps ( \(n\) ) and calculation point \(\left(t_{n}\right)\)
    Calculate step size \(h=\left(t_{n}-t_{0}\right) / n\)
    Set \(i=0\)
    Loop
        \(y_{n}=y_{0}+\left(h^{\alpha} / \Gamma(\alpha+1)\right) f\left(t_{0}+\left(h^{\alpha} / 2 \Gamma(\alpha+1)\right), y_{0}+\left(\left(h^{\alpha} / 2 \Gamma(\alpha+1)\right)\right) \ldots\right.\)
            \(\left.{ }^{*} f\left(t_{0}, y_{0}+\left(\left(h^{\alpha} / 2 \Gamma(\alpha+1)\right)\right) f\left(t_{0}, y_{0}+\left(h^{\alpha} / \Gamma(\alpha+1)\right) f\left(t_{0}, y_{0}+\left(h^{\alpha} / \Gamma(\alpha+1)\right) f\left(t_{0}, y_{0}\right)\right)\right)\right)\right)\)
        \(y_{0}=y_{n}\)
        \(i=i+1\)
    while \(i<n\) do
        Display \(y_{n}\) as result
    end while
    Stop
```


## 5. Estimations of Error Bounds

In this section, we aim to estimate the error bounds gained from our proposed schemes established in approximations (19) and (21). Furthermore, we introduce some theoretical results that concern estimations of the upper bounds of the errors generated by the proposed schemes, IMFEM 1 and IMFEM 2.

Theorem 2 (The error bound of IMFEM 1). Suppose that $f$ is a continuous real-valued function satisfying the Lipschitz condition with constant $L$ on $D=[a, b] \times \mathbb{R}$, i.e.,

$$
\left|f\left(t, e_{1}\right)-f\left(t, e_{2}\right)\right| \leq L\left|e_{1}-e_{2}\right|
$$

Suppose that a constant $M$ exists with:

$$
\left|D_{*}^{n \alpha} y(t)\right| \leq M, \forall t \in[a, b]
$$

Then, we have:

$$
\left|y\left(t_{i}\right)-w_{i}\right| \leq \frac{\gamma}{\delta}\left(e^{i \delta}-1\right), \quad \forall i=0,1, \cdots, n
$$

where:

$$
\gamma=\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)} \text { and } \delta=\sum_{j=1}^{3} \frac{\left(h^{\alpha} L\right)^{j}}{2^{j-1}(\Gamma(\alpha+1))^{j}}
$$

Proof. In order to prove this result, we first subtract (19) from (18) to obtain:

$$
\begin{aligned}
y\left(t_{i+1}\right)-w_{i+1}=y\left(t_{i}\right)-w_{i} & +\frac{h^{\alpha}}{\Gamma(\alpha+1)}\left[f \left(t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right.\right.\right. \\
& \left.+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)\right)-f\left(t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right.\right. \\
& \left.\left.\left.\left.+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right)\right)\right)\right]+\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)} D_{*}^{2 \alpha} y(\xi) .
\end{aligned}
$$

By using the Lipschitz condition, we obtain:

$$
\begin{aligned}
& \left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{\alpha} L}{\Gamma(\alpha+1)} \\
& \times\left|y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)-w_{i}-\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right)\right)\right| \\
& +\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)}\left|D_{*}^{2 \alpha} y(\xi)\right|
\end{aligned}
$$

which implies:

$$
\begin{aligned}
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq & \left(1+\frac{h^{\alpha} L}{\Gamma(\alpha+1)}\right)\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{2 \alpha} L^{2}}{2(\Gamma(\alpha+1))^{2}}\left|y\left(t_{i}\right)-w_{i}\right| \\
& +\left(\frac{h^{2 \alpha} L^{2}}{2(\Gamma(\alpha+1))^{2}}\right)\left(\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}\right)\left|f\left(t_{i}, y\left(t_{i}\right)\right)-f\left(t_{i}, w_{i}\right)\right|+\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)}
\end{aligned}
$$

Immediately, we can have:

$$
\begin{aligned}
\mid y\left(t_{i+1}-w_{i+1} \mid \leq\right. & \left(1+\frac{h^{\alpha}}{\Gamma(\alpha+1)}+\frac{h^{2 \alpha} L^{2}}{2(\Gamma(\alpha+1))^{2}}\right)\left|y\left(t_{i}\right)-w_{i}\right| \\
& +\frac{h^{3 \alpha} L^{3}}{4(\Gamma(\alpha+1))^{3}}\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)}
\end{aligned}
$$

i.e.,

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq\left(1+\frac{h^{\alpha}}{\Gamma(\alpha+1)}+\frac{h^{2 \alpha} L^{2}}{2(\Gamma(\alpha+1))^{2}}+\frac{h^{3 \alpha} L^{3}}{4(\Gamma(\alpha+1))^{3}}\right)\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)}
$$

This means that:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq\left(1+\sum_{j=1}^{3} \frac{\left(h^{\alpha} L\right)^{j}}{2^{j-1}(\Gamma(\alpha+1))^{j}}\right)\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)}
$$

Now, by letting $\delta=\sum_{j=1}^{3} \frac{\left(h^{\alpha} L\right)^{j}}{2^{j-1}(\Gamma(\alpha+1))^{j}}, \gamma=\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)}$ and $a_{i}=\left|y\left(t_{i}\right)-w_{i}\right|$, we obtain:

$$
a_{i+1} \leq(1+\delta) a_{i}+\gamma, \text { for } i=1,2, \ldots, k
$$

Thus, by Lemma 2, we obtain:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq e^{(i+1) \delta}\left(a_{0}+\frac{\gamma}{\delta}\right)-\frac{\gamma}{\delta}
$$

which means that:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq e^{(i+1) \delta}\left(\left|y_{0}-w_{0}\right|+\frac{\gamma}{\delta}\right)-\frac{\gamma}{\delta} .
$$

However, since $\left|y_{0}-w_{0}\right|=0$, we have:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq \frac{\gamma}{\delta} e^{(i+1) \delta}-\frac{\gamma}{\delta},
$$

which gives:

$$
\left\lvert\, y\left(t_{i+1}-w_{i+1} \left\lvert\, \leq \frac{\gamma}{\delta}\left(e^{(i+1) \delta}-1\right)\right., \text { for } i=0,1,2, \cdots, k\right.\right.
$$

Theorem 3 (The error bound of IMFEM 2). Suppose that $f$ is a continuous real-valued function and satisfying Lipschitz condition with constant $L$ on $D=[a, b] \times \mathbb{R}$, i.e.,

$$
\left|f\left(t, e_{1}\right)-f\left(t, e_{2}\right)\right| \leq L\left|e_{1}-e_{2}\right|
$$

Suppose that a constant $M$ exists with:

$$
\left|D_{*}^{n \alpha} y(t)\right| \leq M, \quad \forall t \in[a, b]
$$

Then, we have:

$$
\left|y\left(t_{i}\right)-w_{i}\right| \leq \frac{\gamma}{\delta}\left(e^{i \delta}-1\right), \forall i=0,1, \cdots, n
$$

where:

$$
\gamma=\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)},
$$

and:

$$
\delta=\sum_{j=1}^{5} \frac{\left(h^{\alpha} L\right)^{j}}{2^{j-1}(\Gamma(\alpha+1))^{j}}
$$

Proof. To prove this result, we first subtract (21) from (20) to obtain:

$$
\begin{aligned}
y\left(t_{i+1}\right)-w_{i+1}= & y\left(t_{i}\right)-w_{i} \\
& +\frac{h^{\alpha}}{\Gamma(\alpha+1)}\left[f \left(t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right.\right.\right. \\
& \left.\left.+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)\right)\right)\right)\right) \\
& -f\left(t_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right.\right.\right. \\
& \left.\left.\left.\left.+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right)\right)\right)\right)\right] \\
& +\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)} D_{*}^{2 \alpha} y(\xi) .
\end{aligned}
$$

By using the Lipschitz condition, we obtain:

$$
\begin{aligned}
& \left.\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{\alpha} L}{\Gamma(\alpha+1)} \right\rvert\, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right. \\
& \left.\quad+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)\right)\right)\right) \\
& \left.\quad-w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right)\right)\right) \right\rvert\, \\
& \quad+\frac{h^{2 \alpha}}{\Gamma(2 \alpha+1)}\left|D_{*}^{2 \alpha} y(\xi)\right|
\end{aligned}
$$

which leads to the following inequality:

$$
\begin{aligned}
\mid y\left(t_{i+1}\right) & \left.-w_{i+1}\left|\leq\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{\alpha} L}{\Gamma(\alpha+1)}\right| y\left(t_{i}\right)-w_{i} \right\rvert\,+\left(\frac{h^{\alpha} L}{\Gamma(\alpha+1)}\right)\left(\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}\right) \\
& \times \left\lvert\, f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)\right)\right)\right)\right. \\
& \left.-f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right)\right)\right) \right\rvert\, \\
& +\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)} .
\end{aligned}
$$

Consequently, we have:

$$
\begin{aligned}
\mid y\left(t_{i+1}\right) & \left.-w_{i+1}\left|\leq\left(1+\frac{h^{\alpha} L}{\Gamma(\alpha+1)}\right)\right| y\left(t_{i}\right)-w_{i}\left|+\frac{h^{2 \alpha} L^{2}}{2(\Gamma(\alpha+1))^{2}}\right| y\left(t_{i}\right)-w_{i} \right\rvert\, \\
& +\left(\frac{h^{2 \alpha} L^{2}}{2(\Gamma(\alpha+1))^{2}}\right)\left(\frac{h^{\alpha}}{2 \Gamma(\alpha+1)}\right) \left\lvert\, f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, y\left(t_{i}\right)\right)\right)\right)\right. \\
& -f\left(t_{i}, \left.w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}+\frac{h^{\alpha}}{2 \Gamma(\alpha+1)} f\left(t_{i}, w_{i}\right)\right) \right\rvert\,+\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)} .\right.
\end{aligned}
$$

This means that:

$$
\begin{aligned}
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq & \left(1+\frac{h^{\alpha} L}{\Gamma(\alpha+1)}+\frac{h^{2 \alpha} L^{2}}{2(\Gamma(\alpha+1))^{2}}+\frac{h^{3 \alpha} L^{3}}{4(\Gamma(\alpha+1))^{3}}+\frac{h^{4 \alpha} L^{4}}{8(\Gamma(\alpha+1))^{4}}\right)\left|y\left(t_{i}\right)-w_{i}\right| \\
& +\frac{h^{5 \alpha} L^{5}}{16(\Gamma(\alpha+1))^{5}}\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)}
\end{aligned}
$$

In other words, we have:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq\left(1+\sum_{j=1}^{5} \frac{\left(h^{\alpha} L\right)^{j}}{2^{j-1}(\Gamma(\alpha+1))^{j}}\right)\left|y\left(t_{i}\right)-w_{i}\right|+\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)}
$$

Now, by letting $\delta=\sum_{j=1}^{5} \frac{\left(h^{\alpha} L\right)^{j}}{2^{j-1}(\Gamma(\alpha+1))^{j}}, \gamma=\frac{h^{2 \alpha} M}{\Gamma(2 \alpha+1)}$ and $a_{i}=\left|y\left(t_{i}\right)-w_{i}\right|$, we obtain:

$$
a_{i+1} \leq(1+\delta) a_{i}+\gamma
$$

for $i=0,1,2, \cdots, k$. Thus, by Lemma 2 , we obtain:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq e^{(i+1) \delta}\left(a_{0}+\frac{\gamma}{\delta}\right)-\frac{\gamma}{\delta^{\prime}}
$$

which means that:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq e^{(i+1) \delta}\left(\left|y_{0}-w_{0}\right|+\frac{\gamma}{\delta}\right)-\frac{\gamma}{\delta}
$$

But since $\left|y_{0}-w_{0}\right|=0$, we have:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq \frac{\gamma}{\delta} e^{(i+1)}-\frac{\gamma}{\delta}
$$

which gives:

$$
\left|y\left(t_{i+1}\right)-w_{i+1}\right| \leq \frac{\gamma}{\delta}\left(e^{(i+1) \delta}-1\right)
$$

for $i=1,2, \cdots, k$, and this completes the proof.

## 6. Numerical Simulations

Three numerical examples are provided in this section to demonstrate the efficiency of the suggested methodology. In particular, the solutions generated by FEM, MFEM, IMFEM 1 , and IMFEM 2, are displayed for a range of $\alpha$. The solutions' behaviors produced by the proposed techniques seem to be dependent on the values of $\alpha$, and the approximation's accuracy seems to be correlated with the step size $h$.

Example 1. Consider the following FIVP:

$$
\begin{equation*}
D_{*}^{\alpha} y(t)=-y(t), \quad y(0)=1, \quad t>0 \tag{22}
\end{equation*}
$$

where $0<\alpha \leq 1$. Note that the exact solution of the above problem is $y(t)=E_{\alpha, 1}\left(-t^{\alpha}\right)$. However, to deal with such a problem, we apply Formulas (19) and (21). This would produce Figure 1, which includes a numerical comparison between the numerical solutions of problem (22) gained by using FEM, MFEM, IMFEM 1, and IMFEM 2 according to $\alpha=0.9$ and $h=0.1$.


Figure 1. Numerical solutions of problem (22) using FEM, MFEM, IMFEM 1, and IMFEM 2 when $h=0.1$ and $\alpha=0.9$.

For more illustration, we plotted below Figure 2 and produced Table 1; both show a strong contrast in absolute error values for the numerical solutions between the four schemes in favor of our proposed schemes.

Based on the previous numerical simulations, it can be noticed that the IMFEM 2 solution is closer to the exact solution than any solution generated by the considered methods.


Figure 2. Absolute errors between the exact and numerical solutions of problem (22).

Table 1. Absolute error values between the exact and numerical solutions of problem (22).

| $\boldsymbol{t}$ | FEM | MFEM | IMFEM 1 | IMFEM 2 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 0.1 | 0.021739 | 0.005928 | 0.004831 | 0.004548 |
| 0.2 | 0.082124 | 0.056370 | 0.054565 | 0.054099 |
| 0.3 | 0.135733 | 0.104270 | 0.102043 | 0.101468 |
| 0.4 | 0.179022 | 0.144854 | 0.142410 | 0.141779 |
| 0.5 | 0.212368 | 0.177582 | 0.175068 | 0.174418 |
| 0.6 | 0.237075 | 0.203074 | 0.200592 | 0.199950 |
| 0.7 | 0.254595 | 0.222284 | 0.219901 | 0.219284 |
| 0.8 | 0.266279 | 0.236199 | 0.233958 | 0.233378 |
| 0.9 | 0.273306 | 0.245740 | 0.243666 | 0.243127 |

Example 2. Consider the following FIVP:

$$
\begin{equation*}
D_{*}^{\alpha} y(t)=\frac{2}{\Gamma(3-\alpha)} t^{2-\alpha}-\frac{1}{\Gamma(2-\alpha)} t^{1-\alpha}-y(t)+t^{2}-t, y(0)=0, \quad t>0 \tag{23}
\end{equation*}
$$

where $0<\alpha \leq 1$. The exact solution of the above problem is $y(t)=t^{2}-t$. Herein, we applied Formulas (19) and (21) to solve problem (23), and hence generated Figure 3. The figure illustrates the numerical solutions of the considered problem generated by using FEM, MFEM, IMFEM 1, and IMFEM 2 according to $\alpha=0.75$ and $h=0.1$.

In order to take a look at the absolute error values for the numerical solutions generated by FEM, MFEM, IMFEM 1, and IMFEM 2, we plotted Figure 4 and produced Table 2.


Figure 3. Numerical solutions of problem (23) using FEM, MFEM, IMFEM 1, and IMFEM 2 when $h=0.1$ and $\alpha=0.75$.


Figure 4. Absolute error between the exact and numerical solutions of problem (23).
Table 2. Absolute error values between the exact and numerical solutions of problem (23).

| $t$ | FEM | MFEM | IMFEM 1 | IMFEM 2 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 0.1 | 0.010000 | 0.000250 | 0.000000 | 0.000000 |
| 0.2 | 0.019000 | 0.000476 | 0.000050 | 0.000048 |
| 0.3 | 0.027100 | 0.000681 | 0.000145 | 0.000141 |
| 0.4 | 0.034390 | 0.000866 | 0.000281 | 0.000275 |
| 0.5 | 0.040951 | 0.001034 | 0.000455 | 0.000451 |
| 0.6 | 0.046856 | 0.001186 | 0.000661 | 0.000656 |
| 0.7 | 0.052170 | 0.001323 | 0.000898 | 0.000893 |
| 0.8 | 0.056953 | 0.001447 | 0.001163 | 0.001158 |
| 0.9 | 0.061258 | 0.001560 | 0.001452 | 0.001447 |

In view of the previous numerical results, one can clearly observe that the accuracies of the proposed two methods, IMFEM 1 and IMFEM 2, are better than those of the solutions obtained by FEM and MFEM.

Example 3. Consider the following FIVP:

$$
\begin{equation*}
D_{*}^{\alpha} y(t)+2(y(t))^{2}=\Gamma(\alpha+2) t+2\left(t^{\alpha+1}\right)^{2}, y(0)=0, t>0, \tag{24}
\end{equation*}
$$

where $0<\alpha \leq 1$. The exact solution to the above problem is given by $y(t)=t^{\alpha+1}$. In a similar manner to the previous two examples, we applied Formulas (19) and (21) to solve this problem. As a result, Figure 5 was then generated, which illustrates the numerical solutions of such a problem using FEM, MFEM, IMFEM 1, and IMFEM 2 with $\alpha=0.5$ and $h=0.1$. In the same regard, we plotted Figure 6 and produced Table 3 for the purpose of highlighting the absolute error values for the numerical solutions generated by all considered methods.


Figure 5. Numerical solution of problem (3) using FEM, MFEM, IMFEM 1, and IMFEM 2 when $h=0.1$ and $\alpha=0.5$.


Figure 6. Absolute error between the exact and numerical solutions of problem (3).

Table 3. Absolute error values between the exact and numerical solutions of problem (3).

| $\boldsymbol{t}$ | FEM | MFEM | IMFEM 1 | IMFEM 2 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 0.1 | 0.010471 | 0.000182 | 0.000182 | 0.000006 |
| 0.2 | 0.021106 | 0.000220 | 0.000220 | 0.000132 |
| 0.3 | 0.031330 | 0.000529 | 0.000529 | 0.000001 |
| 0.4 | 0.040422 | 0.001410 | 0.001408 | 0.000687 |
| 0.5 | 0.047497 | 0.003117 | 0.003104 | 0.002128 |
| 0.6 | 0.051641 | 0.005827 | 0.005769 | 0.004374 |
| 0.7 | 0.052161 | 0.009610 | 0.009420 | 0.007274 |
| 0.8 | 0.048877 | 0.014422 | 0.013915 | 0.010464 |
| 0.9 | 0.042377 | 0.020140 | 0.018993 | 0.013418 |

Clearly, one can note that the numerical solutions generated by the presented methods are closer to the exact solution than that of the numerical solutions generated by other considered methods. Thus, we conclude the importance of the presented methods in gaining reasonable accuracy when dealing with FIVPs.

## 7. Conclusions

In order to address the fractional initial value problems, this study aimed to develop two novel numerical approaches referring to the Fractional Euler Method (FEM) and the Modified Fractional Euler Method (MFEM). These approaches, which are called the Improved Modified Fractional Euler Method 1 (IMFEM 1) and Improved Modified Fractional Euler Method 2 (IMFEM 2), are regarded as two numerical adaptations aimed to increase the accuracy of FEM and MFEM. The resulting error bounds of the suggested strategies have been estimated using specific theoretical results. It should be noted, in this regard, that expressing approximate solutions generated by using our proposed algorithms when we deal with certain nonlinear multi-term complicated initial value problems may be regarded as the most important limitations of these algorithms. In spite of the existence of this notion, the IMFEM 2 has yielded, based on several numerical comparisons, high accuracy solutions to the linear and nonlinear fractional initial value problems in comparison with all other considered methods, followed by IMFEM 1, then MFEM, and finally FEM. This would allow one to apply our proposed methods to several problems such as the problems of solving fractional partial differential equations, systems of fractional differential equations, epidemic models, and many others.
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