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#### Abstract

In this paper, a vaccination model for SARS-CoV-2 variants is proposed and is studied using fractional differential operators involving a non-singular kernel. It is worth mentioning that variability in transmission rates occurs because of the particular population that is vaccinated, and hence, the asymptomatic infected classes are classified on the basis of their vaccination history. Using the Banach contraction principle and the Arzela-Ascoli theorem, existence and uniqueness results for the proposed model are presented. Two different numerical approaches, the fractional Euler and Lagrange polynomial methods, are employed to approximate the model's solution. The model is then fitted to data associated with COVID-19 deaths in Pakistan between 1 January 2022 and 10 April 2022. It is concluded that our model is much aligned with the data when the order of the fractional derivative $\zeta=0.96$. The two different approaches are then compared with different step sizes. It is observed that they behave alike for small step sizes and exhibit different behaviour for larger step sizes. Based on the numerical assessment of the model presented herein, the impact of vaccination and the fractional order are highlighted. It is also noted that vaccination could remarkably decrease the spikes of different emerging variants of SARS-CoV-2 within the population.
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## 1. Introduction

In recent years, different variants of "Severe Acute Respiratory Syndrome CoronaVirus 2 (SARS-CoV-2)" have appeared in different parts of the world [1]. The mutated variants have also been associated with an increase in SARS-CoV-2 cases [1]. In addition to the different preventive mechanisms against SARS-CoV-2, several vaccines have also been developed to fight the disease [2,3]. It was observed that many of the vaccines possess high effectiveness against emerging SARS-CoV-2 variants [3]. Recently, many epidemiological studies have investigated the efficacy of current SARS-CoV-2 vaccines against variants of concern (VOCs) [4-9]. For instance, Tang et al. [4] studied the effectiveness of the Pfizer and Moderna vaccines against the SARS-CoV-2 Delta variant in Qatar. They reported that those who are fully vaccinated with any of the two vaccines have at least $51.9 \%$ protection against the Delta variant. Similarly, on the basis of the studies conducted in the United Kingdom [5], Canada [6], the USA [7-9], and Israel [10], it was observed that the Pfizer and Moderna vaccines showed 39-75\% effectiveness against the SARS-CoV-2 variants. Many
countries have achieved more than $80 \%$ vaccination coverage; however, Pakistan is among the countries with the lowest record of complete vaccination coverage.

On the other hand, the role of mathematical modelling in proposing different viable solutions to governments and policymakers to fight against infectious diseases has become very significant. The classical mathematical models of the integer-order derivatives have been employed in studying infectious diseases [11-16]. For instance, Ali et al. [11] proposed an avian influenza model with asymptomatic carriers and analyzed it using a spectral method. Additionally, Bonyah et al. [12] investigated a mathematical model for dengue fever and Zika virus co-dynamics. Rihan and Alsakaji [13] designed a COVID-19 infection model with asymptomatic infected and interacting people. The authors [14] investigated a COVID-19 model with time delay. Most of these models have deficiencies and limitations, as their formulations are based on the classical integer-order derivative, which lacks the history of the disease. To overcome these problems, methodologies involving fractional differential operators with non-local and non-singular kernels are being studied.

In the study of epidemiological models, the use of fractional-order differential equations plays a vital role in obtaining results that are more realistic. Riemann-Liouville and Caputo introduced fractional operators that relied on a power-law kernel. These definitions have some limitations when applied to the study of biological processes [17-19]. To overcome these shortcomings, Caputo and Fabrizio (CF) [20] and Atangana and Baleanu (AB) [21] proposed operators whose kernels involve the exponential and Mittag-Leffler functions, respectively. These operators have been successfully applied in the modeling of different real-life phenomena [21]. Note that the Caputo-Fabrizio derivative has its own merits but fails to handle complex models, whereas the Atangana-Baleanu derivative works well for modelling complex real-life phenomena [22-26].

Although many methods have been developed to approximate the solutions of fractional differential equations [27-29], to the best of our knowledge, a comparative study of the behaviour of two-step Lagrange polynomial and fractional Euler schemes has not yet been considered. This paper aims to do so with the help of a well-formulated mathematical model for dual strains of SARS-CoV-2. The model is also investigated using real data and simulated to suggest various control mechanisms against SARS-CoV-2 variants. The AB derivative is applied to study the proposed model in this paper. We believe that our findings in this paper will provide better insights to policymakers and health agencies in overcoming not only SARS-CoV-2 variants but also other vaccine-preventable diseases in the future.

The main contributions of this paper are:
(i). The consideration and analysis of a novel model for SARS-CoV-2 with two variants. The new model incorporates variability in transmission due to vaccination history;
(ii). The study of necessary conditions for the existence and uniqueness of the solution of the model;
(iii). The provision of proof of the Ulam-Hyers stability result;
(iv). The evaluation of the fractional system numerically using the two-step Lagrange polynomial and fractional Euler methods;
(v). Highlighting the impact of vaccination and the fractional-order derivative.

Definition 1. Let $f \in H^{1}\left(a_{1}, a_{2}\right)$ with $a_{2}>a_{1}$, and $\zeta \in[0,1]$. The Atangana-Baleanu fractional derivative of $f$ of order $\zeta$ in the Caputo sense is defined by

$$
{ }_{a}^{A B C} D_{t}^{\zeta} f(t)=\frac{\mathcal{F}(\zeta)}{(1-\zeta)} \int_{a_{1}}^{t} \frac{d f(\varrho)}{d \varrho} E_{\zeta}\left[-\zeta \frac{(t-\varrho)^{\zeta}}{1-\zeta}\right] d \varrho
$$

where $\mathcal{F}(\zeta)=(1-\zeta)+\frac{\zeta}{\Gamma(\zeta)}$ is a normalization function satisfying $\mathcal{F}(0)=\mathcal{F}(1)=1$ and $E_{\zeta}$ (.) is the Mittag-Leffler function given by

$$
E_{\zeta}(t)=\sum_{k=0}^{\infty} \frac{t^{k}}{\Gamma(\zeta k+1)}, \quad \zeta>0
$$

Definition 2 ([21]). The Atangana-Baleanu integral of $f$ (in the Caputo sense) of order $\zeta$ is defined by

$$
{ }_{a_{1}}^{A B C} I_{t}^{\zeta} f(t)=\frac{1-\zeta}{\mathcal{F}(\zeta)} f(t)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{a_{1}}^{t} f(\varrho)(t-\varrho)^{\zeta-1} d \varrho .
$$

Definition 3 ([21]). The Laplace transform of the Atangana-Baleanu fractional derivative of $f$ of order $\zeta$ in the Caputo sense is given by

$$
\mathcal{L}\left\{{ }_{a_{1}}^{A B C} D_{t}^{\zeta} f(t)\right\}=\mathcal{F}(\zeta) \frac{s^{\zeta} \mathcal{L}\{f(t)\}-s^{\zeta-1} f\left(a_{1}\right)}{s^{\zeta}(1-\zeta)+\zeta}
$$

where $\mathcal{L}$ is the Laplace transform operator.
Definition 4 ([30]). The Laplace transform of the Mittag-Leffler function $E_{\zeta}$ (.) is given by

$$
\mathcal{L}\left\{E_{\zeta}\left(-\theta t^{\zeta}\right)\right\}=\frac{s^{\zeta-1}}{s^{\zeta}+\theta}, \text { where } \theta \in \mathbb{R}
$$

## 2. Model Formulation

At any given time, $t$, the total human population $\mathcal{N}$ consists of the following mutually exclusive classes: $\mathcal{S}(t)$ : susceptible or infected individuals; $\mathcal{V}(t)$ : individuals vaccinated against SARS-CoV-2; $\mathcal{I}_{1}(t)$ : individuals infected with the Delta variant; $\mathcal{I}_{2}(t)$ : individuals with Omicron variants (asymptomatic); $I_{1}^{v}(t)$ : individuals infected with the Delta variant; $I_{2}^{v}(t)$ : individuals infected with the Omicron variant (asymptomatic) coming from the vaccinated class; $\mathcal{H}_{1}(t)$ : individuals infected with the Delta variant (symptomatic); $\mathcal{H}_{2}(t)$ : individuals with Omicron variants (symptomatic); and $\mathcal{R}_{1}(t)$ and $\mathcal{R}_{2}(t)$ : individuals who have recovered from the Delta and Omicron variants, respectively. Unvaccinated persons are recruited into the population at the rate $(1-\xi) \Psi$, with $\xi$ representing the vaccination rate. Individuals in an unvaccinated state contract the Delta SARS-CoV-2 variant at the rate $\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{\mathcal{O}}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}$. They also acquire the Omicron variant at the rate $\frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}$. Individuals in this class are vaccinated at the rate $\gamma$. Natural death occurs at the rate $\vartheta$. When immunity is lost, individuals recovered from Delta or Omicron return to a susceptible state at the rate $\eta_{1}$ or $\eta_{2}$. Vaccinated persons are recruited into the population at the rate $\xi \Psi$. Individuals in the vaccinated state could contract Delta variant at the rate $(1-\psi) \frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}$, where $\psi$ is the vaccine's effectiveness against Delta variant. Individuals in this state could also contract an infection of the Omicron variant at the rate $(1-\omega) \frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}$, where $\omega$ is the vaccine's effectiveness against the Omicron variant. The parameters describing the flows from one epidemiological state to the other are given in Table 1. In this model, strain 1 denotes the Delta variant, while strain 2 denotes the Omicron variant. Additionally, vaccinated susceptible individuals (also assumed to have completed two doses of the available vaccines) have a reduced rate of infection with both variants, although with higher efficacy against the Delta variant [4]. It is also assumed that vaccinated individuals who become infected with strain 2 have a reduced transmissibility rate relative to unvaccinated infected individuals. Furthermore, it is further assumed that immigrants into the population have completed their vaccination dosage.

Table 1. Parameters describing the flows in Model (1).

| Parameter | Description | Value | Source |
| :---: | :---: | :---: | :---: |
| $\psi$ | Vaccine efficacy against the Delta SARS-CoV-2 variant | 0.80 | [4] |
| $\omega$ | Vaccine efficacy against the Omicron SARS-CoV-2 variant | 0.57 | Assumed |
| $\eta_{1}, \eta_{2}$ | Loss of infection-acquired immunity for Delta and Omicron variants, respectively | 0.01 | Assumed |
| $\phi_{1 v}, \phi_{2 v}$ | Modification parameters accounting for the reduced transmission rate of individuals in $I_{1}^{v}$ and $I_{2}^{v}$ classes | 0.6-1.0 | Assumed |
| $\theta_{1}, \theta_{2}$ | Modification parameters accounting for increased transmission rate of symptomatic individuals in $\mathcal{H}_{1}$ and $\mathcal{H}_{1}$, respectively | 1.2 | Inferred from [3] |
| $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ | Progression rates | $\frac{1}{14}$ | [31] |
| $\tau_{1}, \tau_{2}, q_{1}, q_{2}, q_{3}, q_{4}$ | Recovery rates | $\frac{1}{15}$ | [32] |
| $\beta_{1}$ | Contact rate for Delta variant transmission | 0.1940 | Fitted |
| $\beta_{2}$ | Contact rate for Omicron variant transmission | 0.1043 | Fitted |
| $\delta_{1}$ | Delta-variant-induced death rate | $6.0461 \times 10^{-5}$ | Fitted |
| $\delta_{2}$ | Omicron-variant-induced death rate | $1.2295 \times 10^{-7}$ | Fitted |
| $\Psi$ | Recruitment rate for individuals | $\frac{231,402,116}{67.27 \times 365}$ | [33] |
| $\xi$ | Fraction of vaccinated individuals | 0.5 | Assumed |
| $\gamma$ | Vaccination rate | 0.05 | Assumed |
| $\vartheta$ | Natural death rate | $\frac{1}{67.27 \times 365}$ | [33] |
| $\mathcal{R}_{0 D}$ | Delta-variant-associated reproduction number | 1.9795 | Fitted |
| $\mathcal{R}_{0 M}$ | Omicron-variant-associated reproduction number | 1.0846 | Fitted |

The set of equations for the fractional order system is given by:

$$
\begin{align*}
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{S}(t)=(1-\xi) \Psi-\left(\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}+\frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}\right)}{\mathcal{N}}+\gamma+\vartheta\right) \mathcal{S}(t)+\eta_{1} \mathcal{R}_{1}(t)+\eta_{2} \mathcal{R}_{2}(t), \\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{V}(t)=\xi \Psi+\gamma \mathcal{S}(t)-\left[(1-\psi)\left(\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}\right)+(1-\omega)\left(\frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}\right)+\vartheta\right] \mathcal{V}(t), \\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{I}_{1}(t)=\left(\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}\right) \mathcal{S}(t)-\left(\alpha_{1}+\varrho_{1}+\vartheta\right) \mathcal{I}_{1}(t), \\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{I}_{1}^{v}(t)=(1-\psi)\left(\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}\right) \mathcal{V}(t)-\left(\alpha_{2}+q_{1}+\vartheta\right) \mathcal{I}_{1}^{v}(t), \\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{H}_{1}(t)=\alpha_{1} \mathcal{I}_{1}(t)+\alpha_{2} \mathcal{I}_{1}^{v}(t)-\left(q_{2}+\delta_{1}+\vartheta\right) \mathcal{H}_{1}(t),  \tag{1}\\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{R}_{1}(t)=\tau_{1} \mathcal{I}_{1}(t)+q_{1} \mathcal{I}_{1}^{v}(t)+q_{2} \mathcal{H}_{1}(t)-\left(\vartheta+\eta_{1}\right) \mathcal{R}_{1}(t), \\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{I}_{2}(t)=\left(\frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}\right) \mathcal{S}(t)-\left(\alpha_{3}+\varrho_{2}+\vartheta\right) \mathcal{I}_{2}(t), \\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{I}_{2}^{v}(t)=(1-\omega)\left(\frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}\right) \mathcal{V}(t)-\left(\alpha_{4}+q_{3}+\vartheta\right) \mathcal{I}_{2}^{v}(t), \\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{H}_{2}(t)=\alpha_{3} \mathcal{I}_{2}(t)+\alpha_{4} \mathcal{I}_{2}^{v}(t)-\left(q_{4}+\delta_{2}+\vartheta\right) \mathcal{H}_{2}(t), \\
& { }_{0}^{A B C} D_{t}^{\zeta} \mathcal{R}_{2}(t)=\tau_{2} \mathcal{I}_{2}(t)+q_{3} \mathcal{I}_{2}^{v}(t)+q_{4} \mathcal{H}_{2}(t)-\left(\vartheta+\eta_{2}\right) \mathcal{R}_{2}(t) .
\end{align*}
$$

System (1) can be represented in a compact form given as:

$$
\begin{cases}{ }_{0}^{A B C} D_{t}^{\zeta} K(t) & =\mathcal{K}(t, K(t))  \tag{2}\\ K(0) & =K_{0}\end{cases}
$$

where the vector $K(t)=\left(\mathcal{S}(t) \quad \mathcal{V}(t) \quad \mathcal{I}_{1}(t) \quad \mathcal{I}_{1}^{v}(t) \quad \mathcal{H}_{1}(t) \quad \mathcal{R}_{1}(t) \quad \mathcal{I}_{2}(t) \quad \mathcal{I}_{2}^{v}(t) \quad \mathcal{H}_{2}(t) \quad \mathcal{R}_{2}(t)\right)^{T} \in$ $\mathbb{R}^{10}$, for $t \in \mathcal{J}=[0, b]$. That is, we have the function $K: J \rightarrow \mathbb{R}^{10}$. Additionally, $\mathcal{K}: \mathcal{J} \times \mathbb{R}^{10} \rightarrow$ $\mathbb{R}^{10}$ defines a function where

$$
\begin{align*}
\mathcal{K}_{1}(t, K(t)) & =(1-\xi) \Psi-\left(\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}+\frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}+\gamma+\vartheta\right) \mathcal{S}(t) \\
& +\eta_{1} \mathcal{R}_{1}(t)+\eta_{2} \mathcal{R}_{2}(t), \\
\mathcal{K}_{2}(t, K(t)) & =\xi \Psi+\gamma \mathcal{S}(t)-\left[(1-\psi)\left(\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}\right)+(1-\omega)\left(\frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}\right)+\vartheta\right] \mathcal{V}(t), \\
\mathcal{K}_{3}(t, K(t)) & =\left(\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}\right) \mathcal{S}(t)-\left(\alpha_{1}+\tau_{1}+\vartheta\right) \mathcal{I}_{1}(t), \\
\mathcal{K}_{4}(t, K(t)) & =(1-\psi)\left(\frac{\beta_{1}\left(\mathcal{I}_{1}(t)+\phi_{1 v} \mathcal{I}_{1}^{v}(t)+\theta_{1} \mathcal{H}_{1}(t)\right)}{\mathcal{N}(t)}\right) \mathcal{V}(t)-\left(\alpha_{2}+q_{1}+\vartheta\right) \mathcal{I}_{1}^{v}(t), \\
\mathcal{K}_{5}(t, K(t)) & =\alpha_{1} \mathcal{I}_{1}(t)+\alpha_{2} \mathcal{I}_{1}^{v}(t)-\left(q_{2}+\delta_{1}+\vartheta\right) \mathcal{H}_{1}(t),  \tag{3}\\
\mathcal{K}_{6}(t, K(t)) & =\tau_{1} \mathcal{I}_{1}(t)+q_{1} \mathcal{I}_{1}^{v}(t)+q_{2} \mathcal{H}_{1}(t)-\left(\vartheta+\eta_{1}\right) \mathcal{R}_{1}(t), \\
\mathcal{K}_{7}(t, K(t)) & =\left(\frac{\beta_{2}\left(\mathcal{I}_{2}+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}\right) \mathcal{S}(t)-\left(\alpha_{3}+\tau_{2}+\vartheta\right) \mathcal{I}_{2}(t), \\
\mathcal{K}_{8}(t, K(t)) & =(1-\omega)\left(\frac{\beta_{2}\left(\mathcal{I}_{2}(t)+\phi_{2 v} \mathcal{I}_{2}^{v}(t)+\theta_{2} \mathcal{H}_{2}(t)\right)}{\mathcal{N}(t)}\right) \mathcal{V}(t)-\left(\alpha_{4}+q_{3}+\vartheta\right) \mathcal{I}_{2}^{v}(t), \\
\mathcal{K}_{9}(t, K(t)) & =\alpha_{3} \mathcal{I}_{2}(t)+\alpha_{4} \mathcal{I}_{2}^{v}(t)-\left(q_{4}+\delta_{2}+\vartheta\right) \mathcal{H}_{2}(t), \\
\mathcal{K}_{10}(t, K(t)) & =\tau_{2} \mathcal{I}_{2}(t)+q_{3} \mathcal{I}_{2}^{v}(t)+q_{4} \mathcal{H}_{2}(t)-\left(\vartheta+\eta_{2}\right) \mathcal{R}_{2}(t) .
\end{align*}
$$

System (3) can be transformed to the Volterra integral equation given by

$$
\begin{equation*}
K(t)=K(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}(t, K(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, K(\varrho)) d \varrho . \tag{4}
\end{equation*}
$$

## Model's Basic Properties

## Theorem 1. The closed set

$$
\begin{aligned}
& \mathcal{D}=\left\{\left(\mathcal{S}(t), \mathcal{V}(t), \mathcal{I}_{1}(t), \mathcal{I}_{1}^{v}(t), \mathcal{H}_{1}(t), \mathcal{R}_{1}(t), \mathcal{I}_{2}(t), \mathcal{I}_{2}^{v}(t), \mathcal{H}_{2}(t), \mathcal{R}_{2}(t)\right) \in \mathfrak{R}_{+}^{10}:\right. \\
&\left.\mathcal{S}(t)+\mathcal{V}(t)+\mathcal{I}_{1}(t)+\mathcal{I}_{1}^{v}(t)+\mathcal{H}_{1}(t)+\mathcal{R}_{1}(t)+\mathcal{I}_{2}(t)+\mathcal{I}_{2}^{v}(t)+\mathcal{H}_{2}(t)+\mathcal{R}_{2}(t) \leq \frac{\Psi}{v}\right\}
\end{aligned}
$$

is positively invariant relative to System (1).
Proof. If all equations in System (1) are added, then we obtain that

$$
\begin{equation*}
{ }_{0}^{A B C} D_{t}^{\zeta} \mathcal{N}(t)=\Psi-\vartheta \mathcal{N}(t)-\left(\delta_{1} \mathcal{H}_{1}(t)+\delta_{2} \mathcal{H}_{2}(t)\right) \tag{5}
\end{equation*}
$$

which could be written as

$$
\begin{equation*}
{ }_{0}^{A B C} D_{t}^{\zeta} \mathcal{N}(t) \leq \Psi-\vartheta \mathcal{N}(t) \tag{6}
\end{equation*}
$$

Upon applying the Laplace transform of the AB derivative to (6), we obtain

$$
\mathcal{F}(\zeta) \frac{s^{\zeta} \mathcal{L}\{\mathcal{N}(t)\}-s^{\zeta-1} \mathcal{N}(0)}{s^{\zeta}(1-\zeta)+\zeta} \leq \mathcal{L}\{\Psi-\vartheta \mathcal{N}(t)\}
$$

which can be written as

$$
\begin{aligned}
\mathcal{L}\{\mathcal{N}(t)\} & \leq \frac{\mathcal{F}(\zeta) s^{\zeta} \mathcal{N}(0)+\left[s^{\zeta}(1-\zeta)+\zeta\right] \Psi}{s\left\{[\mathcal{F}(\zeta)+\vartheta(1-\zeta)] s^{\zeta}+\vartheta \zeta\right\}} \\
& =\frac{\Psi}{\vartheta s}+\frac{\mathcal{F}(\zeta) \mathcal{N}(0)}{\lambda} \frac{s^{\zeta-1}}{s^{\zeta}+\frac{\vartheta \zeta}{\lambda}}+\frac{(1-\zeta) \Psi}{\lambda} \frac{s^{\zeta-1}}{s^{\zeta}+\frac{\vartheta \zeta}{\lambda}}-\frac{\Psi}{\vartheta} \frac{s^{\zeta-1}}{s^{\zeta}+\frac{\vartheta \zeta}{\lambda}}
\end{aligned}
$$

where $\lambda=[\mathcal{F}(\zeta)+\vartheta(1-\zeta)]$.

On taking the inverse Laplace transform of both sides of the above inequality, we have

$$
\mathcal{N}(t) \leq \frac{\Psi}{\vartheta}+\frac{\mathcal{F}(\zeta) \mathcal{N}(0)}{\lambda} E_{\zeta}\left(-\frac{\vartheta \zeta}{\lambda} t^{\zeta}\right)+\frac{(1-\zeta) \Psi}{\lambda} E_{\zeta}\left(-\frac{\vartheta \zeta}{\lambda} t^{\zeta}\right)-\frac{\Psi}{\vartheta} E_{\zeta}\left(-\frac{\vartheta \zeta}{\lambda} t^{\zeta}\right) .
$$

Due to the asymptotic nature of the Mittag-Leffler function [30], we have $\mathcal{N}(t) \leq \frac{\Psi}{\vartheta}$ as $t \rightarrow \infty$. Thus, System (1) is positively invariant. The schematic diagram is given in Figure 1.


Figure 1. Schematic diagram of $\operatorname{Model}(1)$, with $\lambda_{1}=\left(\frac{\beta_{1}\left(\mathcal{I}_{1}+\phi_{10} \mathcal{I}_{1}^{p}+\theta_{1} \mathcal{H}_{1}\right)}{\mathcal{N}}\right), \lambda_{2}=\left(\frac{\beta_{2}\left(\mathcal{I}_{2}+\phi_{2} \mathcal{I}_{2}^{v}+\theta_{2} \mathcal{H}_{2}\right)}{\mathcal{N}}\right)$.

## 3. Existence and Uniqueness of the Solution

### 3.1. Existence

In this section, we will study the necessary conditions for the existence of solutions of the model. Consider a Banach space $\mathbb{E}=\mathcal{C}\left[\mathcal{J}, \mathbb{R}^{10}\right]$ equipped with the norm

$$
\|\Phi\|=\sup _{t \in \mathcal{J}}|\Phi(t)|,
$$

where, $|\Phi(t)|=\left|\Phi_{1}(t)\right|+\left|\Phi_{2}(t)\right|+\left|\Phi_{3}(t)\right|+\left|\Phi_{4}(t)\right|+\left|\Phi_{5}(t)\right|+\left|\Phi_{6}(t)\right|+\left|\Phi_{7}(t)\right|+\left|\Phi_{8}(t)\right|$ $+\left|\Phi_{9}(t)\right|+\left|\Phi_{10}(t)\right|$. Norms on $\mathcal{C}\left(\left[\mathcal{J}, \mathbb{R}^{10}\right]\right)$ or $\mathcal{C}([\mathcal{J}, \mathbb{R})$ will be clear from the context.

Theorem 2 ([34]). Let $M$ be a non-empty closed, bounded, and convex subset in a Banach space $\mathbb{E}=\mathcal{C}\left(\left[\mathcal{J}, \mathbb{R}^{10}\right]\right)$. If $P_{1}, P_{2}: M \rightarrow E$ are two operators satisfying the following:
(i). $\quad P_{1} \Phi_{1}+P_{2} \Phi_{2} \in M$, whenever $\Phi_{1}, \Phi_{2} \in M$;
(ii). $P_{2}$ is a contraction;
(iii). $P_{1}$ is compact and continuous;
then there exists $\Phi \in M$ such that $\Phi=P_{1} \Phi+P_{2} \Phi$.
Theorem 3. If $\mathcal{K}: \mathcal{J} \times \mathbb{R}^{10} \rightarrow \mathbb{R}^{10}$ is continuous with $|\mathcal{K}(t, \Phi)| \leq|\Psi(t)|$ and satisfies $\left|\mathcal{K}\left(t_{1}, \Phi\left(t_{1}\right)\right)-\mathcal{K}\left(t_{2}, \Phi\left(t_{2}\right)\right)\right| \leq \mathcal{L}_{M}\left|t_{1}-t_{2}\right|$ for all $\quad(t, \Phi) \in \mathcal{J} \times \mathbb{R}^{10}$ and $\Psi \in \mathcal{C}\left(\mathcal{J}, \mathbb{R}_{+}\right)$ with $\|\Psi\|=\sup _{t \in \mathcal{J}}|\Psi(t)|$, then the proposed Model (4) has at least one solution.

Proof. Consider $\mathbf{B}_{\eta}=\{\Phi \in \mathbb{E}:\|\Phi\| \leq \eta\}$, where $\eta \geq\left\|\Phi_{0}\right\|+\Omega\|\Psi\|, \Phi_{0} \in \mathbb{R}^{10}$ and $\Omega=\left[\frac{1-\zeta}{\mathcal{F}(\zeta)}+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}\right]$. Obviously, $\mathbf{B}_{\eta}$ is a closed convex and bounded subset of E. Define operators $P_{1}, P_{2}: \mathbf{B}_{\eta} \rightarrow \mathbb{E}$ by

$$
\left(P_{1} \Phi\right)(t)=\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \Phi(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho, \quad \forall t \in \mathcal{J},
$$

$$
\left(P_{2} \Phi\right)(t)=\Phi_{0}(t), \quad \forall t \in \mathcal{J},
$$

respectively. According to the given assumptions, $\mathcal{K}: \mathcal{J} \times \mathbb{R}^{10} \rightarrow \mathbb{R}^{10}$ is continuous and satisfies the condition

$$
\mathcal{K}(t, \Phi(t)) \leq|\Psi(t)|,
$$

for each $t \in \mathcal{J}$ and $\Phi \in \mathbb{R}^{10}$. That is, $\mathcal{K}: \mathcal{J} \times \mathbb{R}^{10} \rightarrow \mathbb{R}^{10}$ is point-wise bounded.
Now, for any $\Phi_{1}, \Phi_{2} \in \mathbf{B}_{\eta}$,

$$
\begin{aligned}
& \left\|\left(P_{1} \Phi_{1}\right)(t)+\left(P_{2} \Phi_{2}\right)(t)\right\|=\sup _{t \in \mathcal{J}}\left|P_{1} \Phi_{1}(t)+P_{2} \Phi(t)\right| \\
& =\sup _{t \in \mathcal{J}}\left[\left|\Phi_{0}(t)+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}\left(t, \Phi_{2}(t)\right)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}\left(\varrho, \Phi_{2}(\varrho)\right) d \varrho\right|\right] \\
& \leq_{t \in \mathcal{J}}^{\sup }\left[\left|\Phi_{0}(t)\right|+\frac{1-\zeta}{\mathcal{F}(\zeta)}|\Psi(t)|+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1}|\Psi(\varrho)| d \varrho\right] \\
& \leq\left\|\Phi_{0}\right\|+\frac{1-\zeta}{\mathcal{F}(\zeta)}\|\Psi\|+\frac{\zeta\|\Psi\|}{\mathcal{F}(\zeta) \Gamma(\zeta)} \sup _{t \in \mathcal{J}} \int_{0}^{t}(t-\varrho)^{\zeta-1} d \varrho \\
& \leq\left\|\Phi_{0}\right\|+\left[\frac{1-\zeta}{\mathcal{F}(\zeta)}\right]\|\Psi\|+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}\|\Psi\| \\
& =\left\|\Phi_{0}\right\|+\left[\frac{1-\zeta}{\mathcal{F}(\zeta)}+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}\right]\|\Psi\| \\
& =\left\|\Phi_{0}\right\|+\Omega\|\Psi\| \leq \eta
\end{aligned}
$$

Hence, $P_{1} \Phi_{1}+P_{2} \Phi_{2} \in \mathbf{B}_{\eta}$.
Clearly, $P_{2}$ is a contraction since it is a constant operator.
$P_{1}$ is also continuous because $\mathcal{K}$ is continuous.
Now, for any $\Phi \in \mathbf{B}_{\eta}$, we have

$$
\begin{aligned}
& \left\|\left(P_{1} \Phi\right)(t)\right\|=_{t \in \mathcal{J}}\left|P_{1} \Phi(t)\right| \\
& =\sup _{t \in \mathcal{J}}\left[\left|\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \Phi(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho\right|\right] \\
& \leq_{t \in \mathcal{J}}^{\sup _{\mathcal{J}}}\left[\frac{1-\zeta}{\mathcal{F}(\zeta)}|\Psi(t)|+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1}|\Psi(\varrho)| d \varrho\right] \\
& \leq \frac{1-\zeta}{\mathcal{F}(\zeta)}\|\Psi\|+\frac{\zeta\|\Psi\|}{\mathcal{F}(\zeta) \Gamma(\zeta)} \sup _{t \in \mathcal{J}} \int_{0}^{t}(t-\varrho)^{\zeta-1} d \varrho \\
& \leq\left[\frac{1-\zeta}{\mathcal{F}(\zeta)}\right]\|\Psi\|+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}\|\Psi\| \\
& =\left[\frac{1-\zeta}{\mathcal{F}(\zeta)}+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}\right]\|\Psi\| \\
& =\Omega\|\Psi\| \leq \eta .
\end{aligned}
$$

Thus, $P_{1}\left(\mathbf{B}_{\eta}\right) \subset \mathbf{B}_{\eta}$ as $\overline{P_{1}\left(\mathbf{B}_{\eta}\right)}$ is bounded and closed. In order to apply the ArzelaAscoli theorem, it suffices to prove that $\overline{P_{1}\left(\mathbf{B}_{\eta}\right)}$ is equicontinuous.

Now, for any $\Phi \in \mathbf{B}_{\eta}$, we have

$$
\begin{align*}
& \left|\left(P_{1} \Phi\right)\left(t_{2}\right)-\left(P_{1} \Phi\right)\left(t_{1}\right)\right|=\left\lvert\, \frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{2}, \Phi\left(t_{2}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t_{2}}\left(t_{2}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho\right. \\
& \left.-\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{1}, \Phi\left(t_{1}\right)\right)-\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t_{1}}\left(t_{1}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho \right\rvert\, \\
& \left.=\frac{1-\zeta}{\mathcal{F}(\zeta)}\left|\mathcal{K}\left(t_{2}, \Phi\left(t_{2}\right)\right)-\mathcal{K}\left(t_{1}, \Phi\left(t_{1}\right)\right)\right|+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \right\rvert\, \int_{0}^{t_{1}}\left[\left(t_{2}-\varrho\right)^{\zeta-1}-\left(t_{1}-\varrho\right)^{\zeta-1}\right] \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho \\
& +\int_{t_{1}}^{t_{2}}\left(t_{2}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho \mid \\
& \left.\leq \frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{L}_{M}\left|t_{2}-t_{1}\right|+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \right\rvert\, \int_{0}^{t_{1}}\left[\left(t_{2}-\varrho\right)^{\zeta-1}-\left(t_{1}-\varrho\right)^{\zeta-1}\right] \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho \\
& +\int_{t_{1}}^{t_{2}}\left(t_{2}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho \mid \\
& \leq \frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{L}_{M}\left|t_{2}-t_{1}\right|+\frac{\|\Psi\|}{\mathcal{F}(\zeta) \Gamma(\zeta)}\left[\left(t_{2}^{\zeta}-t_{1}^{\zeta}\right)\right] . \tag{7}
\end{align*}
$$

Clearly, the right-hand side of the above inequality vanishes as $t_{2} \rightarrow t_{1}$. Thus, $P_{1} \mathbf{B}_{\eta}$ is equicontinuous, and so is $\overline{P_{1}\left(\mathbf{B}_{\eta}\right)}$. Thus, $\overline{P_{1}\left(\mathbf{B}_{\eta}\right)}$, being closed, bounded, and equicontinuous, is compact, which implies that $P_{1}$ is a compact operator. Hence, all the conditions of Theorem 2 are satisfied. Thus, there exists $\Phi$ in $\mathbb{E}$ such that $\Phi=P_{1} \Phi+P_{2} \Phi$. That is,

$$
\Phi=\Phi_{0}+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \Phi)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho .
$$

### 3.2. Uniqueness

Theorem 4. If $\mathcal{K} \in \mathcal{C}\left(\left[\mathcal{J}, \mathbb{R}^{10}\right]\right)$ satisfy the Lipschitz condition

$$
\begin{equation*}
\left|\mathcal{K}\left(t, \Phi_{1}(t)\right)-\mathcal{K}\left(t, \Phi_{2}(t)\right)\right| \leq \mathcal{L}_{\mathcal{K}}\left|\Phi_{1}(t)-\Phi_{2}(t)\right|, \tag{8}
\end{equation*}
$$

for all $t \in \mathcal{J}$ and each $\Phi_{1}, \Phi_{2} \in \mathbb{E}, \mathcal{L}_{\mathcal{K}}>0$, then an integral equation, (4), which is equivalent to System (1), has a unique solution provided that $\Omega \mathcal{L}_{\mathcal{K}}<1$.

Proof. Define an operator $P: \mathbb{E} \rightarrow \mathbb{E}$ by

$$
(P \Phi)(t)=\Phi_{0}(t)+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \Phi)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t} \mathcal{K}(\varrho, \Phi)(t-\varrho)^{\zeta-1} d \varrho
$$

Now, for any $\Phi_{1}, \Phi_{2} \in \mathbb{E}$, we obtain

$$
\begin{aligned}
& \left\|\left(P \Phi_{1}\right)(t)-\left(P \Phi_{2}\right)(t)\right\| \leq \sup _{t \in \mathcal{J}}\left[\left\lvert\, \Phi_{0}(t)+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}\left(t, \Phi_{1}(t)\right)\right.\right. \\
& +\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}\left(\varrho, \Phi_{1}(\varrho)\right) d \varrho \\
& \left.\left.-\left(\Phi_{0}(t)+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}\left(t, \Phi_{2}(t)\right)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}\left(\varrho, \Phi_{2}(\varrho)\right) d \varrho\right) \right\rvert\,\right] \\
& \left.\leq \sup _{t \in \mathcal{J}} \frac{1-\zeta}{\mathcal{F}(\zeta)}\left[\left|\mathcal{K}\left(t, \Phi_{1}(t)\right)-\mathcal{K}\left(t, \Phi_{2}(t)\right)\right|\right]+\sup _{t \in \mathcal{J}} \frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \right\rvert\, \mathcal{K}\left(\varrho, \Phi_{1}(\varrho)\right) \\
& -\mathcal{K}\left(\varrho, \Phi_{2}(\varrho)\right) \mid d \varrho \\
\leq & \sup _{t \in \mathcal{J}} \frac{1-\zeta}{\mathcal{F}(\zeta)}\left[\mathcal{L}_{\mathcal{K}}\left|\Phi_{1}(t)-\Phi_{2}(t)\right|\right]+\sup _{t \in \mathcal{J}} \frac{\mathcal{L}_{\mathcal{K}} \zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1}\left|\Phi_{1}(\varrho)-\Phi_{2}(\varrho)\right| d \varrho \\
\leq & \frac{1-\zeta}{\mathcal{F}(\zeta)}\left[\mathcal{L}_{\mathcal{K}}\left\|\Phi_{1}-\Phi_{2}\right\|\right]+\frac{\mathcal{L}_{\mathcal{K}} \zeta\left\|\Phi_{1}-\Phi_{2}\right\|}{\mathcal{F}(\zeta) \Gamma(\zeta)} \sup _{t \in \mathcal{J}} \int_{0}^{t}(t-\varrho)^{\zeta-1} d \varrho \\
\leq & {\left[\frac{1-\zeta}{\mathcal{F}(\zeta)}+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}\right] \mathcal{L}_{\mathcal{K}}\left\|\Phi_{1}-\Phi_{2}\right\| } \\
= & \Omega \mathcal{L}_{\mathcal{K}}\left\|\Phi_{1}(t)-\Phi_{2}(t)\right\| .
\end{aligned}
$$

This implies that $P$ is a contraction. As $P(\Phi(t))=P_{1}(\Phi(t))+P_{2}(\Phi(t)), P \mathbf{B}_{\eta} \subset \mathbf{B}_{\eta}$. Additionally, the set $\mathbf{B}_{\eta}$ is closed and convex. The results follow from the Banach contraction principle.

### 3.3. The Basic Reproduction Number of the Model

The model's disease-free equilibrium (DFE) is given by

$$
\begin{aligned}
\psi_{0} & =\left(\mathcal{S}^{*}, \mathcal{V}^{*}, \mathcal{I}_{1}^{*}, \mathcal{I}_{1}^{v *}, \mathcal{H}_{1}^{*}, \mathcal{R}_{1}^{*}, \mathcal{I}_{2}^{*}, \mathcal{I}_{2}^{v *}, \mathcal{H}_{2}^{*}, \mathcal{R}_{2}^{*}\right) \\
& =\left(\frac{(1-\xi) \Psi}{\gamma+\vartheta}, \frac{\xi \Psi(\gamma+\vartheta)+\gamma \Psi(1-\xi)}{\vartheta(\gamma+\vartheta)}, 0,0,0,0,0,0,0,0\right)
\end{aligned}
$$

Using the next-generation operator method [35], the transfer matrices associated with the model are
$F=\left(\begin{array}{cccccc}\frac{\beta_{1} \mathcal{S}^{*}}{\mathcal{N}} & \frac{\beta_{1} \phi_{1 v} \mathcal{S}^{*}}{\mathcal{N}} & \frac{\beta_{1} \theta_{1} \mathcal{S}^{*}}{\mathcal{N}} & 0 & 0 & 0 \\ \frac{(1-\psi) \beta_{1} \mathcal{V}^{*}}{\mathcal{N}} & \frac{(1-\psi) \beta_{1} \phi_{1 v} \mathcal{V}^{*}}{\mathcal{N}} & \frac{(1-\psi) \beta_{1} \theta_{1} \mathcal{V}^{*}}{\mathcal{N}} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{\beta_{2} \mathcal{S}^{*}}{\mathcal{N}} & \frac{\beta_{2} \phi_{2 v} \mathcal{S}^{*}}{N} & \frac{\beta_{2} \theta_{2} \mathcal{S}^{*}}{N} \\ 0 & 0 & 0 & \frac{(1-\omega) \beta_{2} \mathcal{V}^{*}}{\mathcal{N}} & \frac{(1-\omega) \beta_{2} \phi_{2 v} \mathcal{V}^{*}}{\mathcal{N}} & \frac{(1-\omega) \beta_{2} \theta_{2} \mathcal{V}^{*}}{\mathcal{N}} \\ 0 & 0 & 0 & 0 & 0 & 0\end{array}\right)$,

$$
V=\left(\begin{array}{cccccc}
\mathcal{L}_{1} & 0 & 0 & 0 & 0 & 0  \tag{10}\\
0 & \mathcal{L}_{2} & 0 & 0 & 0 & 0 \\
-\alpha_{1} & -\alpha_{2} & \mathcal{L}_{3} & 0 & 0 & 0 \\
0 & 0 & 0 & \mathcal{L}_{4} & 0 & 0 \\
0 & 0 & 0 & 0 & \mathcal{L}_{5} & 0 \\
0 & 0 & 0 & -\alpha_{3} & -\alpha_{4} & \mathcal{L}_{6}
\end{array}\right)
$$

where

$$
\begin{array}{lll}
\mathcal{L}_{1}=\alpha_{1}+\tau_{1}+\vartheta, & \mathcal{L}_{2}=\alpha_{2}+q_{1}+\vartheta, & \mathcal{L}_{3}=q_{2}+\delta_{1}+\vartheta \\
\mathcal{L}_{4}=\alpha_{3}+\tau_{2}+\vartheta, & \mathcal{L}_{5}=\alpha_{4}+q_{3}+\vartheta, & \mathcal{L}_{6}=q_{4}+\delta_{2}+\vartheta
\end{array}
$$

The model's reproduction number is defined by $\mathcal{R}_{0}=\rho\left(F V^{-1}\right)=\max \left\{\mathcal{R}_{0 W}, \mathcal{R}_{0 M}\right\}$, where $\mathcal{R}_{0 D}$ and $\mathcal{R}_{0 M}$ are reproduction numbers for the Delta and Omicron variants, respectively, and are given by

$$
\begin{aligned}
& \mathcal{R}_{0 D}=\frac{\beta_{1}\left(\mathcal{L}_{3}+\alpha_{1} \theta_{1}\right) \mathcal{L}_{2} \mathcal{S}^{*}+(1-\psi) \beta_{1}\left(\mathcal{L}_{3} \phi_{1 v}+\alpha_{2} \theta_{1}\right) \mathcal{L}_{1} \mathcal{V}^{*}}{\mathcal{L}_{1} \mathcal{L}_{2} \mathcal{L}_{3} \mathcal{N}^{*}} \\
& \mathcal{R}_{0 M}=\frac{\beta_{2}\left(\mathcal{L}_{6}+\alpha_{3} \theta_{2}\right) \mathcal{L}_{5} \mathcal{S}^{*}+(1-\omega) \beta_{2}\left(\mathcal{L}_{6} \phi_{2 v}+\alpha_{4} \theta_{2}\right) \mathcal{L}_{4} \mathcal{V}^{*}}{\mathcal{L}_{4} \mathcal{L}_{5} \mathcal{L}_{6} \mathcal{N}^{*}}
\end{aligned}
$$

3.4. Local Asymptotic Stability of the Disease-Free Equilibrium (DFE) of the Model

Theorem 5. The DFE, $\mathcal{Z}_{0}$, of System (1) is locally asymptotically stable (LAS) if $\mathcal{R}_{0}<1$ and unstable as long as $\mathcal{R}_{0}>1$.

Proof. We shall analyze the local stability of Model (1) by evaluating the Jacobian at the DFE, $\mathcal{Z}_{0}$, given by:
where, $\mathcal{Q}_{1}=(\gamma+\vartheta), \mathcal{Q}_{2}=\vartheta+\eta_{1}, \mathcal{Q}_{3}=\left(\vartheta+\eta_{2}\right)$.
The first four eigenvalues are given by

$$
\varphi_{1}=-\vartheta, \quad \varphi_{2}=-\left(\vartheta+\eta_{1}\right), \quad \varphi_{3}=-\left(\vartheta+\eta_{2}\right), \quad \varphi_{4}=-(\vartheta+\gamma),
$$

whereas the remaining six eigenvalues are the solutions of the characteristic polynomial equations and are given as follows:

$$
\begin{equation*}
\varphi^{3}+\xi_{11} \varphi^{2}+\xi_{22} \varphi+\xi_{33}=0, \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi^{3}+\gamma_{11} \varphi^{2}+\gamma_{22} \varphi+\gamma_{33}=0, \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
& \xi_{11}=\left(\mathcal{L}_{1}+\mathcal{L}_{2}+\mathcal{L}_{3}-\frac{\beta_{1}\left[\mathcal{S}^{*}+(1-\psi) \phi_{1 v} \mathcal{V}^{*}\right]}{\mathcal{N}^{*}}\right), \\
& \xi_{22}=\left(\mathcal{L}_{1} \mathcal{L}_{2}+\mathcal{L}_{1} \mathcal{L}_{3}+\mathcal{L}_{2} \mathcal{L}_{3}-\frac{\beta_{1}\left(\mathcal{L}_{2}+\mathcal{L}_{3}+\alpha_{1} \theta_{1}\right) \mathcal{S}^{*}}{\mathcal{N}^{*}}-\frac{\beta_{1}(1-\psi)\left(\alpha_{2} \theta_{1}+\mathcal{L}_{1} \phi_{1 v}+\mathcal{L}_{3} \phi_{1 v}\right) \mathcal{V}^{*}}{\mathcal{N}^{*}}\right), \\
& \xi_{33}=\mathcal{L}_{1} \mathcal{L}_{2} \mathcal{L}_{3}\left(1-\mathcal{R}_{0 D}\right), \\
& \gamma_{11}=\left(\mathcal{L}_{4}+\mathcal{L}_{5}+\mathcal{L}_{6}-\frac{\beta_{2}\left[\mathcal{S}^{*}+(1-\omega) \phi_{2 v} \mathcal{V}^{*}\right]}{\mathcal{N}^{*}}\right), \\
& \gamma_{22}=\left(\mathcal{L}_{4} \mathcal{L}_{5}+\mathcal{L}_{4} \mathcal{L}_{6}+\mathcal{L}_{5} \mathcal{L}_{6}-\frac{\beta_{2}\left(\mathcal{L}_{5}+\mathcal{L}_{6}+\alpha_{2} \theta_{2}\right) \mathcal{S}^{*}}{\mathcal{N}^{*}}-\frac{\beta_{2}(1-\omega)\left(\alpha_{4} \theta_{2}+\mathcal{L}_{4} \phi_{2 v}+\mathcal{L}_{6} \phi_{2 v}\right) \mathcal{V}^{*}}{\mathcal{N}^{*}}\right), \\
& \gamma_{33}=\mathcal{L}_{4} \mathcal{L}_{5} \mathcal{L}_{6}\left(1-\mathcal{R}_{0 M}\right) .
\end{aligned}
$$

From the Routh-Hurwitz criterion, Equations (11) and (12) have roots with negative real parts if and only if $\xi_{11}>0, \xi_{22}>0, \xi_{33}>0, \xi_{11} \xi_{22}>\xi_{33}$ and $\gamma_{11}>0, \gamma_{22}>0$, $\gamma_{33}>0, \gamma_{11} \gamma_{22}>\gamma_{33}$, provided that $\mathcal{R}_{0 D}<1$ and $\mathcal{R}_{0 M}<1$. Hence, the DFE, $\mathcal{Z}_{0}$, is locally asymptotically stable if $\mathcal{R}_{0}=\max \left\{\mathcal{R}_{0 D}, \mathcal{R}_{0 M}\right\}<1$.

This could also be verified by Theorem 2 in [35].

## 4. Ulam-Hyers Stability

The system's Ulam-Hyers (UH) stability and generalized UH stability [36,37] are discussed in this section.

Let $\mathbb{E}=\mathcal{C}\left(\mathcal{J}, \mathbb{R}^{10}\right)$ be the space of continuous functions from $\mathcal{J}$ to $\mathbb{R}^{10}$ endowed with the norm $\|\Phi\|={ }_{t \in \mathcal{J}}^{\text {sup }}|\Phi(t)|$, where $\mathcal{J}=[0, b]$.

Definition 5. The transformed system given below

$$
\begin{cases}\begin{array}{l}
A B C \\
0 \\
D_{t}^{\zeta} \Phi(t)
\end{array} & =\mathcal{K}(t, \Phi(t))  \tag{13}\\
\Phi(0) & =\Phi_{0}\end{cases}
$$

is UH stable if there exists $k>0$ such that for $\epsilon>0$ and $\bar{\Phi} \in \mathbb{E}$ with the following inequality

$$
\begin{equation*}
\|^{A B C} D^{\zeta} \bar{\Phi}(t)-\mathcal{K}\left(t, \bar{\Phi}(t) \| \leq \epsilon, t \in \mathcal{J}, \epsilon=\max \left(\epsilon_{i}\right)^{T}, i=1,2, \ldots 10\right. \tag{14}
\end{equation*}
$$

there exists a unique solution $\Phi \in \mathbb{E}$ of the fractional system (13) such that

$$
\|\bar{\Phi}(t)-\Phi(t)\| \leq k \epsilon, t \in \mathcal{J}, \quad k=\max \left(k_{j}\right)^{T}, j=1,2, \ldots 10
$$

where,

$$
\begin{aligned}
& \bar{\Phi}(t)=\left(\begin{array}{lllllllll}
\overline{\mathcal{S}}(t) & \overline{\mathcal{V}}(t) & \overline{\mathcal{I}}_{1}(t) & \overline{\mathcal{I}}_{1}^{v}(t) & \overline{\mathcal{H}}_{1}(t) & \overline{\mathcal{R}}_{1}(t) & \overline{\mathcal{I}}_{2}(t) & \overline{\mathcal{I}}_{2}^{v}(t) & \overline{\mathcal{H}}_{2}(t)
\end{array} \overline{\mathcal{R}}_{2}(t)\right)^{T}, \\
& \Phi(t)=\left(\begin{array}{llllllllll}
\mathcal{S}(t) & \mathcal{V}(t) & \mathcal{I}_{1}(t) & \mathcal{I}_{1}^{v}(t) & \mathcal{H}_{1}(t) & \mathcal{R}_{1}(t) & \mathcal{I}_{2}(t) & \mathcal{I}_{2}^{v}(t) & \mathcal{H}_{2}(t) & \mathcal{R}_{2}(t)
\end{array}\right)^{T}, \\
& \Phi(0)=\left(\begin{array}{llllllllll}
\mathcal{S}(0) & \mathcal{V}(0) & \mathcal{I}_{1}(0) & \mathcal{I}_{1}^{v}(0) & \mathcal{H}_{1}(0) & \mathcal{R}_{1}(0) & \mathcal{I}_{2}(0) & \mathcal{I}_{2}^{v}(0) & \mathcal{H}_{2}(0) & \mathcal{R}_{2}(0)
\end{array}\right)^{T} .
\end{aligned}
$$

Definition 6. The model system (13) is generalized UH stable if there exists a continuous function $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$with $\phi(0)=0$ such that for any approximate solution $\bar{\Phi} \in \mathbb{E}$ of System (14), there exists a unique solution $\Phi \in \mathbb{E}$ that satisfies the following:

$$
\|\bar{\Phi}(t)-\Phi(t)\| \leq \phi(\epsilon), t \in \mathcal{J}, \phi=\max \left(\phi_{j}\right)^{T}, j=1,2, \ldots, 10
$$

Remark 1. A function $\bar{\Phi} \in \mathbb{E}$ satisfies the inequality (14) if and only if there exists a function $h \in \mathbb{E}$ with the following properties:
(i). $\|h(t)\| \leq \epsilon, t \in \mathcal{J}$.
(ii). ${ }^{A B C} D^{\zeta} \bar{\Phi}(t)=\mathcal{K}(t, \bar{\Phi}(t)+h(t), \quad t \in \mathcal{J}$.

Lemma 1. For $\bar{\Phi} \in \mathbb{E}$ in the inequality (14), we have the following:

$$
\begin{equation*}
\left|\bar{\Phi}(t)-\left(\bar{\Phi}_{0}(t)+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \bar{\Phi}(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, \bar{\Phi}(\varrho)) d \varrho\right)\right| \leq \Omega \epsilon \tag{15}
\end{equation*}
$$

Proof. Using (ii) of Remark 1, we have ${ }^{A B C} D^{\zeta} \bar{\Phi}(t)=\mathcal{K}(t, \bar{\Phi}(t))+h(t), \quad t \in \mathcal{J}$. Applying the ABC integral, we obtain that

$$
\begin{align*}
\bar{\Phi}(t) & =\bar{\Phi}_{0}+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \bar{\Phi}(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, \bar{\Phi}(\varrho)) d \varrho+\frac{1-\zeta}{\mathcal{F}(\zeta)} h(t) \\
& +\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} h(\varrho) d \varrho . \tag{16}
\end{align*}
$$

Re-arranging this, applying the norm on both sides and using (i) of Remark 1, we have

$$
\begin{aligned}
& \left|\bar{\Phi}(t)-\left(\bar{\Phi}_{0}(t)+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \bar{\Phi}(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, \bar{\Phi}(\varrho)) d \varrho\right)\right| \\
& \leq \frac{1-\zeta}{\mathcal{F}(\zeta)}|h(t)|+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1}|h(\varrho)| d \varrho \\
& \leq\left(\frac{(1-\zeta)}{\mathcal{F}(\zeta)}+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}\right) \epsilon \leq \Omega \epsilon .
\end{aligned}
$$

Theorem 6. Let $\Phi \in \mathbb{E}$ and $\mathcal{K}: \mathcal{J} \times \mathbb{R}^{10} \rightarrow \mathbb{R}^{10}$ satisfy the Lipschitz condition with the Lipschitz constant $\mathcal{L}_{\mathcal{K}}>0$ and $1-\Omega \mathcal{L}_{\mathcal{K}}>0$, where $\Omega=\frac{(1-\zeta)}{\mathcal{F}(\zeta)}+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}$. Then, Model (13) is generalized UH stable.

Proof. Suppose that $\bar{\Phi} \in \mathbb{E}$ satisfies the inequality in (14) and $\Phi \in \mathbb{E}$ is a unique solution of (13). Then, $\forall \epsilon>0, t \in \mathcal{J}$ together with Lemma 1, we have

$$
\begin{aligned}
& \|\bar{\Phi}(t)-\Phi(t)\|=\sup _{t \in \mathcal{J}} \left\lvert\, \bar{\Phi}_{0}+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \bar{\Phi}(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, \bar{\Phi}(\varrho)) d \varrho\right. \\
& +\frac{1-\zeta}{\mathcal{F}(\zeta)} h(t)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} h(\varrho) d \varrho \\
& \left.-\left(\Phi_{0}+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, \Phi(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, \Phi(\varrho)) d \varrho\right) \right\rvert\, \\
& \leq \sup _{t \in \mathcal{J}}\left|\bar{\Phi}_{0}-\Phi_{0}\right|+\sup _{t \in \mathcal{J}}\left|\left(\frac{1-\zeta}{\mathcal{F}(\zeta)}+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} d \varrho\right) h(t)\right| \\
& +\sup _{t \in \mathcal{J}} \frac{1-\zeta}{\mathcal{F}(\zeta)}\|\mathcal{K}(t, \bar{\Phi}(t))-\mathcal{K}(t, \Phi(t))\|+\sup _{t \in \mathcal{J}} \frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1}\|\mathcal{K}(t, \bar{\Phi}(t))-\mathcal{K}(t, \Phi(t))\| d \varrho \\
& \leq \Omega \epsilon+\frac{(1-\zeta) \mathcal{L}_{\mathcal{K}}}{\mathcal{F}(\zeta)}\|\Phi-\Phi\|+\frac{\zeta \mathcal{L}_{\mathcal{K}}}{\mathcal{F}(\zeta) \Gamma(\zeta)} \sup _{t \in \mathcal{J}} \int_{0}^{t}(t-\varrho)^{\zeta-1}\|\Phi-\Phi\| d \varrho \\
& \leq \Omega \epsilon+\left(\frac{(1-\zeta)}{\mathcal{F}(\zeta)}+\frac{b^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta)}\right) \mathcal{L}_{\mathcal{K}}\|\bar{\Phi}-\Phi\| \\
& =\Omega \epsilon+\Omega \mathcal{L}_{\mathcal{K}}\|\bar{\Phi}(t)-\Phi(t)\| .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\|\bar{\Phi}-\Phi\| \leq k \epsilon \tag{17}
\end{equation*}
$$

where $k=\frac{\Omega}{1-\Omega \mathcal{L}_{\mathcal{K}}}$.
Taking $\phi(\epsilon)=k \epsilon$, we conclude that the model (13) is both UH and generalized UH stable.

## 5. Numerical Scheme

### 5.1. Two-Step Lagrange Polynomial Method

We follow the numerical scheme similar to the one given in [38]. Applying the fundamental theorem of fractional calculus, the fractional differential equation given in (4) is transformed to an integral equation given by

$$
K(t)=K_{0}+\frac{1-\zeta}{\mathcal{F}(\zeta)} \mathcal{K}(t, K(t))+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t}(t-\varrho)^{\zeta-1} \mathcal{K}(\varrho, K(\varrho)) d \varrho,
$$

where the vector $K(t)=\left(\mathcal{S}(t) \quad \mathcal{V}(t) \quad \mathcal{I}_{1}(t) \quad \mathcal{I}_{1}^{v}(t) \quad \mathcal{H}_{1}(t) \quad \mathcal{R}_{1}(t) \quad \mathcal{I}_{2}(t) \quad \mathcal{I}_{2}^{v}(t) \quad \mathcal{H}_{2}(t) \quad \mathcal{R}_{2}(t)\right)^{T} \in$ $\mathbb{R}^{10}$, for each $t \in[0, b]$.

At a given point, $t=t_{\sigma+1}=(\sigma+1) h$, where $h=t_{\sigma+1}-t_{\sigma}$ is the time step size and $\sigma=0,1,2 \ldots$ The above equation discretizes to

$$
\begin{align*}
& K\left(t_{\sigma+1}\right)=K(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t_{\sigma+1}}\left(t_{\sigma+1}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, K(\varrho)) d \varrho \\
& K\left(t_{\sigma+1}\right)=K(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \sum_{\epsilon=0}^{\sigma} \int_{t_{\epsilon}}^{t_{\epsilon+1}}\left(t_{\sigma+1}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, K(\varrho)) d \varrho \tag{18}
\end{align*}
$$

A function $\mathcal{K}(\varrho, K(\varrho))$ in $\left[t_{\epsilon}, t_{\epsilon+1}\right]$ can be approximated with the help of the Lagrange two-point interpolation as follows:

$$
\begin{align*}
\mathcal{K}(\varrho, K(\varrho)) & \approx \frac{\varrho-t_{\epsilon-1}}{t_{\epsilon}-t_{\epsilon-1}} \mathcal{K}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right)-\frac{\varrho-t_{\epsilon}}{t_{\epsilon}-t_{\epsilon-1}} \mathcal{K}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right) \\
& =\frac{\mathcal{K}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right)}{h}\left(\varrho-t_{\epsilon-1}\right)-\frac{\mathcal{K}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{h}\left(\varrho-t_{\epsilon}\right) . \tag{19}
\end{align*}
$$

Substituting (19) into (18), we obtain

$$
\begin{align*}
K\left(t_{\sigma+1}\right) & =K(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \sum_{\epsilon=0}^{\sigma}\left(\frac{\mathcal{K}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right)}{h} \int_{t_{\epsilon}}^{t_{\epsilon+1}}\left(\varrho-t_{\epsilon-1}\right)\left(t_{\sigma+1}-\varrho\right)^{\zeta-1} d \varrho\right. \\
& \left.-\frac{\mathcal{K}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{h} \int_{t_{\epsilon}}^{t_{\epsilon+1}}\left(\varrho-t_{\epsilon}\right)\left(t_{\sigma+1}-\varrho\right)^{\zeta-1} d \varrho\right) \tag{20}
\end{align*}
$$

Upon integrating, we have

$$
\begin{align*}
K\left(t_{\sigma+1}\right) & =K(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right.  \tag{21}\\
& \left.\left.-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\}
\end{align*}
$$

Adopting the numerical scheme (21) into the fractional system (4) yields the following numerical solution:

$$
\begin{aligned}
\mathcal{S}\left(t_{\sigma+1}\right) & =\mathcal{S}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{1}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 1 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right. \\
& \left.\left.-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{1}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\} \\
\mathcal{V}\left(t_{\sigma+1}\right) & =\mathcal{V}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{2}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 2 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right. \\
& \left.\left.-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{2}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\} \\
\mathcal{I}_{1}\left(t_{\sigma+1}\right) & =\mathcal{I}_{1}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{3}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 3 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right. \\
& \left.\left.-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{3}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\}
\end{aligned}
$$

$$
\mathcal{I}_{1}^{v}\left(t_{\sigma+1}\right)=\mathcal{I}_{1}^{v}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{4}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 4 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right.
$$

$$
\left.\left.-\quad(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{3}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\}
$$

$$
\begin{align*}
\mathcal{H}_{1}\left(t_{\sigma+1}\right)= & \mathcal{H}_{1}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{5}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 5 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right. \\
- & \left.\left.(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{5}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\} \\
\mathcal{R}_{1}\left(t_{\sigma+1}\right)= & \mathcal{R}_{1}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{6}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 6 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right.  \tag{22}\\
- & \left.\left.(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{6}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\} \\
\mathcal{I}_{2}\left(t_{\sigma+1}\right)= & \mathcal{I}_{2}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{7}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 7 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right. \\
- & \left.\left.(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{7}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\} \\
\mathcal{I}_{2}^{v}\left(t_{\sigma+1}\right)= & \mathcal{I}_{2}^{v}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{8}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 8 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right. \\
- & \left.\left.(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{8}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\} \\
\mathcal{H}_{2}\left(t_{\sigma+1}\right)= & \mathcal{H}_{2}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{9}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 9 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right. \\
& \left.\left.(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{9}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\} \\
\mathcal{R}_{2}\left(t_{\sigma+1}\right)= & \mathcal{R}_{2}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{10}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta)} \sum_{\epsilon=0}^{\sigma}\left\{\frac { h ^ { \zeta } \mathcal { K } _ { 1 0 } ( t _ { \epsilon } , K ( t _ { \epsilon } ) ) } { \Gamma ( \zeta + 2 ) } \left[(\sigma-\epsilon+1)^{\zeta}(\sigma-\epsilon+\zeta+2)\right.\right. \\
- & \left.\left.(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+2 \zeta+2)\right]-\frac{h^{\zeta} \mathcal{K}_{10}\left(t_{\epsilon-1}, K\left(t_{\epsilon-1}\right)\right)}{\Gamma(\zeta+2)}\left[(\sigma-\epsilon+1)^{\zeta+1}-(\sigma-\epsilon)^{\zeta}(\sigma-\epsilon+\zeta+1)\right]\right\}
\end{align*}
$$

The error analysis, stability, and accuracy of this numerical scheme have been well studied in [38].

### 5.2. Fractional Euler Method

At a given time $t=t_{\sigma+1}=(\sigma+1) h$, where $h=t_{\sigma+1}-t_{\sigma}$ is the time step size and $\sigma=0,1,2 \ldots$, discretizing the Volterra integral (4), with the help of the Euler method [39], we move as follows:
$K\left(t_{\sigma+1}\right)=K(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \int_{0}^{t_{\sigma+1}}\left(t_{\sigma+1}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, K(\varrho)) d \varrho$
$K\left(t_{\sigma+1}\right)=K(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta}{\mathcal{F}(\zeta) \Gamma(\zeta)} \sum_{\epsilon=0}^{\sigma} \int_{t_{\epsilon}}^{t_{\epsilon+1}}\left(t_{\sigma+1}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, K(\varrho)) d \varrho$.
With the help of the product rectangle rule [40],

$$
\sum_{\epsilon=0}^{\sigma} \int_{t_{\epsilon}}^{t_{\epsilon+1}}\left(t_{\sigma+1}-\varrho\right)^{\zeta-1} \mathcal{K}(\varrho, K(\varrho)) d \varrho=\frac{h^{\zeta}}{\zeta} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right)
$$

Thus,

$$
\begin{equation*}
K\left(t_{\sigma+1}\right)=K(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) \tag{24}
\end{equation*}
$$

Adopting the numerical scheme (24) into System (4) gives the following numerical solution:

$$
\begin{align*}
& \mathcal{S}\left(t_{\sigma+1}\right)=\mathcal{S}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{1}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{1}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) . \\
& \mathcal{V}\left(t_{\sigma+1}\right)=\mathcal{V}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{2}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{2}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) . \\
& \mathcal{I}_{1}\left(t_{\sigma+1}\right)=\mathcal{I}_{1}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{3}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{3}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) . \\
& \mathcal{I}_{1}^{v}\left(t_{\sigma+1}\right)=\mathcal{I}_{1}^{v}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{4}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{4}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) . \\
& \mathcal{H}_{1}\left(t_{\sigma+1}\right)=\mathcal{H}_{1}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{5}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{5}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) . \\
& \mathcal{R}_{1}\left(t_{\sigma+1}\right)=\mathcal{R}_{1}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{6}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{6}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) .  \tag{25}\\
& \mathcal{I}_{2}\left(t_{\sigma+1}\right)=\mathcal{I}_{2}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{7}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{7}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) . \\
& \mathcal{I}_{2}^{v}\left(t_{\sigma+1}\right)=\mathcal{I}_{2}^{v}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{8}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{8}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) . \\
& \mathcal{H}_{2}\left(t_{\sigma+1}\right)=\mathcal{H}_{2}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{9}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{9}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) . \\
& \mathcal{R}_{2}\left(t_{\sigma+1}\right)=\mathcal{R}_{2}(0)+\frac{(1-\zeta)}{\mathcal{F}(\zeta)} \mathcal{K}_{10}\left(t_{\sigma}, K\left(t_{\sigma}\right)\right)+\frac{\zeta h^{\zeta}}{\mathcal{F}(\zeta) \Gamma(\zeta+1)} \sum_{\epsilon=0}^{\sigma}\left[(\sigma-\epsilon+1)^{\zeta}-(\sigma-\epsilon)^{\zeta}\right] \mathcal{K}_{10}\left(t_{\epsilon}, K\left(t_{\epsilon}\right)\right) .
\end{align*}
$$

The error estimates, stability analysis, and the high accuracy of this numerical scheme were investigated in [41].

## 6. Simulations of the SARS-CoV-2 Model (1)

### 6.1. Baseline Values and Initial Conditions

The life expectancy in Pakistan is 67.27 years, and the population is composed of $231,402,116$ individuals [33]. We set the recruitment rate to be $\frac{231,402,116}{67.27 \times 365}$ per day, while the natural death rate is obtained as $\frac{1}{67.27 \times 365}$ per day. In Pakistan, as of 1 January 2022, the cumulative COVID-19 cases recorded stands at 1,296,527, with 28,941 cumulative deaths recorded. The initial conditions are set as $\mathcal{S}(0)=160,000,000, \mathcal{V}(0)=70,000,000$, $\mathcal{I}_{1}(0)=\mathcal{I}_{1}^{v}(0)=\mathcal{H}_{1}(0)=319,895, \mathcal{R}_{1}(0)=0, \mathcal{I}_{2}(0)=\mathcal{I}_{2}^{v}(0)=\mathcal{H}_{2}(0)=319,895$, $\mathcal{R}_{2}(0)=0$.

### 6.2. Model Fitting

Using the data available for the daily confirmed COVID-19 deaths in Pakistan [33] between 1 January 2022 and 10 April 2022, the fractional model is fitted to the data. During this period, both the Delta and Omicron variants were in high circulation within Pakistan. Parameter values estimated from the fitting are shown in Table 1. The fitting shown in Figure 2 reveals that our model fits very well to the data when the fractional order $\zeta=0.96$.


Figure 2. Fitting the model to data.

### 6.3. Numerical Assessment

In Figure 3a-j, simulations of the various classes comparing the two-step Lagrange polynomial method and the fractional Euler method are presented. We take the fractional order equal to $\zeta=0.96$ and the step size $h=1.0$. It is observed that the behaviours of both methods are close, but not the same. However, by decreasing the step size $h$ to 0.1 , as shown in Figure 4a-j, both methods behave well and almost the same.

(a) $S(t)$ - Susceptible Population

(c) $I_{1}(t)$-Strain 1 infected Population

(b) $V(t)$-Vaccinated Population

(d) $I_{1}^{v}(t)$-Strain 1 infected Population from Vaccinated class

Figure 3. Cont.


Figure 3. Simulations of the various classes comparing the two-step Lagrange polynomial method and the fractional Euler method. Here, the fractional order is $\zeta=0.96$, and the step size $h=1.0$.


Figure 4. Cont.

(c) $I_{1}(t)$-Strain 1 infected Population

(e) $H_{1}(t)$-Symptomatic infected Population with strain 1

(g) $I_{2}(t)$-Strain 2 infected Population

(i) $\mathrm{H}_{2}(t)$ - Symptomatic infected Population with strain 2

(d) $I_{1}^{v}(t)$-Strain 1 infected Population from Vaccinated class

(f) $R_{1}(t)$-Recovered from Strain 1

(h) $I_{2}^{v}(t)$-Strain 2 infected Population from Vaccinated class

(j) $R_{2}(t)$-Recovered from Strain 2

Figure 4. Simulations of the various classes comparing the two-step Lagrange polynomial method and the fractional Euler method. Here, the fractional order is $\zeta=0.96$, and the step size $h=0.1$.

In Figure 5a-f, simulations of the various classes of System (1) assessing the impact of vaccination are highlighted using the two-step Lagrange polynomial method, where the fractional order is $\zeta=0.90$ and the step size $h=0.1$. In particular, it is observed
that increasing the vaccination rate $\gamma$ from 0.01 to 0.09 decreases the number of people infected with the Omicron SARS-CoV-2 variant, as can be seen in Figure 5a-c. Additionally, a noticeable decrease is observed in the total number of infected individuals with the Delta SARS-CoV-2 variant, as can be seen in Figure 5d-f. This is due to the high efficacy of the vaccine against both variants. Thus, a safe and effective vaccination program is crucial for the elimination of the different variants of concern.


Figure 5. Simulations of the various classes of System (1) assessing the impact of vaccination using the two-step Lagrange polynomial method. Here, the fractional order is $\zeta=0.96$, and the step size $h=0.1$.

Numerical experiments on System (1) for various fractional orders are presented in Figure $6 \mathrm{a}-\mathrm{j}$. The impact of the fractional orders are clearly observed.

(a) $S(t)$-Susceptible infected Population

(c) $I_{1}(t)$-Strain 1 infected Population

(e) $H_{1}(t)$-Symptomatic infected Population with strain 1

(g) $I_{2}(t)-$ Strain 2 infected Population

(b) $V(t)$-Vaccinated Population

(d) $I_{1}^{v}(t)$-Strain 1 infected Population from Vaccinated class

(f) $R_{1}(t)-$ Recovered Population from strain 1

(h) $I_{2}^{v}(t)$-Strain 2 infected Population from Vaccinated class

Figure 6. Cont.

(i) $\mathrm{H}_{2}(t)$-Symptomatic infected Population with strain 2

(j) $R_{2}(t)$ - Recovered Population from strain 2

Figure 6. Simulations of the various classes of System (1) assessing the impact of fractional order using the two-step Lagrange polynomial method. Here, the step size $h=0.1$.

Numerical assessments of the impact of various parameters on the Delta variant's reproduction number are presented in Figure 7a-e. Specifically, Figure 7a depicts the surface plot of the Delta variant's reproduction number as a function of the transmission rate $\left(\beta_{1}\right)$ and vaccine efficacy $(\psi)$. It is observed in this figure that, as the transmission rate is increased, the reproduction number and disease burden also increase. However, it is noted that increased vaccine efficacy decreases both the reproduction number and disease burden.

In Figure 7 b , the surface plot of the Delta variant's reproduction number as a function of transmission rate $\beta_{1}$ and progression rate $\alpha_{1}$ is presented. It can be seen from this figure that as the transmission and progression rates increase, the reproduction number also increases.

In Figure 7c, a surface plot of the reproduction number for the Delta variant as a function of the transmission rates $\beta_{1}$ and $\theta_{1}$ is presented. It can be observed that as the transmission rate and modification parameters accounting for the infectivity of symptomatic individuals increase, the reproduction number and disease burden also increases. A similar conclusion can be drawn for the surface plots presented in Figure 7d,e.
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(e) Impact of $\beta_{1}$ and $\alpha_{2}$ on reproduction number

Figure 7. Simulations of the reproduction number for Delta variant for System (1) assessing the impact of different parameters.

Numerical experiments to assess the impact of various parameters on the Omicron variant's reproduction number are presented in Figure 8a-e. For instance, in Figure 8a, the surface plot for the Omicron variant's reproduction number as a function of the transmission rate $\left(\beta_{2}\right)$ and vaccine efficacy $(\omega)$ is presented. It is observed that as the transmission rate increases, the reproduction number and disease burden also increase. However, it is noted that as the vaccine efficacy increases, the reproduction number decreases. This shows that to reduce disease burden, the vaccine efficacy must be as high as possible.

In Figure 8b, a surface plot of the Omicron variant's reproduction number as a function of the transmission rate $\beta_{2}$ and progression rate $\alpha_{3}$ is presented. From the plot, it can be noted that, as the transmission rate and progression rates increase, both the reproduction number and the disease burden increase.

In Figure 8 c , a surface plot of the Omicron variant's reproduction number as a function of the transmission rate $\beta_{2}$ and modification parameter $\theta_{2}$ is presented. From this figure, it can be observed that, as the transmission rate and the modification parameter accounting for the infectivity of individuals in the symptomatic class are increased, the reproduction number also increases. Similar conclusions can be made for the surface plots presented in Figure 8d,e.
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Figure 8. Simulations of the reproduction number for Omicron variant for System (1) assessing the impact of different parameters.

## 7. Conclusions

In this paper, a new vaccination model for SARS-CoV-2 variants was developed and analyzed. The model assumes variability in transmission rates due to vaccination, where the asymptomatic infected classes were categorized based on their vaccination history. Using the Banach contraction principle and the Arzela-Ascoli theorem, the existence and uniqueness results for the fractional system were obtained. Two numerical schemes, the two-step Lagrange polynomial and the fractional Euler methods, were employed to discuss the approximate solution of the system. The model was fitted to data associated with COVID-19 deaths in Pakistan between 1 January 2022 and 10 April 2022. Assessing the fractional system numerically, the impact of vaccination and fractional order were highlighted, where it was observed that vaccination could remarkably curtail the spikes of emerging variants of SARS-CoV-2 within the population.

Important highlights from the qualitative analysis are:
(i). The proposed fractional-order system was shown to be positively invariant using Theorem 1.
(ii). Conditions for the existence of a solution to the fractional-order system were obtained using Theorems 2 and 3, while the uniqueness result was presented using Theorem 4.
(iii). The designed model was also shown to be generalized Ulam-Hyers stable with the help of Theorem 6.
Highlights of the simulations include:
(iv). The proposed model fits well to data when the order of the fractional derivative is taken as $\zeta=0.96$, as can be observed in Figure 2.
(v). The two numerical approaches were thus compared with different step sizes, where it was concluded that they behave closely for very small step sizes and differently for larger step sizes, as can be observed in Figures 3 and 4.
(vi). It was observed that increasing the vaccination rate $\gamma$ from 0.01 to 0.09 caused a significant decrease in the number of people infected with the Omicron SARS-CoV-2 variant, as can be seen in Figure 5a-c.
(vii). Surface plots showing the important parameters driving the dynamics of the disease are presented in Figures 7 and 8.

The model discussed in this study has some limitations. The model did not capture any interaction between the variants. Thus, future work in this direction may consider infectionacquired cross-immunity, cross-enhancement, super-infection, and dual co-infection with both variants. One could also study the in-host dynamics between both variants of SARS-$\mathrm{CoV}-2$. In addition, one could also consider stochastic equivalence of the current model for a possible research problem. Moreover, one could also establish existence, uniqueness, and stability results using some novel fixed-point theorems.
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