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Abstract: This paper reports a study to interpret the surface temperature based on time series
and fuzzy measures. We demonstrated a method to identify the uncertainty around the surface
temperature data concerning the summer monsoon in India. The random variables were standardized,
and the Dempster-Shafer Theory was used to generate common goals. Two criteria, represented
as fuzzy numbers, were used for this purpose. We constructed three polynomials to illustrate
a functional connection between time series and the measure of joint belief. The analysis of the
obtained results showed that the certainty increased over time. It confirmed that the degree of the
evidence is a more predictable parameter at a more extended period.
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1. Introduction

Back in the 1980s, Zadeh published a pioneering article that showed how the Dempster-
Shafer Theory (DST) of evidence had enormous potential for the A.I. field in dealing with
uncertainty in expert systems [1]. The relational method facilitates the Dempster-Shafer
theory’s applicability in AI-related applications and resolves some of its issues. According
to Zadeh, the DST can be viewed as applying traditional retrieval techniques to second-
order relations in first normal form in relational databases. To optimize the resulting
flood susceptibility maps based on some flood conditioning elements, [2] worked on
the flood susceptibility maps for the Austrian region of Salzburg using several models
supplemented by DST. An extension of the Bayesian theory of subjective probability is the
idea of belief functions, also known as the DST [3–7]. Belief functions enable us to construct
degrees of belief for one question based on probabilities for another instead of the Bayesian
theory’s [8–14] requirement for probabilities for each relevant question. Depending on
how closely the two issues are linked, these degrees of belief may or may not possess the
mathematical properties of probability. In a different study, reference [15] showed how
incorporating DST into investigating landslide susceptibility across Austria could enhance
the findings. Reference [16] demonstrated a fuzzy-based flood analysis of urban drainage
systems. They [16] reported a probabilistic structure of rainfall characteristics and discussed
fuzzy model parameters through a probabilistic representation of random variables and a
fuzzy representation of model parameters for flood analysis. The uncertainty associated
with severity probabilities of flood quantities was examined in a unified DST model that
combined a probabilistic representation of rainfall uncertainty with a fuzzy representation
of model parameters. To identify aquifer sensitivity zones for nitrate contamination in the
Galal Badra basin, east of Iraq, the reference [17] used the DST of evidence in a GIS system.

Although Dempster and Shafer carried out the studies that gave rise to the Dempster-
Shafer theory, its primary logic goes back to the seventeenth century [18,19]. When artificial
intelligence (A.I.) researchers sought a way to apply probability theory to expert systems
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in the early 1980s [20,21], they stumbled across this theory. Further study has shown that
handling uncertainty requires more structure than is available in simple rule-based systems.
However, the DST still has value because of its relative flexibility [22]. The DST [23] is
based on using a related topic’s subjective probability to generate degrees of belief for
a separate issue and applying Dempster’s rule to combine those degrees of belief when
independent pieces of evidence support them. Generally, probabilities for one topic are
used to calculate degrees of belief for another. Beginning with the idea that the questions
for which we have probabilities are independent concerning our subjective probability
judgments, Dempster’s rule says that this independence is only an a priori property that
disappears once the conflict between the different pieces of evidence is found. One must
resolve two related problems before applying the DST to a particular problem. To start,
we must group the uncertainties in the issue into a priori independent pieces of evidence.
Second, we need to use computation to implement Dempster’s rule. The solutions to these
two problems are linked together. A structure incorporating evidence pertinent to various
but related questions is produced by breaking down the uncertainties into their parts
and can be used to make computations possible. The work of Dempster on probabilities
with upper and lower limits serves as the foundation for the D.S. approaches. Since then,
they have become widely accepted in the expert systems and A.I. literature, emphasizing
incorporating data from various sources. This work presents the basic concepts of the
DST of evidence and a short discussion of its historical background and similarities to the
more traditional Bayesian theory [24,25]. After that, they discussed current developments
in this theory and pertinent analytical and application subjects. North East India (NEI),
which consists of eight states, is highly susceptible to environmental shifts. In this study,
the actual observations made at the meteorological stations of the India Meteorological
Department (IMD) in the area and on the gridded data are used to analyze the current
climatic conditions that are present in NEI. In order to investigate the trends and potential
impacts of global warming, a new comprehensive surface temperature data set for India
is used to chart temperature changes for seven decades. The data set is divided into
three categories for investigating the temperature patterns during each of these times:
pre-monsoon, summer monsoon, and post-monsoon. Global warming has become a source
of worry for meteorologists over the past few decades. [26] discovered the Kothawale and
Weakened Seasonal Asymmetry of Trends in Temperature, which has been interpreted as
the result of a rise in temperature during the monsoon. [27] A very recent study examined
the multi-decadal patterns of surface temperature change over India. They found that
northwest and southern India warmed while northeastern and southwest India cooled. It is
well-known how crucial it is to examine atmospheric temperature at various stages [28–30].
Reference [28] demonstrated a decrease in the minimum temperature during the summer
monsoon over India and reported an increase during post-monsoon months. They [28] have
shown how a significant difference in seasonal temperature anomalies might bring about
seasonal asymmetry and changes in atmospheric circulation. Reference [29] reported that
although there are day-to-day fluctuations of pre-monsoon daily maximum and minimum
temperatures over some meteorological regions of India, there is no significant change
in the day-to-day magnitude of fluctuations of pre-monsoon maximum and minimum
temperatures. Reference [30] performed a spatial and temporal trend analysis of both
minimum and maximum temperature time series in different scales. After a trend detection
analysis through various non-parametric methods taking serial correlation into account,
they [30] exercised a sequential Mann-Kendal test to reveal the trend pattern at annual
or seasonal levels. Reference [31] presented a modeling system to predict both internal
variability and externally forced changes in surface temperature on regional and global
scales. They [31] emphasized the necessity of attempting to predict internally generated
natural temperature variability apart from natural and anthropogenic sources. In sharp
contrast to model simulations, reference [32] reported that global-mean surface temperature
has shown no discernible warming despite a steady increase in atmospheric greenhouse
gases since about 2000. Reference [33] reported the effect of inter annual variations in
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vegetation within land covers on surface temperature in North America and Eurasia using
statistical techniques on satellite data. Reference [34] reported a two-state Markov chain
approach and an autoregressive approach to study the surface temperature time series
over northeast India. It [34] concluded that the autoregressive model of order two best
represents the average monthly time series of surface temperatures over northeast India. In
reference [35], the timing of climate change reaction is revealed by the relative phasing of
temperature versus forcing mechanisms. References [35–37] demonstrated the importance
of surface temperature in urban climate modeling.

Before going into further details of the study, let us emphasize the newness of the
approach and outcomes. We have focused on interpreting the surface temperature based
on time series and fuzzy measures. In the subsequent sections, we will present a method
to identify the uncertainty around the surface temperature data concerning the summer
monsoon in India. The random variables will be standardized, and we will use the DST to
generate common goals. For this purpose, we will use two criteria, represented as fuzzy
numbers. We will present three polynomials to illustrate a functional connection between
time series and the measure of joint belief. The aroma of the newness of the present study
lies in the fact that instead of presenting the conventional statistical methodology, we will
explore the uncertainty associated with the data through DST, wherein we will consider
two separate queries on the same universe of discourse and will find the join belief measure
to find the combined belief measure through Dempster’s rule of combination.

Organization of the remaining part of the paper is as follows: In Section 2, we have
described the study area and data to be used, belief measure and Dempster-Shafer theory.
In Section 3 we have demonstrated the outcomes of the study in the form of results and
discussions and we have concluded in Section 4.

2. Study Area, Data Used, and Methodology

The study was conducted in North East India (NEI), located in the Eastern Himalayan
region. Its perimeter is defined by latitudes 21◦08′ to 30◦12′ N and longitudes 87◦50′ to
96◦30′ W. The Brahmaputra Basin is part of this area, which experiences heavy rains. Due
to distinct attributes, including orography, alternating pressure cells over NEI and the Bay
of Bengal, and the local mountain and valley winds, the climate of NEI differs from that of
the rest of India. The big water bodies and forested areas further enhance its unique climate.
NEI is covered by meteorological subdivisions (a) Arunachal Pradesh, (b) Assam and
Meghalaya, (c) Nagaland, Manipur, Mizoram, and Tripura defined by India Meteorological
Department (IMD). Please see the map in Figure 1.
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The observational data on surface temperature over Northeast India from 1901–2007
are collected from the website of the Indian Institute of Tropical Meteorology (IITM). The
link to the data is https://tropmet.res.in/static_pages.php?page_id=54 (accessed on 25
April 2023).

Fuzzy measure theory, as comprehensively defined in [38], provides us with a broad
framework to introduce and investigate possibility theory. This topic is closely related to
fuzzy set theory [39] and is crucial in several applications. Certain conditions must be met
by the function h for fuzzy measures to be categorized. In the past, these vital components
were believed to be found in the fundamental principles of probability theory, but this
assumption needed to be corrected. Since weaker assumptions define them, probability
measures are a particular form of fuzzy measure. The following are the principles of
fuzzy measures:

h1 : h(∅) = 0 and h(X) = 1
h2 : For every A, B ∈ P(X), if A ⊆ B then h(A) ≤ h(B)
h3 : For every sequence (Ai ∈ P(X)|i ∈ N) of subsets of X, if either A1 ⊆ A2 ⊆ · · · or
A1 ⊇ A2 ⊇ · · · (i.e., the sequence is monotonic), then lim

i→∞
h(Ai) =h lim

i→∞
(Ai)

A belief measure is defined by a function Bel : P(X)→ [0, 1] , Which satisfies the
axioms of fuzzy measures and another additional axiom defined as follows:

Bel(A1 ∪ A2 ∪ . . . ∪ An) ≥∑i Bel(Ai)−∑i<j Bel
(

Ai ∩ Aj
)
+.. . . + (−1)n+1Bel(A1 ∩ A2 ∩ . . . ∩ An) (1)

For every n ∈ N and every collection of subsets of X.
Every belief measure and its dual plausibility measure can be expressed as a function.

m : P(X)→ [0, 1]

Such that m(∅) = 0 and
∑

A∈P(X)

m(A) = 1 (2)

where m(A) indicates the degree of the evidence for the claim that a particular member of
X belongs to the set A but not to any subset of A, or how strongly we think the evidence
supports this claim.

Dempster-Shafer theory (DST) is a generalized method for describing uncertainty [40].
This theory is defined as an extension of probability theory. The Dempster-Shafer theory
is named after works by A. P. Dempster and Glenn Shafer, but the thinking it employs
dates back to the seventeenth century. Instead of single propositions, it comprises collec-
tions of prepositions, and each set is given an interval within which the degree of belief
must fall. To allow a degree of belief, the DST has been established, and it is known as
a theory of evidence because it works with the weight of the evidence. We consider
� = {Y1, Y2, Y3 . . . . . . Yn}, a set of n exhaustive and mutually exclusive propositions, where
0 is referred to as a context of judgement. Thus, the Boolean operator OR can be used to
create propositions; 2� is the collection of all subsets of 0. Dempster-Shafer introduced the
idea of mass probability, denoted as m(Y), to assign evidence to a proposition where Y is
the Universe of discourse

0 ≤ m(Yi) ≤ 1 (3)

∑
Y⊆�

m(Y) = 1 (4)

m(∅) = 0 (5)

https://tropmet.res.in/static_pages.php?page_id=54
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Mass probability can also be termed a basic probability assignment (bpa). The support
is the total degree of belief that is to be true for a hypothesis. So, a belief function can be
defined as

Bel : 2� −→ [0, 1] (6)

Bel(Y) = ∑X⊆Y m(X) for each X ⊆ � (7)

where Bel(Y) denotes the degree of support for the hypotheses of Y, then the multiple
hypotheses become

Bel(Y) = ∑
Yi⊆Y

m(Yi) (8)

A belief function’s characteristics are as follows:

Bel(�) = 1 as ∑
Y⊆�

m(Y) = 1 (9)

Bel(Y) = 0 i f Y ⊆ � (10)

0 < Bel(Y) < 1 i f Y ⊆ � and Y 6= � (11)

Bel(Y) = m(Y) f or each Y ⊆ � containing only one element (12)

Bel(Y) + Bel (
−
Y ) ≤ 1 (13)

Bel(�) = Bel (Y ∪
−
Y ) = Bel(Y) + Bel (

−
Y ) + ∑

Y∩X 6=0
−
Y∩X 6=0

m(X) = 1 (14)

Non-beliefs are defined as any belief unrelated to a particular subset and associated
with the symbol �. In general, a belief function is written as bpa. Conventionally, m(∅) = 0
means that the mass probability of the empty set is zero.

Using the Dempster formula of combination, data association is carried out using the
Dempster-Shafer theory. It can be explained as follows:

m1 ⊕m2(W) = m3(W) = K ∑
Y1∩Y2=W

m1(Y1)m2(Y2) (15)

The orthogonal sum of m1 and m2 is used to describe the sum of the mass product
intersections and total belief of W is defined as:

Bel(W) = ∑
i,j

Yi∩Yj=Z

m1(Yi)m2
(
Yj
)

(16)

The above-mentioned methodology would be applied in Section 3.
The procedural flow of the work to be presented in the subsequent section is summa-

rized in the following steps:

1. As the first step, the data are scaled to [0, 1];
2. Considering two measures of central tendency, two fuzzy sets are created;
3. Considering the two measures of central tendencies as two judging criteria, different

focal elements are generated based on α-cuts;
4. Measures of combined belief are computed for different focal elements according

to DST;
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5. Three polynomials are created as a functional relationship between the time scale and
the measure of joint belief;

6. Varying the leading coefficients over a range of values, we have generated 3-dimensional
surfaces to interpret the association between belief measure and time scale.

3. Results and Discussions

This section analyses the surface temperature data during the summer monsoon (JJAS)
in North East India from 1901 to 2007. All the values have been standardized. In the
following stage, we considered a universe of discourse for the summer monsoon (JJAS)
and computed the mean and median to produce a fuzzy set that is “close to the mean and
median respectively”. The following transformation is used to scale the data so that its
values fall between 0 and 1 if x represents the realization of the time series at a certain
time point:

zi =
yi −minyi

maxyi −minyi
(17)

where the suffix i denotes realization at the i-th time point. A fuzzy set has been created
whose elements are drawn from the time series as members of a crisp set and whose
membership function is given by

µ(Z)(z) =
1

1 + (z− c)2 (18)

In order to calculate the joint belief, c will be taken into consideration as the mean and
median for the two judging criteria.

The methodology mentioned in the previous section is now being applied in this
final stage. In the first scenario, we considered two basic assignments, m1, and m2, for the
summer monsoon (JJAS) for 107 years, where m1 and m2 stand for basic assignments for
mean and median, respectively. Then, three focal elements R, D, and C were taken into
consideration, each of which represented a fuzzy set “very close” to the mean or median,
“close” to the mean or median, and “moderately close” to the mean or median, respectively.
Furthermore, we calculated R, D, C, as well as the unions of all the focus elements, i.e., R∪D,
R ∪ C, D ∪ C, and R ∪ D ∪ C, which are assigned with the membership grades derived
from the various α- cuts. For each focal element, we have determined the joint belief, or
“Bel1,2” by applying Dempster’s rule to m1 and m2.

Again, we created two data sets for the summer monsoon (JJAS) spanning 50 years
each. We determined the focal elements R, D, and C and the unions of all the focal
elements. Then we gave membership grades to each element based on the various α- cuts.
Using Dempster’s method to the basic assignments m1 and m2 for each focal element, we
determined the joint belief, or Bel1,2.

By using four sets of time periods, each including data for 25 years, we determined
the joint belief and basic assignments for all the focal elements of summer monsoon (JJAS).

We have demonstrated joint belief for JJAS in Table 1, with the basic probability
assignments based on the fuzzy sets of surface temperature amounts close to mean and
median, respectively. The joint beliefs of the window sizes of 50 and 25 are presented
in Tables 2 and 3 respectively. Assuming there are two judges to evaluate the system,
one will think that the surface temperature value is relative to the mean, while the other
will consider that it is close to the median. Since all the elements in the first column have
basic probability assignments that are non-zero, they can all be considered focal elements.
The joint belief is presented as the combined evidence in the fourth column of each table.
We may conclude that for JJAS, most of the monthly surface temperature values are near
the mean and median because it is observed that the joint belief for R ∪ D and R ∪ C
has the highest joint belief measure. However, none of the joint beliefs are larger than or
equal to 0.5 according to the combined bodies of evidence. Therefore, we comprehend that
although perfect symmetry is unavailable for JJAS, the data are close to symmetry. This
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suggests that the 107-year time series of JJAS surface temperature data over northeast India
deviates from symmetry and contains some degrees of uncertainty.

Table 1. The values of joint belief for the four focal elements derived from surface temperature data
corresponding to JJAS corresponding to 1901–2000.

About Mean (JJAS) About Median
(JJAS)

Combined
Evidence

Focal
Elements m1 m2 Bel1,2

R ∪ D 0.318 0.149 0.142

R ∪ C 0.318 0.149 0.142

D ∪ C 0.084 0.140 0.069

R ∪ D ∪ C 0.318 0.149 0.047

Table 2. The values of joint belief for the four focal elements derived from surface temperature data
corresponding to JJAS data broken into windows of 50 years (1901–1950 and 1951–2000).

About Mean (JJAS) About Median
(JJAS)

Combined
Evidence

Focal
Elements m1 m2 Bel1,2

(a)

R ∪ D 0.34 0.7 0.71

R ∪ C 0.34 0.7 0.71

D ∪ C 0.18 0.06 0.16

R ∪ D ∪ C 0.34 0.7 0.24

(b)

R ∪ D 0.3 0.22 0.2

R ∪ C 0.3 0.22 0.2

D ∪ C 0.14 0.22 0.13

R ∪ D ∪ C 0.3 0.22 0.07

In the next part, we have divided the time series previously mentioned into 50-year
segments for our study. We have considered the first and second 50 years for JJAS in
Table 2a,b. The joint belief measures for the first two focal components are above 0.50,
according to Table 2a for JJAS. Joint belief measures for the first two focal elements show
strong evidence favoring to be around mean and median, which suggests a substantial
body of evidence. This implies that the mean and median are very close and that the
combined body of evidence firmly supports the data indicating that the mean and me-
dian are close. The joint body of data has a belief measure of less than 0.50 for the first
two elements for the subsequent 50 years. Please note that while computing the mean
and median, we consider the data set of 1901–2007. However, as we constructed the focal
elements in different time scales, the data from 2001 to 2007 were not used because the
time scales were multiples of 5. Because of this, although the data are almost symmetric,
absolute symmetry is not accessible.
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Table 3. The measures of joint belief for the four focal elements derived from surface temperature
data corresponding to JJAS data broken into windows of 25 years (1901–1925, 1926–1950, 1951–1975
and 1976–2000).

About Mean (JJAS) About Median
(JJAS)

Combined
Evidence

Focal
Elements m1 m2 Bel1,2

(a)

R ∪ D 0.32 0.36 0.35

R ∪ C 0.32 0.36 0.35

D ∪ C 0.16 0.12 0.12

R ∪ D ∪ C 0.32 0.36 0.16

(b)

R ∪ D 0.32 0.32 0.31

R ∪ C 0.32 0.32 0.31

D ∪ C 0.28 0.28 0.26

R ∪ D ∪ C 0.32 0.32 0.10

(c)

R ∪ D 0.28 0.36 0.30

R ∪ C 0.28 0.36 0.30

D ∪ C 0.16 0.24 0.17

R ∪ D ∪ C 0.28 0.36 0.10

(d)

R ∪ D 0.24 0.24 0.17

R ∪ C 0.24 0.24 0.17

D ∪ C 0.16 0.16 0.11

R ∪ D ∪ C 0.24 0.24 0.06

In the following research stage, we divided the time series into 25-year segments and
computed the joint belief measure for each duration window. We found that the joint belief
was declining.

In the final part of the work, we created three polynomials as a functional relationship
between the time scale and the measure of joint belief where the belief measure is considered
to be an independent variable, and it can be written in the form:

z = a1y3 + a2y2 + a3y + a4 (19)

z = a1y4 + a2y3 + a3y2 + a4y + a5 (20)

z = a1y5 + a2y4 + a3y3 + a4y2 + a5y + a6 (21)

In this case, y is a timescale, and z is a joint belief measure. Subsequently, all real
coefficients have generated polynomials of degrees 3, 4 and 5. None of the polynomials
appeared to be monic. Hence, we have the leading coefficient not equal to 1. Varying the
leading coefficients over a range of values we have generated a 3-dimensional surface in
each case (please see Figure 2a–c). In Figure 2a we observed that the surface has an upward
pattern with a time scale.
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Furthermore, the inclination is steeper in the case of higher values of the leading
coefficient. A similar pattern is observed in a polynomial of degree 4 (see Figure 2b).
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However, in the case of a polynomial of degree 5, the surface gets curved (see Figure 2c),
and we observed that the curvature is not affected by the change in the leading coefficient.

Contrary to the pattern available for rainfall [41] the surface is not getting a full convex
pattern around any time scale. This indicates that we change in the time scale; the joint
belief measure has a regular tendency to increase. The degree of evidence is getting stronger
with the time scale. Hence the predictability of this climate parameter is less for lower
time scales and more for higher time scales. This indicates the necessity of nonlinear
methodologies for predicting climate parameters in a shorter time frame.

4. Conclusions

In the present paper, we have reported an application of the Dempster-Shafer theory
to interpret the surface temperature time series over a meteorological subdivision of India.
In this theory, evidence obtained in the same context but from two independent sources
in a similar field of inquiry is combined and expressed through two basic assignments in
the form of a joint basic assignment. In this context, for every subset in the power set of
some universe of discourse, the belief measure is interpreted as the degree of belief based
on available evidence. The essence of the theory is that one can view the subsets of the
body of evidence as answers to a particular query. We assume that some of the answers are
correct, but we need to identify the correct ones fully. Equation (1) about belief measures
implies the monotonicity axiom of fuzzy measures.

We have created a methodology in the study described in the previous section to
comprehend the uncertainty related to the summer monsoon’s (JJAS) surface temperature
over Northeast India for the years 1901–2007. After standardizing all the values, we moved
on to the next step, where we considered the Universe of discourse for the summer monsoon
(JJAS) and calculated the mean and median to create a fuzzy set that represented the crisp
set’s elements as being “close to the mean and median respectively.” Then, to compute
the joint belief measure using the Dempster-Shafer Theory, we have considered two basic
assignments, m1, and m2, for the summer monsoon (JJAS) for 107 years. m1 and m2 are the
basic assignments corresponding to the consideration of mean and median, respectively.
Then, three focal elements, R, D, and C, which, respectively, stand for fuzzy sets “very close”
to mean/median, “close” to mean/median, and “moderately close” to mean/median, have
been taken into consideration.

Furthermore, we have determined R, D, C, and the unions of all focus components,
i.e., R ∪ D, R ∪ C, D ∪ C, and R ∪ D ∪ C, assigned with the membership grades derived
from the various α-cuts. We have determined the joint belief, or “Bel1,2” for each focal
element by applying Dempster’s method to m1 and m2. Following a thorough investi-
gation using the Dempster-Shafer method, we have found that uncertainty rises as we
examine the time series of smaller windows rather than the entire time series. Finally, using
a second-degree polynomial to represent the functional relationship between the time
scale and the joint belief measure, we described the association using three-dimensional
plots, revealing how the joint belief measure changed as the window size and leading
coefficient of the polynomial that represented the relationship between them changed. The
figures (Figure 2) show that the surfaces represent the joint belief measure. In each instance,
a 3-dimensional structure was produced by varying the leading coefficients over a range of
values. We can see that the surface in Figure 2a has an upward design with a time scale.

Additionally, the inclination is sharper when the leading coefficient has larger val-
ues. A comparable pattern is seen in the case of degree 4 polynomials. However, when
a polynomial of degree 5 is involved, the surface curves, and we found that the curvature
is unaffected by a shift in the leading coefficient. This shows that the joint belief measure
consistently grows as time goes on. The strength of the evidence increases over time.
Because of this, the predictability of this climate indicator is better at longer time scales than
at shorter time scales. Finally, we understand that nonlinear methodologies are essential
for forecasting the climate parameter in a shorter period. In future research, we want to
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expand this strategy to a multivariate framework that considers additional climatological
factors that affect surface temperature over the study zone.

Long back, McBratney and Moore (1985) [42] implemented the fuzzy sets approach
as a realistic and flexible one to information transfer than classifying climate into discrete
sets. In due course, McBratney and Odeh (1997) [43] described fuzzy systems, including
fuzzy set theory and fuzzy logic, as a potential tool to significantly improve or extend
conventional logic and demonstrate phenomena associated with soil through it. Another
important work in meteorology is Luydmila et al. (2017) [44], where the authors proposed
a fuzzy-logic-based model for agro-meteorological modeling. The current approach differs
from the earlier ones. Instead of fuzzy logic, we have reported a fuzzy-set theoretic
approach to represent a functional connection between time series and the measure of
joint belief through DST. The purpose is not precisely prediction but to give insight into
the time series and analysis of the obtained results proving that the certainty increased
over time. The study also confirmed that the degree of the evidence is a more predictable
parameter over a more extended period. While conclusion, let us comment on the relative
advantages of the methodology over the existing and conventional ones. In the references
mentioned throughout the text, the focus has mainly been on predicting or studying
the trend of the time series. However, in the current work, the primary focus has been
exploring the time series’ intrinsic fuzziness through joint belief measures. This measure
is through DST; before that, we generated fuzzy sets, and through alpha-cuts, we built
focal elements required for constructing the joint belief function. In this context, let us
compare the current procedure with another work where one of the present authors has
quantified the uncertainty through Shannon entropy (Saha and Chattopadhyay, 2020) [45].
This work shows how entropy is affected by the fluctuation of mean rainfall on seasonal and
yearly scales.

Contrary to the study of [45], the current work has explored the possibility of DST
to probe the intrinsic uncertainty associated with a climatological parameter. Although
the basic procedure of the present study differs from the work [45], the flexibility of both
approaches is noteworthy. Prediction of climatological time series through artificial neural
networks, an essential component of soft computing techniques, was reported in [46]. This
procedure’s advantage lies in the flexibility of the approach attributed to the fuzzy set
theory, a generalization of crisp set theory. Also, let us comment on the future direction
of the current work. In this work, we have confined ourselves to a univariate scenario.
We propose extending the approach to a multivariate framework by considering other
climatological parameters. We offer to assess the correlation between relevant climatological
parameters through a fuzzy-set theoretic approach in variable time scales. Through this, we
expect to move towards extending this kind of DST-based approach to a broader perspective
of the multivariate climatological forecast.
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