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Abstract: To quantitatively identify internal wire breakage damage in mining wire ropes, a wire
rope internal wire breakage signal identification method is proposed. First, the whale optimization
algorithm is used to find the optimal value of the variational mode decomposition parameter [ K,α]
to obtain the optimal combination of the parameters, which reduces the signal noise with a signal-
to-noise ratio of 29.29 dB. Second, the minimum envelope entropy of the noise reduction signal is
extracted and combined with the time-domain features (maximum and minimum) and frequency-
domain features (frequency–amplitude average, average frequency, average power) to form a fusion
feature set. Finally, we use a particle swarm optimization–least squares support vector machine
model to identify the internal wire breakage of wire ropes. The experimental results show that the
method can effectively identify the internal wire rope breakage damage, and the average recognition
rate is as high as 99.32%, so the algorithm can greatly reduce the system noise and effectively identify
the internal damage signal of the wire rope, which is superior to a certain extent.

Keywords: internal damage of wire rope; PSO–LSSVM axiom; signal processing; WOA–VMD axiom
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1. Introduction

Wire ropes are widely used in modern industrial production equipment; in particular,
they are important parts of the coal mine hoisting and traction systems. Owing to their
critical function, wire ropes must possess a large safety factor, good elasticity, and high
load-bearing capacity. The use environments of wire ropes are typically harsh, and they
often bear complex and changeable loads. As a result, wire rope breakage commonly
occurs, endangering the safety of personnel and the healthy operation of the overall system,
causing severe economic losses [1–4]. Hence, the rapid detection of wire breakage and
its location is essential for the safety of rope operation. However, the collected wire rope
damage signal is affected by the background magnetic field, wire rope fluctuation noise and
other factors, which change randomly; larger noise may even affect the feature vector when
the damage is small, making wire rope damage detection and identification difficult [5–7].
Therefore, to improve the accuracy of the internal damage signal identification of a wire
rope, this study proposes a new signal noise reduction and internal damage quantitative
identification method.

Due to the mine environment, noise and other factors have an impact on the wire rope
detection signal, making it difficult to distinguish between normal wire rope signals and
damaged wire rope signals. Therefore, in order to facilitate the accurate identification and
analysis of internal damage to the wire rope, the noise reduction in the damage detection
signal is particularly important. Empirical modal decomposition (EMD) [8–10], wavelet
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transform (WT) [11,12], and variational mode decomposition (VMD) [13–16] are conven-
tional noise reduction methods. The EMD technique is susceptible to modal confusion due
to the envelope value, and the wavelet basis function of the WT method requires a manual
selection and is less adaptive. Meanwhile, the traditional variational mode decomposition
technique can suppress the modal confusion; however, the accuracy of its adaptive parame-
ter selection is generally low. Many researchers have used these methods to suppress the
noise in the collected signal and obtained good results. Therefore, this study uses the VMD
method to decompose and reduce the noise of the collected internal damage signal of the
wire rope. In addition, the whale optimization algorithm (WOA) is used for parameter
search optimization of the VMD method, which effectively improves the signal-to-noise
ratio and recognition accuracy.

Convolutional neural networks (CNNs) [17–19], extreme learning machines
(ELMs) [20–22], and support vector machines (SVMs) [23,24] are frequently used for quan-
titative recognition. The recognition performance of CNNs is influenced by various param-
eters (such as the number of layers and nodes) and sample size, which often produce local
minima during recognition. ELMs can effectively handle nonlinearities in the recognition
process; however, they are able to detect only empirical hazards, exhibit poor generaliza-
tion capabilities, and are very prone to overfitting. In contrast, SVMs can solve complex
problems under unconstrained conditions with a small sample size and quick response.
Suykens [25] improved the SVM and proposed the least squares support vector machine
(LSSVM), which replaced the non-equation constraint in the SVM with the equation con-
straint, which considerably reduced the solution difficulty and has been widely used in
industrial intelligence [26,27]. Zhang, K. et al. [28] used a compressor fault diagnosis
test experimental platform to obtain fault signals, and used the PCA algorithm to ex-
tract the feature data in the fault signals as inputs to the fault diagnostic model, and the
proposed fault diagnostic system can effectively identify the compressor fault diagnosis.
Guan, S et al. [29] used the orthogonal wavelet packet decomposition algorithm to decom-
pose the raw signals of industrial systems, and then extracted the features to be input into
the LSSVM model for classification and identification, and the effectiveness of the method
was verified through experiments and input into the LSSVM model for classification
and identification, and the effectiveness of the method was verified through experiments.
Gao, S et al. [30] fused singular entropy, energy entropy and arrangement entropy to obtain
the complementary features, combined with the PSO algorithm to optimize the LSSVM, and
successfully accomplished the diagnosis of the bearing faults. In addition, in the research of
machine learning modeling, different algorithms arrive at different conclusions for different
research problems, and it is very meaningful to apply the LSSVM model to wire rope dam-
age identification; therefore, this paper adopts particle swarm to optimize the parameters
of the LSSVM model and uses the optimized LSSVM model for the identification of internal
damage of wire rope.

In summary, most of the above studies are conducted to detect surface defects of wire
ropes, and there are fewer studies on the internal wire breakage damage of wire ropes; in
terms of signal processing, the adaptive effect of wavelet transform is poor, and there is
a modal aliasing phenomenon in EMD; in terms of quantitative identification, the neural
network is very easy to fall into the local minima, the limit learning machine has a weak
ability of generalization, and it is easy the overfitting problem can easily occur. The support
vector machine to solve the non-equation problem is rather complex; therefore, this study
proposes a WOA-optimized VMD algorithm to reduce the noise generated when detecting
internal wire-break damage of wire ropes. Finally, a PSO–LSSVM-based wire rope internal
wire-break damage identification method is proposed for accurately identifying the internal
wire-break damage of wire ropes. Its main contributions are summarised as follows:

This paper analyzes the noise of the wire rope's internal broken wire damage signal
from the frequency domain perspective and proposes the WOA–VMD noise reduction
algorithm for this noise. At the same time, the noise reduction algorithm is compared with
the wavelet thresholding noise reduction and complete ensemble empirical mode decom-
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position with adaptive noise (CEEMDAN) and VMD algorithms, and the noise reduction
effect of this research algorithm is significantly better than the other three algorithms, so
this research noise reduction algorithm has a certain degree of superiority.

This work is based on the wire rope inspection system, and a significant amount of
actual and reliable data regarding internal wire rope damage have been collected. Mean-
while, various frequency domain parameters (average frequency amplitude, frequency, and
power), time domain characteristics (maximum and minimum), and minimum envelope
entropies were extracted to form a fused feature set, and the outcomes of various feature
sets were discussed.

After feature extraction, we used the WOA–VMD-PSO–LSSVM model to identify the
wire rope internal wire breakage signal, which no one has applied in the field of wire
rope identification, and at the same time, compared it with three other methods, namely
the WOA–VMD-KNN algorithm, the WOA–VMD-SVM algorithm, and the WOA–VMD-
LSSVM algorithm; the method is obviously superior to the other three methods.

The remainder of this article is organized as follows. Section 2 describes the WOA–
VMD and PSO–LSSVM algorithms. Section 3 outlines a procedure for identifying the
internal damage in wire ropes. In Section 4, simulated signals are created to verify the effec-
tiveness of the algorithms discussed in this paper. In Section 5, experiments are conducted
to examine the noise reduction effect and detection rate of the proposed algorithms. Finally,
conclusions from the obtained results are drawn in Section 6.

2. Theoretical Basis
2.1. Principle of Wire Rope Damage Detection

In practical engineering, in order to better simulate the analysis, it is usually assumed
that the wire rope damage is a section of infinite length and perpendicular to the direction
of the magnetization of the external magnetic field H0 rectangular groove. According to the
spontaneous magnetization of the magnetic domains in the wire rope defect on both sides
of the uniform distribution of “magnetic charge”, the two walls of the magnetic charge are
magnetic opposites; the theoretical model is shown in Figure 1.
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Figure 1. Magnetic dipole model of wire rope damage.

As shown in the figure, the width of the rectangular defect is 2b, the depth of h. The
origin is the middle of the rectangular slot. The direction of the magnetization of the
magnetic field along the x-axis and y-axis establishes the two-dimensional plane coordinate
system. The width of the loading surface is denoted as dη; the density of the loading
surface is denoted as ρm. The value of ρm can be determined by the Formula (1); r1, r2 is the
distance between the midpoint of the space and the loading surface of the two walls of the
slot surface.

ρm = 5.3

(
h
b + 1
h

bµ + 1

)
H0 (1)
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where µ is the relative permeability of the measured material; H0 is the magnitude of the
applied magnetic field strength.

In the above coordinate system, the magnetic field strengths d
→
H1 and d

→
H2 generated

by the loading surface dη on both walls at point P(x, y) in space are denoted as:
d
→
H1 = ρmdη

2πµ0r2
1

→
r1

d
→
H2 = ρmdη

2πµ0r2
2

→
r2

(2)

where µ0 is the vacuum permeability.
If the recorded load surface dη is at depth η in the wire rope, then there is:{

r2
1 = (x + b)2 + (y + η)2

r2
2 = (x− b)2 + (y + η)2 (3)

Then, the strength
→
H1 of the magnetic field generated on the left side can be expressed

in the above coordinate system:
dH1x = ρm(b+x)dη

2πµ0

[
(x+b)2+(y+η)2

]
dH1y = ρm(y+η)dη

2πµ0

[
(x+b)2+(y+η)2

] (4)

where dH1x is the x-component of the magnetic field strength generated at point P(x, y)
by the left defective slot wall loading surface dη; dH1y is the y-component of the magnetic
field strength generated by the left defective slot wall loading surface dη at point P(x, y).

The strength
→
H2 of the magnetic field generated on the right-hand side can be ex-

pressed in the above coordinate system:
dH2x = ρm(b−x)dη

2πµ0

[
(x−b)2+(y+η)2

]
dH2y = ρm(y+η)dη

2πµ0

[
(x−b)2+(y+η)2

] (5)

where dH2x is the x-component of the magnetic field strength generated by the right-hand
defective slot wall loading surface dη at point P(x, y); dH2y is the y-component of the
magnetic field strength generated at point P(x, y) by the right defective slot wall loading
surface dη.

As can be seen from the above equation, the magnetic induction strength of the wire
rope damage signal has a close relationship with the size and depth of the damage, so
this paper uses the length and depth of the wire rope broken wire damage to verify the
effectiveness of the algorithm in this paper.

2.2. WOA–VMD Algorithm

The first step to establishing the internal damage recognition model of wire rope is
to carry out feature extraction. Whether the extracted features are accurate or not directly
determines the accuracy of the recognition model, so the extracted features must be able
to truly and accurately reflect the information about the internal damage of the wire rope.
In order to obtain accurate feature vectors, the first step is to process the detected signals.
This study uses VMD for noise reduction in the detected signals, but VMD needs to pre-
determine the modulus K and the penalty factor α, which will greatly affect the adaptability
of the signal processing process. Therefore, the use of WOA for the optimization of the pa-
rameters can greatly improve the adaptability of the VMD. At the same time, different wire
rope fracture damage will produce different frequency detection signals, which leads to the
VMD decomposition producing different eigenfunctions. According to the eigenfunctions
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constructed by different feature information, the calculated eigenvalues will be different.
Therefore, the WOA–VMD decomposition of the internal damage signal of the wire rope to
obtain the noise reduction signal and the calculation of the feature vector according to the
noise reduction signal can greatly improve the recognition accuracy. The following is the
principle of the noise reduction algorithm.

2.2.1. Principles of the WOA Algorithm

The WOA is an intelligent optimization algorithm based on the hunting behavior of
humpback whales [31,32]. The advantages of this algorithm are its good stability, short
search time, effective avoidance of falling into the trap of local minimal values, and strong
global optimization search capability. Based on these features, this study adopted the WOA
for parameter optimization.

The WOA consists of three important phases: encircling prey, bubble net attack, and
search for predatory prey. during the first stage, the algorithm searches for prey in the
space. After the prey location is determined, it is assumed to be the best location, and other
whales surround the prey with the best location utilized as the core. The prey location is
continuously updated using the following expressions:

x(t + 1) = x∗(t)− A× D (6)

D = |C× x∗(t)− x(t)| (7)

where t is the number of iterations, x*(t) is the position of the optimal solution, D is the
distance between the search individual and the optimal solution, x(t) is the position of the
search individual, and A and C are the coefficient vectors.

The second phase consists of two processes: envelope contraction and spiral position
update. When an attack is performed, all whales gradually contract the envelope around
the core prey, and each whale moves in a spiral path along the optimal distance from the
core prey according to the following expressions:

x(t + 1) = D′ × ebl × cos(2πl) + x∗(t) (8)

D′ = |x∗(t)− x(t)| (9)

where D′ is the distance between the searching individual and the optimal solution; b is the
spiral shape parameter; l is a uniformly distributed random number with value domain
[−1, 1].

During the envelope contraction, we assume that each whale can update its posi-
tion along the contraction and spiral paths with a probability of 0.5 according to the
following expressions:

x(t + 1) =
{

x∗(t)− A× D
D′ × ebl × cos(2πl) + x∗(t)

p < 0.5
p ≥ 0.5

(10)

where p is the occurrence probability of the predation process, and [0, 1] is a random
number in the range of possible values.

In the third stage, the WOA algorithm performs the predation by randomly updating
the position in the solution space. The corresponding expression is shown in (12):

x(t + 1) = xrand(t)− A× D′′ (11)

D′′ = |C× xrand(t)− x(t)| (12)

where D′′ is the distance between search individuals, and xrand(t) is the position of
random individuals.
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2.2.2. VMD Principle

VMD is an adaptive signal decomposition method that employs a non-recursive de-
composition to decompose a signal into a specified number of IMF with different center
frequencies based on a predetermined number of modes, K, and a penalty factor, α. It
overcomes the uncertainty in the number of IMFs caused by the traditional EMD decompo-
sition method as well as the encountered end-point effects and mode mixing problems and
is able to better highlight the characteristic information of the signal [33]. The variational
modal decomposition is mainly divided into the construction of the variational problem
and its solution; the variational problem is constructed as follows:

min
{uk}{ωk}

{
∑
k

∥∥∥∂t

[(
σ(t) + j

πt

)
∗ uk(t)

]
e−jωkt

∥∥∥2

2

}
s.t. ∑

k
uk = f

(13)

In order to obtain the optimal solution of Equation (8), it is necessary to change
this constrained problem into an unconstrained problem, which can be changed into an
unconstrained problem by expanding it with the help of the generalized Lagrange function.
Its variational solution problem is expressed as:

L({uk}, {ωk}, λ) = α∑
k

∥∥∥∥∂t

[(
σ(t) +

j
πt

)
∗ uk(t)

]
e−jωkt

∥∥∥∥2

2
+

∥∥∥∥∥ f (t)−∑
k

uk(t)

∥∥∥∥∥
2

2

+ 〈λ(t), f (t)−∑
k

uk(t)〉 (14)

Here, α represents the quadratic term penalty factor; λ represents the Lagrange multi-
plier; the alternating direction multiplier algorithm is used to continuously update each
IMF’s un+1

k , and wn+1
k , and λn+a; and the “saddle point” of the Lagrange expression

is calculated.

2.2.3. WOA Optimization and VMD Principle

The key to WOA optimization of VMD is to define a suitable fitness function to
calculate the fitness value and update the parameters by comparing the fitness value [34].
In this paper, the envelope entropy is chosen as the fitness function of the WOA–VMD
algorithm. When the IMF component after VMD decomposition contains more noise
and the features are not obvious, the signal of the component is weakly sparse, and its
envelope entropy value is larger; when the IMF component has more feature information,
the signal shows stronger sparse characteristics, and its envelope entropy value is smaller.
The minimum envelope entropy calculation formula is as follows:

Pj =
aj

∑N
j=1 aj

, j = 1, 2, · · · , N (15)

where aj is the envelope amplitude of the jth point of the modal signal, N is the modal
signal length, and Pj is the normalized envelope of the modal signal.

The envelope entropy is calculated as follows:

IMFEE(k) = −∑N
j=1 PjlgPj (16)

where IMFEE(k) is the envelope information entropy of k modal signals.

MEE = min{IMFEE(1), · · · , IMFEE(k)} (17)

In summary, the flowchart for optimizing VMD parameters using WOA is shown in
Figure 2. The specific steps are as follows:

Step1: WOA initialization parameter [K, α]. Set the range of parameter values to avoid
setting the range too small, which leads to less feature information in the modal component.
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Step2: Decompose the internal damage signal of the wire rope using VMD to obtain
several IMF components.

Step3: Calculate the fitness function value for each [K, α] corresponding position, and
update the best fitness function value when the fitness function value is greater than the
current value.

Step4: Determine if the iteration is complete. If T < Tmax, update the whale’s position
variable. Otherwise, the iteration terminates and the optimal parameters [K, α] are saved.
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2.3. PSO–LSSVM Identification Principle

In the LSSVM model with radial basis function (RBF) as the kernel function, the
selection of the radial basis kernel function parameter σ is the key to the identification
of wire rope damage signals, and improper selection of the parameter will lead to poor
identification model results. In the preprocessing stage, the selection of initial values is
random, and in the past, it relied on experience to select the appropriate parameters, which
may lead to underfitting or overfitting problems. The PSO algorithm is used to optimize
the parameters, which avoids the above drawbacks and greatly improves the classification
accuracy of the LSSVM model. The principle of the PSO optimization LSSVM algorithm is
as follows:

The LSSVM model parameters are optimized via particle swarming to increase the
recognition accuracy [35]. First, we assume that {xτ , yτ}, (τ = 1, 2, · · · , l), where xτεRn

are the n-dimensional system input vectors, and yτεR is the input value for the training
sample. H is the high-dimensional feature space, and Rn → H is the high-dimensional
nonlinear mapping operator. The fitted sample in the feature space H is defined as follows:

yτ = ωϕ(xτ) + b (18)

whereω is the weight vector; b is the bias; and xτ and yτ are the system input and output
values, respectively.
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Second, the minimization function for the LSSVM optimization process is established
using the least-squares function and equation constraint:

minJ(ω, ξ) = min
ω,b,ξ

1
2
‖ω‖2 + C

1
2

l

∑
τ=1

ξ2
τ (19)

The constraints are expressed as follows:

yτ = ωϕ(xτ) + b + ξτ , (τ = 1, 2, · · · , n) (20)

where C is the penalty coefficient, and ξτ is the relaxation factor.
The Lagrangian solution equation for the minimization function is:

L(ω, b, ξ, a) =
1
2
‖ω‖2 + C∑l

τ=1 ξ2 −∑l
τ=1 aτ [ωϕ(xτ) + b + ξτ − yτ ] (21)

where aτ is the Lagrangian multiplier. The optimal parameters a and b can be obtained
using the following Karush–Kuhn–Tucker (KKT) conditions:

∂L
∂b = 0⇒ ∑l

τ=1 aτ = 0
∂L
∂ξ = 0⇒ aτ = Cξτ

∂L
∂ω = 0⇒ ω = ∑l

τ=1 aτϕ(xτ)
∂L
∂a = 0⇒ ωϕ(xτ) + b + ξτ − yτ = 0

(22)

Using a radial basis function (RBF) as the kernel function, the following expression
is derived:

K(xτ, xj) = exp(−‖x− xτ‖2

2σ2 ) (23)

where σ is the width parameter of the kernel function, which is the key computational
parameter. When the value of σ is small, the LSSVM model is unable to accurately recognize
the results, although it has high computational accuracy. When the value of σ is large, the
computational accuracy of the LSSVM model is poor, although the degree of generalization
of the recognition results is improved. Therefore, the regularization parameter and width
parameter need to be optimized when using the LSSVM model for recognition.

Therefore, in this study, the PSO algorithm is used to optimize the RBF kernel function
with the expression:

νk+1
τd = νk

τd + c1rk
1

(
pk

τd − xk
τd

)
+ c2rk

2

(
pk

gd − xk
gd

)
(24)

xk+1
τd = xk

τd + νk+1
τd (25)

where τ represents the τth particle, d is the particle dimension, k is the number of iterations,
νk

τd is the velocity of particle τ, xk
τd is the position of particle τ, pk

τd is the optimal position of
particle τ, pk

gd is the global optimal position of the entire cluster, c1 and c2 are the learning
factors, and r1 and r2 are the random numbers in the range [0, 1].

Therefore, the PSO–LSSVM model can be expressed as:

yτ =
l

∑
τ=1

aτK(x, xτ) + b (26)

3. WOA–VMD–PSO–LSSVM Algorithms

A flowchart of the WOA-VMD-PSO-LSSVM algorithm is shown in Figure 3.
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The overall identification procedure includes the following steps.
Step 1: Damage signals are acquired and screened, and damage signal types are analyzed.
Step 2: Data noise reduction is performed using the WOA–VMD process.
Step 3: A multidomain feature set is created by combining the minimal envelope

entropy with the time-domain and frequency-domain characteristics.
Step 4: To obtain recognition results, a PSO–LSSVM model is constructed, the fused

feature set is fed into this model, and parameter optimization is performed using the
particle swarm approach.

The pseudo-code for the WOA–VMD-PSO–LSSVM method is as follows:

method WOA–VMD and PSO–LSSVM method

Input num = xlsread(‘x.xlsx’); % detection signal x

Output
plot(xi ); % WOA–VMD denoising signal xi

plot
(

xj ); % PSO–LSSVM identification results xj

Loop

For (i = 1, i ≤ 30; i++);
{

[α, k] = woa(num, i); %WOA optimization; α is the penalty factor; k is the
number of optimal decomposition layers

xi= VMD(α , k); % Noise reduction using VMD, xi is the signal
after noise reduction

}
For (j = 1, j ≤ 50; j++);

{
[c, g] = pso(num, j); % PSO optimization
xj = lssvm(c, g); % Recognizing Noise Reduction Signals with

LSSVM, xj is the result of the identification
}

end

4. Simulation Analysis

In order to investigate the efficiency of the proposed algorithm in this study, we utilize
the signal expression given in Equation (27) and simulate it in MATLAB 2021 software.
According to the characteristics of the wire rope damage detection signal, white noise is
added to the simulated signal to obtain a noisy detection signal, as shown in Figure 4a. The
signal is noise-reduced using the WOA–VMD method, and the noise-reduced signal shown
in Figure 4b is obtained. The simulation signals are only a prejudgement of the results
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and a basis for judgment to proceed to the next step, so the simulation results are broadly
similar to the experimental results.

y1 = sin(2πt)× [sin(2πt) + 1] (27)
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Figure 4. Simulated signals generated according to (27) after the (a) addition of a noisy analog signal
and (b) noise reduction using the algorithm developed in this work.

The simulation results in Figure 4 show that the signal after noise reduction is mor-
phologically close to the original signal, which can eliminate the noise components and
retain the effective features of the signal.

To validate the PSO–LSSVM recognition method, we created a new set of simulated
signals in MATLAB2021 according to Expression (28), as shown in Figure 5. Then, the fused
feature vectors of the two sets of signals are extracted for recognition identification, and the
results are shown in Figure 6.

y2 = 2cos(2πt)× [cos(πt) + 1] (28)
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Figure 6. Simulated identification data. (a) Adaptation curve for parameter optimization (b) PSO-
LSSVM algorithm identification results.

The simulated identification data presented in Figure 6 show that the particle swarm
seeking fitness curve becomes smooth after several iterations. After the optimization search,
the optimal parameters of the LSSVM algorithm are equal to C = 0.1 and g = 605.86, and
the internal damage recognition rate of the wire rope is 99.5%.

5. Experimental Results
5.1. Experimental Design

A wire rope experimental setup was constructed to validate the developed recognition
method (Figure 7). The wire rope damage is detected via the following procedure. To
prevent the effects of temperature on the obtained results, the room temperature was set to
26 ◦C. At the same time, the flaw detector with the FPC radial acquisition board (signal
detection sensor) was placed at a designated location. Next, the motor was started to set
the wire rope with internal damage in motion. Finally, the data acquisition card was used
to collect the wire rope internal damage signal. The obtained information is transmitted
and stored on the computer.
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To study the magnetic field response of the internal damage of the wire rope, two
groups of experiments were performed. The first group included the experiments con-
ducted at different wire damage lengths. For this purpose, a 6 × 19 wire rope was selected,
and its internal damage length was varied between 3, 5, 7, 9, 11, 13, and 15 mm (Figure 8a).
In the second group of experiments, the broken wire depth was varied between 5, 10, 15,
20, 25, 30, and 35 wire (Figure 8b).
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5.2. Damage Signal Data Analysis

To evaluate the effectiveness of the proposed WOA–VMD–PSO–LSSVM approach,
acquisition work was performed on the internal damage data of the wire rope. The detected
experimental signals are shown in Figure 9. The causes of noise generation and their effects
on the detection of the internal broken wire damage were investigated from the time–
domain and frequency–domain perspectives.
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When using leakage magnetic field to detect internal broken wire damage, two dif-
ferent types of noise will be generated: one is the background noise caused by the helical
structure of the wire rope strand, and the other is the other random noise caused by the
wire rope jitter, external magnetic field interference, positioning errors and other factors
during the detection process. Therefore, these two types of noise cannot be avoided.

Figure 9a shows the time-domain diagram of the wire rope internal damage signal.
Because of the impact of the above-mentioned noise types, the wire rope internal damage
signal noise is very strong, and it is difficult to distinguish between the noise and useful
signal characteristics. Figure 9b displays the frequency spectrum of the wire rope internal
damage signal, in which the generated noise causes a considerable band interference and
mode overlap. Therefore, to ensure a sufficiently high recognition accuracy, the internal
damage signal of the wire rope must be subjected to a noise reduction procedure.

5.3. WOA–VMD Optimization Search Process

The VMD algorithm requires a predetermined number of decomposition layers K
during the decomposition of the detected signal. Modal mixing is performed for each
mode after VMD to determine both the number of decomposition layers K and penalty
factor α. In this study, the WOA was used to perform an adaptive optimization search
for the VMD parameters to obtain the optimal combination of [K, α] values for each group
of signals. Figure 10 describes the optimization-seeking iterative process for the internal
length damage of the wire rope.
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According to Figure 10, 17 iterations are required to achieve the optimal penalty factor
of 2000, and the value of the decomposition layers K after the optimization search reaches
the optimal number of decomposition layers equal to 9 after six iterations. Hence, the
WOA–VMD algorithm optimal parameter combination [K, α] is [9, 2000], which was used to
reduce noise in the wire rope internal damage signal. The outcomes of the noise reduction
process are displayed in Figure 11.

The WOA–VMD method divides the signal into numerous modal components with
various center frequencies and constrained bandwidths (Figure 11). The WOA–VMD
residual component, which is the error produced during the decomposition process, has an
amplitude of approximately 0.002, indicating that the error is very small. The first eight
modal components obtained after decomposition are high-frequency noise signals. The
internal damage signal of the wire rope is represented by the d9 component following
noise reduction.

In order to verify the superiority of whale optimization for noise reduction, we com-
pare the wavelet threshold noise reduction, CEEMDAN, and VMD algorithms to verify
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the noise reduction effect of the WOA–VMD technique. Their time domain waveforms are
shown in Figure 12.
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From Figure 12, the VMD algorithm after noise reduction can retain the effective
information of the original signal and has high similarity with the original signal. However,
there is more noise, and the damage signal after noise reduction by the wavelet threshold
algorithm shows irregular fluctuations. The noise in the high-frequency noise part is
more obvious, and the damage signal waveform after noise reduction by the CEEMDAN
algorithm presents inconsistency with the original signal. The reconstructed signal after
noise reduction by the WOA–VMD algorithm has a high similarity with the original
signal, and noise reduction can smooth out nonlinear and localized signals (such as spikes
and abrupt changes), thus retaining the effective characteristics of the original signal;
additionally, the noise reduction effect is obvious.

Four metrics were used to compare the noise reduction efficiency of the method
proposed in this work with those of other noise reduction algorithms to demonstrate its
superiority. The obtained results are presented in Table 1. They show that the WOA–VMD
noise reduction technique has a signal-to-noise ratio of approximately 29.29 dB, which
is 6.23, 3.86, and 3.09 dB greater than those of the wavelet threshold, CEEMDAN, and
VMD algorithms, respectively. The noise reduction algorithm developed in this study
exhibits an R-value of 0.99, which is also higher than the R-values of the other three noise
reduction techniques. Thus, the WOA–VMD noise reduction impact is very strong, and the
signal useful features are preserved using this method, which significantly increases the
recognition accuracy.

Table 1. Noise reduction effects of different methods.

Noise Reduction
Indicators SNR (dB) RMSE R C

Wavelet threshold 23.06 0.071 0.95 0.94
CEEMDAN 25.43 0.065 0.91 0.89

VMD 26.19 0.061 0.98 0.92
WOA–VMD 29.29 0.041 0.99 0.96

In summary, this paper adopts WOA to optimize the VMD, so that the VMD can
adaptively determine the optimal decomposition parameters; therefore, it is called the
adaptive VMD algorithm. It is known through the multi-algorithm comparative study
that the WOA–VMD algorithm has a great advantage in signal processing, it is able to
obtain a very good effect of noise reduction, and it can effectively improve the accuracy
of recognition.

5.4. Damage Identification

After the noise reduction processing work, the feature extraction work is carried
out. In this study, the time-domain features, frequency-domain features, and envelope
entropy features of the samples are extracted from the noise-canceled signals to form a
multidimensional fusion feature set, which can greatly improve the recognition accuracy.
The time-domain features include maximum and minimum values, and the frequency-
domain features include average frequency amplitude, frequency and power, as well as the
envelope entropy features extracted by the WOA–VMD noise reduction process, of which
seven sets of feature vectors are shown in Table 2.

5.5. Analysis of Results

The entire dataset is separated into two groups (360 training set samples and 140 test
set samples) to input into the PSO–LSSVM model and demonstrate the superiority of
the WOA–VMD–PSO–LSSVM technique. Meanwhile, in order to prove the superiority
of the algorithms in this study, the WOA–VMD-KNN algorithm, the WOA–VMD-SVM
algorithm, and the WOA–VMD-LSSVM algorithm are used to recognize the noise reduction
signal, respectively. The recognition effects are compared to highlight the superiority of the
algorithms in this paper. Figure 13d shows the recognition results obtained after training
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with the WOA–VMD-PSO–LSSVM algorithm. Figure 13a shows the recognition results of
the WOA–VMD-KNN algorithm, and Figure 13b,c show the recognition data obtained by
the WOA–VMD-SVM algorithm and the WOA–VMD-LSSVM algorithm, respectively.

Table 2. Sample signal eigenvalues.

Type of Injury Maximum
Value (mm)

Minimum
Value (mm)

Average
Frequency

Amplitude (dB)

Average
Frequency

(Hz)

Average Power
(kw)

Envelope
Entropy (J/K)

15 mm 0.042114 −0.05336 4.53× 10−5 5.997316 1.2× 10−7 10.3104
13 mm 0.04121 −0.04628 3.79× 10−5 5.164217 9.19× 10−8 10.2658
11 mm 0.038962 −0.02937 3.59× 10−5 5.046205 8.27× 10−8 10.1983
9 mm 0.037995 −0.02879 3.34× 10−5 4.943143 7.45× 10−8 10.1916
7 mm 0.033973 −0.02678 3.31× 10−5 4.84799 4.82× 10−8 10.1212
5 mm 0.023675 −0.02493 2.58× 10−5 4.553232 3.44× 10−8 10.1166
3 mm 0.018594 −0.02341 2.32× 10−5 4.077023 2.93× 10−8 9.7736

Axioms 2023, 12, 995 17 of 20 
 

 
Figure 13. Recognition data obtained via the (a) WOA–VMD–KNN, (b) WOA–VMD–SVM, (c) 
WOA–VMD–LSSVM, and (d) WOA–VMD–PSO–LSSVM algorithms. 

From Figure 13, the recognition accuracy of the WOA–VMD-KNN algorithm is 
75.71%, the recognition accuracy of the WOA–VMD-SVM algorithm is 85.83%, the recog-
nition accuracy of the WOA–VMD-LSSVM algorithm is 92.86%, and the recognition accu-
racy of the WOA–VMD-PSO–LSSVM algorithm is 99.29%. We can see that after PSO, the 
recognition rate of this algorithm is considerably improved, i.e., it is approximately 6.43% 
higher. Simultaneously, from the comparison, we can see that the recognition rate of the 
proposed algorithm is higher than those of the WOA–VMD-KNN and WOA–VMD-SVM 
algorithms, which proves that our algorithm has certain superiority for wire rope internal 
damage broken wire recognition. 

To further verify the superiority of multi-domain feature fusion based on the time-
domain, frequency-domain, and minimum envelope entropy, the multi-feature fusion, 
time-domain, frequency-domain, and minimum envelope entropy feature sets were input 
into the WOA–VMD-PSO–LSSVM model for comparison. The same algorithm was ran-
domly performed for five experiments, and the average value was taken as the final result. 
Table 3 lists the recognition results for the different feature sets. 

Table 3. Identification results consisting of fused features with different domain degrees. 

Feature Type 
WOA–VMD-PSO–LSSVM 
Recognition Accuracy (%) Average Recognition  

Accuracy (%) 
1 2 3 4 5 

Time domain 93.43 93.43 92.74 92.63 93.43 92.93 
Frequency domain 91.37 92.19 91.37 91.37 91.37 91.54 

Minimum envelope entropy 81.43 81.43 82.12 81.43 82.12 81.70 
Integration features 99.29 99.29 99.48 99.29 99.29 99.32 

According to Table 3, the average recognition rate of the method developed in this 
study is 92.93% based on the time-domain features, 91.54% based on the frequency-do-
main features, and 81.70% based on the minimum envelope entropy features. Meanwhile, 
the average recognition rate of the WOA–VMD–PSO–LSSVM algorithm, which fuses the 
time-domain, frequency-domain, and minimum envelope entropy features, is 99.32%. 

Figure 13. Recognition data obtained via the (a) WOA–VMD–KNN, (b) WOA–VMD–SVM,
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From Figure 13, the recognition accuracy of the WOA–VMD-KNN algorithm is 75.71%,
the recognition accuracy of the WOA–VMD-SVM algorithm is 85.83%, the recognition
accuracy of the WOA–VMD-LSSVM algorithm is 92.86%, and the recognition accuracy
of the WOA–VMD-PSO–LSSVM algorithm is 99.29%. We can see that after PSO, the
recognition rate of this algorithm is considerably improved, i.e., it is approximately 6.43%
higher. Simultaneously, from the comparison, we can see that the recognition rate of the
proposed algorithm is higher than those of the WOA–VMD-KNN and WOA–VMD-SVM
algorithms, which proves that our algorithm has certain superiority for wire rope internal
damage broken wire recognition.

To further verify the superiority of multi-domain feature fusion based on the time-
domain, frequency-domain, and minimum envelope entropy, the multi-feature fusion, time-
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domain, frequency-domain, and minimum envelope entropy feature sets were input into
the WOA–VMD-PSO–LSSVM model for comparison. The same algorithm was randomly
performed for five experiments, and the average value was taken as the final result. Table 3
lists the recognition results for the different feature sets.

Table 3. Identification results consisting of fused features with different domain degrees.

Feature Type
WOA–VMD-PSO–LSSVM Recognition Accuracy (%) Average Recognition

Accuracy (%)1 2 3 4 5

Time domain 93.43 93.43 92.74 92.63 93.43 92.93
Frequency domain 91.37 92.19 91.37 91.37 91.37 91.54

Minimum envelope entropy 81.43 81.43 82.12 81.43 82.12 81.70
Integration features 99.29 99.29 99.48 99.29 99.29 99.32

According to Table 3, the average recognition rate of the method developed in this
study is 92.93% based on the time-domain features, 91.54% based on the frequency-domain
features, and 81.70% based on the minimum envelope entropy features. Meanwhile, the
average recognition rate of the WOA–VMD–PSO–LSSVM algorithm, which fuses the time-
domain, frequency-domain, and minimum envelope entropy features, is 99.32%. This
magnitude is higher than the recognition rates obtained using various single-domain
feature vectors, indicating that fused features can effectively improve the recognition
performance of the studied system.

To verify the effect of the WOA–VMD algorithm on the recognition accuracy, four
methods, i.e., WOA–VMD-PSO–LSSVM, VMD-PSO–LSSVM, CEEMDAN-PSO–LSSVM,
and AWT-PSO–LSSVM, were used for comparison. Table 4 shows the recognition results of
the different methods.

Table 4. Identification results obtained by different methods.

Serial
Number

Damage Identification
Methods

Recognition Accuracy (%) Average Recognition
Accuracy (%)1 2 3 4 5

1 WOAVMD-PSOLSSVM 99.29 99.29 99.48 99.29 99.29 99.32
2 VMD-PSOLSSVM 81.4 81.4 82.06 81.4 81.4 81.83
3 CEEMDAN-PSOLSSVM 87.85 87.85 86.03 87.85 87.85 87.49
4 AWT-PSOLSSVM 93.65 91.21 93.65 92.97 93.65 93.02

Table 4 shows that the average recognition rates of VMD-PSO–LSSVM, CEEMDAN-
PSO–LSSVM and AWT-PSO–LSSVM are 81.83%, 87.49% and 93.02%, respectively. Com-
pared with the above three algorithms, the recognition rate of the WOA–VMD algorithm is
99.32%, which is significantly higher than the other three algorithms, which indicates that
the whale optimization method can greatly improve the recognition rate of the internal
damage of the wire rope.

In conclusion, compared with other methods, the WOA–VMD-PSO–LSSVM algorithm
proposed in this paper can more accurately identify the internal wire breakage damage
of wire ropes, and therefore, the superiority of the algorithm proposed in this study
is verified.

6. Conclusions

In this study, a wire rope internal broken wire damage identification method based on
the WOA–VMD-PSO–LSSVM algorithm is proposed, which adopts the WOA–VMD noise
reduction method to reduce the wire rope damage signal. At the same time, the minimum
envelope entropy features, time domain features and frequency domain features of the
noise-reduced signal are extracted to form a multi-domain fusion feature vector, which is
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input into the PSO–LSSVM model for identification. The effectiveness and superiority of
the proposed method are confirmed by theoretical and experimental validation.

First, the optimal combination of VMD parameters [K, α] was obtained by optimizing
the WOA algorithm, i.e., [9,2000]. The signal after noise reduction had no modal aliasing
phenomenon or endpoint effect; thus, the model could retain useful damage features
and avoid signal distortion, effectively solving the noise problem in the internal damage
detection of the wire rope.

Second, after comparing with various algorithms, the SNR of the internal damage
signal of the wire rope after noise reduction with the WOA–VMD algorithm was 29.29 dB,
which was 6.23 dB, 3.86 dB and 3.09 dB higher than wavelet threshold, CEEMDAN and
VMD, respectively; meanwhile, the correlation coefficient was 0.99. This is closer to the
original signal than the other algorithms; thus, the proposed algorithm can retain effective
features and significantly improve the recognition rate.

Third, the time-domain, frequency-domain, and lowest envelope entropy features
were fused to form a multi-domain fused feature vector to input into the WOA–VMD-PSO–
LSSVM algorithm for wire rope internal damage identification. The average recognition
rate of the multi-domain feature vector was 6.39%, 7.78% and 17.62% higher than that of
the time-domain, frequency-domain, and lowest envelope entropy features, respectively,
by experimental comparison and analysis, which fully reflects the superiority of the multi-
domain feature vector.

Finally, the WOA–VMD-PSO–LSSVM algorithm was used for internal broken wire
identification, with an average recognition rate of 99.32%. To verify the effectiveness of the
algorithm in this study, the WOA–VMD-LSSVM, WOA–VMD-SVM, and WOA–VMD-KNN
algorithms were introduced for experimental comparison. The average recognition rates
of the algorithms in this study were 6.43%, 13.46%, and 23.57% higher than those of the
above three algorithms, respectively, which verified the superiority of the WOA–VMD-
PSO–LSSVM algorithm.
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