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1. Introduction and Main Results

We assume that the reader is familiar with Nevanlinna theory of meromorphic func-
tions f in C. In this paper, S(r, f ), as usual, denotes any quantity satisfying S(r, f ) =
o(T(r, f )) as r → ∞ outside a possible exceptional set of finite logarithmic measures (see,
for example, [1–3]). The order and the hyper-order of f are defined by

ρ( f ) = lim sup
r→∞

log T(r, f )
log r

and ρ2( f ) = lim sup
r→∞

log log T(r, f )
log r

.

The motivation of this paper arose from the study of the following equation:

f n + gn = 1 (1)

over C, where n ≥ 1 is an integer. For n ≥ 2, the entire or meromorphic solutions of
Equation (1) were completely analyzed by Baker [4], Gross [5–7] and Montel [8]. For the
convenience of the reader, we summarize the related results as follows:

Theorem 1. The solutions f and g for Equation (1) are characterized as follows:
(1) If n = 2, then the entire solutions are f = cos(h) and g = sin(h), where h is an entire

function, and the meromorphic solutions are f = 1−β2

1+β2 and g = 2β

1+β2 , where β is a nonconstant
meromorphic function.

(2) If n > 2, then there are no nonconstant entire solutions.

(3) If n = 3, then the meromorphic solutions are f =
1+ ℘′(h(z))√

3
2℘(h(z)) and g =

1− ℘′(h(z))√
3

2℘(h(z)) η, where h

is a nonconstant entire function, η3 = 1 and ℘ is denoted as the Weierstrass ℘− f unction that
satisfies (℘′)2 = 4℘3 − 1 under appropriate periods.

(4) If n > 3, then there are no nonconstant meromorphic solutions.

In 2004, Yang and Li [9] considered the existence of the entire solutions to Equa-
tion (1) with g := f ′ and showed that the differential equation f 2 + ( f ′)2 = 1 has tran-
scendental entire solutions only in the form f (z) = 1

2 (Peαz + 1
P e−αz), where P and α are

nonzero constants.
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Later, Liu and Yang [10] treated the mixture of f , f ′ and the shift of f and obtained
two results:

Theorem 2. If ω ∈ C and ω2 6= 1, 0, then the equation

f 2 + 2ω f f ′ + ( f ′)2 = 1 (2)

has no transcendental meromorphic solutions.

Theorem 3. If ω ∈ C and ω2 6= 1, 0, then the finite-order transcendental entire solutions of
the equation

f 2(z) + 2ω f (z) f (z + c) + f 2(z + c) = 1 (3)

for ω ∈ C must be of the first order.

Recently, Xu et al. [11] considered the related questions in C2. In 2019, Han and Lü [12]
gave the description of meromorhic solutions to the functional Equation (1) when g = f ′

and 1 is replaced by eαz+β, where α, β ∈ C. Now, for f 2 + ( f ′)2 = eαz+β, the function f

must be entire, where f (z) = e
αz+β

2 sin(h(z)) and f ′(z) = e
αz+β

2 cos(h(z)). Thereby, either
α = 0 and h′ = 1 or h is a constant.

In 2021, Luo, Xu and Hu [13] proved the following two results:

Theorem 4. Let ω ∈ C and ω2 6= 1, 0, where g is a nonconstant polynomial. If the differen-
tial equation

f 2 + 2ω f f ′ + ( f ′)2 = eg (4)

admits a transcendental entire solution f (z) of a finite order, then g(z) must be of the form
g(z) = az + b, where a and b are constants.

Theorem 5. Let ω ∈ C and ω2 6= 1, 0, where g is a nonconstant polynomial. If the difference equation

[ f (z + c)]2 + 2ω f (z) f (z + c) + [ f (z)]2 = eg(z) (5)

admits a transcendental entire solution f (z) of a finite order, then g(z) must be of the form
g(z) = az + b, where a, b and c ( 6= 0) are constants.

When viewing the above Theorems, we find that the authors required the restrictive
condition that “ρ( f ) < ∞”.

Now, a natural and very interesting question will be posed:

Problem 1. Can we characterize the entire solutions of Equations (2) and (3) with ρ2( f ) < 1?
Moreover, what can be said if the polynomial “g(z)” is replaced by “any entire function, for the sake,
say, 2g(z)?"

In the following paragraphs, we will consider the above questions and obtain the
following results, which improve and complement some related results (see, for example,
Refs. [14–21] and the references therein).

Theorem 6. Let a, b, ω ( 6= 0,±1) and c( 6= 0) be constants, k ≥ 1 be an integer, L( f ) =
a f (z + c) + b f (z) with (a, b) 6= (0, 0) and g be a nonconstant entire function with ρ(g) < 1. If
the equation

[L( f )]2 + 2ωŁ( f ) f (k)(z) + [ f (k)(z)]2 = e2g(z) (6)

has an entire solution f with ρ2( f ) < 1, then g = αz + β, where α ( 6= 0) and β are constants:
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(1) If a = 0, then f is of the form

f (z) = c0eαz or f (z) = c0eµz + d0eγz + ck, (7)

in which ω2µk = ω1γk.

(2) If a 6= 0, then

f (z) = c0eαz + ck or f (z) = c0eµz + d0eγz + ck, (8)

where c0, d0, ck, µ and gamma are constants, 2α = µ + γ, ω1 = −ω +
√

ω2 − 1 and ω2 =
−ω−

√
ω2 − 1. Moreover, aeµ + b = ω2µk, aeγ + b = ω1γk and a + b = 0.

Theorem 7. Assume that g is a constant and the assumptions in Theorem 6 remain the same. If f
is a transcendental entire solution to Equation (6) with ρ2( f ) < 1, then

f (z) =
eg

ω2 −ω1

[ 1
uk euz+v − 1

(−u)k e−uz−v
]
+ ck,

Here, ck is an arbitrary constant. Moreover, ae−uc + b = ω1(−u)k, euc + b = ω2uk and
a + b = 0.

2. Preliminaries

To prove our results, the following lemmas are needed:

Lemma 1 (see, for example, [22]). Let f be a non-constant meromorphic function with ρ2( f ) < 1
and c1, c2 ∈ C. Then, we have

m
(

r,
f (z + c1)

f (z + c2)

)
= S(r, f ),

outside of a possible exceptional set with a finite logarithmic measure.

Lemma 2 ([2], Lemma 3.3). Suppose that f is meromorphic and transcendental in the plane
and that

[ f (z)]nP(z) = Q(z),

where P and Q are differential polynomials in f and the degree of Q is at most n. Then, we have

m(r, P) = S(r, f ) as r → ∞.

Lemma 3 ([3], Theorem 1.52). Let us say that f j (1 ≤ j ≤ n) and gj(1 ≤ j ≤ n)(n ≥ 2) are
entire functions satisfying the following conditions:

(i) ∑n
j=1 f j(z)e

gj(z) ≡ 0;

(ii) The orders of f j are less than that of egh(z)−gk(z) for 1 ≤ j ≤ n and 1 ≤ h < k ≤ n.
Then, f j(z) ≡ 0 for 1 ≤ j ≤ n.

Lemma 4 ([3], Lemma 5.1). Let f be a non-constant periodic meromorphic function. Then,
ρ( f ) ≥ 1.

3. Proof of Theorem 6

Proof. Assume that in Equation (6) exists an entire solution f with ρ2( f ) < 1. Since g is a
nonconstant entire function, f must be transcendental, and Equation (6) can be transformed
to be

[L( f )−ω1 f (k)][L( f )−ω2 f (k)] = e2g, (9)
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in which ω1 = −ω +
√

ω2 − 1 and ω2 = −ω−
√

ω2 − 1. Therefore, it follows by Equation
(9) that

L( f )−ω1 f (k) = eg+p, L( f )−ω2 f (k) = eg−p, (10)

where p is an entire function. Moreover, Lemma 1 and the logarithmic derivative lemma
tell us that

T(r, ep) = m(r, ep) ≤m(r, eg) + m(r, L( f )−ω1 f (k)) + S(r, f )

≤m(r, eg) + m(r, f ) + m
(

r,
L( f )−ω1 f (k)

f

)
+ S(r, f )

≤T(r, eg) + T(r, f ) + S(r, f ),

which through [3] (Theorem 1.14 and the corollary of Theorem 1.19) will give ρ(p) < 1
because ρ2( f ) < 1 and ρ(g) < 1.

Now, set g + p = r and g− p = s. Then, using Equation (10), we must have

L( f ) =
ω2er −ω1es

ω2 −ω1
, f (k)(z) =

er − es

ω2 −ω1
. (11)

Thus, by the definition of L( f ) and Equation (11), we obtain

aer(z+c) − aes(z+c) + (b− p2ω2)er(z) + (p1ω1 − b)es(z) ≡ 0, (12)

in which p2 = (r′)k + pk−1(r′), pk−1(r′) denotes a differential polynomial of r′ with
deg pk−1(r′) ≤ k − 1 and p1 = (s′)k + pk−1(s′), where pk−1(s′) denotes a differential
polynomial of s′ with deg pk−1(s′) ≤ k− 1. Obviously, ρ(p1) < 1 and rho(p2) < 1.

Case 1. Suppose that a = 0. Then, Equation (12) becomes

(b− p2ω2)er(z)−s(z) + p1ω1 − b ≡ 0, (13)

which yields r(z)− s(z) = 2p(z) as a constant when b− p1ω1 6≡ 0.

Now, we deal with the case where b− p1ω1 6≡ 0, and thus r(z)− s(z) = 2p(z) is a
constant. Thereby, we have r′ = s′ = g′. If we let r(z)− s(z) = 2p(z) = τ, where τ is a
constant, then by Equation (13), we deduce that

(ω1 −ω2eτ)(g′)k + (ω1 −ω2eτ)pk−1(g′) + b(eτ − 1) ≡ 0. (14)

Since b 6= 0 and ω1 6= ω2, it is easy to see that ω1 − ω2eτ 6= 0. Thus, if g′ is a
transcendental entire function, it follows by Equation (14) and Lemma 2 that m(r, g′) =
S(r, g′), which is impossible. Consequently, g′ is a polynomial. Moreover, Equation (14)
tells us that g′ is a constant, and we set g(z) = αz + β. By Equation (11), we obtain

L( f ) = b f (z) =
ω2eαz+β+τ/2 −ω1eαz+β−τ/2

ω2 −ω1

and

f (z) = c0eαz,

where c0 is a nonzero constant.
Next, we assume that b− p2ω2 ≡ 0. Then, b− p1ω1 ≡ 0, and

(s′)k + pk−1(s′)−
b

ω1
≡ 0,
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which, combined with Lemma 2, gives m(r, s′) = S(r, s′) if s′ is a transcendental entire
function. This, of course, is impossible. Thus, s′ must be a polynomial. In the same
arguments, we obtain that r′ is also a polynomial. Thereby, using b − p2ω2 ≡ 0 and
b− p1ω1 ≡ 0, and again, a simple computation shows that r′ and s′ are constants. Thus,
we can set s(z) = γz + δ, r(z) = µz + ν and g(z) = (γ+µ)z+δ+ν

2 =: αz + β, where γ, δ, µ
and nu are constants. Moreover, it follows from b − p2ω2 ≡ 0 and b − p1ω1 ≡ 0 that
ω2µk = ω1γk. This shows that γ 6= µ, and we can deduce that p(z) = (µ−γ)z+ν−δ

2 . In this
case, by Equation (11), we have

f (z) =
ω2eµz+ν −ω1eγz+δ

b(ω2 −ω1)
:= c0eµz + d0eγz,

where c0 and d0 are nonzero constants and ω2µk = ω1γk.

Case 2. Assume that a 6= 0. When applying Lemma 3 to Equation (12), we find at least
one of r(z + c)− s(z), r(z + c)− r(z), r(z + c)− s(z + c), s(z + c)− s(z) or s(z + c)− r(z)
is a constant.

To prove our result, the following cases will be considered:
Subcase 2.1. Suppose that r(z + c) − s(z) is a constant, such as A. Thus, Equa-

tion (12) gives

aeA − aes(z+c)−s(z) + (b− p2ω2)er(z)−s(z) + p1ω1 − b ≡ 0. (15)

Since a 6= 0, then by applying Lemma 3 to Equation (15) again, we then see that at
least one of s(z + c)− s(z), r(z)− s(z) or s(z + c)− r(z) must be a constant.

Let us first consider the case where s(z+ c)− s(z) is a constant, which immediately fol-
lows that s′(z) is a periodic function. Note that we have proven ρ(s) < 1, and consequently,
Lemma 4 yields that s′(z) is a constant, such as γ. Thus, s(z) = γz + δ. By r(z + c)− s(z) =
A, we can obtain r(z) = γz + ν, and g(z) = (γ+γ)z+δ+ν

2 = γz + δ+ν
2 := αz + β, where δ

and nu are constants. Moreover, it follows by 2p = r− s that p is also a constant. Again,
with the help of Equation (11), it is easy to see that

f (k)(z) =
eg+p − eg−p

ω2 −ω1
=

ep − e−p

ω2 −ω1
eαz+β,

which gives
f (z) = c0eαz + c1zk−1 + · · ·+ ck−1z + ck, (16)

where c0 ( 6= 0), c1, · · · , ck are constants.
By substituting Equation (16) into the first expression of Equation (11), we have

ac0eα(z+c) + ac1(z + c)k−1 + ac2(z + c)k−2 + · · ·+ ack−1(z + c) + ack

+bc0eαz + bc1zk−1 + bc2zk−2 + · · ·+ bck−1z + bck ≡
ω2eαz+ν −ω1eαz+δ

ω2 −ω1
.

(17)

If k = 1, then Equation (17) implies (a + b)c1 = 0 for an arbitrary constant c1, and
thus a + b = 0. In this case, we see that the conclusion for Theorem 6 is true. If k = 2,
then Equation (17) gives (a + b)c1 = 0 and (a + b)c2 + acc1 = 0, and ac 6= 0 will show that
c1 = 0 and a + b = 0. Thus, the conclusion of Theorem 6 is valid.
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If k ≥ 3, then Equation (17) leads to the following relations:

(a + b)c1 = 0,

(k− 1)acc1 + (a + b)c2 = 0,

· · · · · ·
(k− 1)ack−2c1 + (k− 2)ack−3c2 + · · ·+ 2acck−2 + (a + b)ck−1 = 0,

ack−1c1 + ack−2c2 + · · ·+ acck−1 + (a + b)ck = 0.

(18)

Trivially, it follows by Equation (18) and ac 6= 0 that c1 = · · · = ck−1 = 0 and a + b = 0.
Thus, we have

f (z) = c0eαz + ck,

where ck is an arbitrary constant. The conclusion of Theorem 6 follows.

Using exactly the same method as above, Equation (16) still holds when r(z)− s(z) or
s(z + c)− r(z) is constant. Thus, we see that Theorem 6 holds.

Subcase 2.2. Suppose that r(z + c) − r(z) is a constant, such as B. Then, r′(z) is a
periodic function, and Lemma 3 yields r′(z) as a constant, such as µ. Thus, r(z) = µz + ν.
In addition, Equation (12) becomes

aeB − aes(z+c)−r(z) + b− p2ω2 + (p1ω1 − b)es(z)−r(z) ≡ 0. (19)

Because of the discussion in Subcase 2.1, we can assume that r(z + c)− s(z) is not
constant. Now, by applying Lemma 3 to Equation (19), we deduce one of s(z + c) −
r(z), s(z)− r(z) or s(z + c)− s(z) must be a constant because a 6= 0.

First, if s(z + c)− r(z) is a constant, then s(z) = µz + δ, which is not inconsistent with
our assumption that r(z + c)− s(z) is constant. Therefore, this case cannot occur.

Secondly, if s(z)− r(z) is a constant, then it follows by r(z + c)− r(z) = B that r(z +
c)− s(z) is a constant, which is not inconsistent with our assumption that r(z + c)− s(z) is
constant. This case cannot occur.

Lastly, if s(z + c)− s(z) is a constant, then Lemma 4 and ρ(s) < 1 mean that s′ must be
a constant. Consequently, we have s(z) = γz + δ and g(z) = (γ+µ)z+δ+ν

2 =: αz + β, where
δ, µ and nu are constants. In this case, through Equation (11), we have

f (z) = c0eµz + d0eγz + c1zk−1 + · · ·+ ck−1z + ck, (20)

where c0, d0 , c1, · · · , ck are constants and aeµ + b = ω2µk, aeγ + b = ω1γk.
By substituting Equation (20) into the first expression in Equation (11), we have

ac0eµ(z+c) + ad0eγ(z+c) + ac1(z + c)k−1 + · · ·+ ack−1(z + c) + ack

+bc0eµz + bd0eγz + bc1zk−1 + · · ·+ bck−1z + bck ≡
ω2eαz+ν −ω1eαz+δ

ω2 −ω1
.

(21)

Using the same method as that for Subcase 2.1, it follows by Equation (21) that

f (z) = c0eµz + d0eγz + ck,

where c0, d0 and ck are constants and a + b = 0, and thus Theorem 6 follows.
Subcase 2.3. Suppose that r(z + c)− s(z + c) is a constant, such as D. In this case,

p(z) = D/2 is a constant. Now, using r(z) = s(z) + D, we change Equation (12) into

aeD − a + [(b− p2ω2)eD + (p1ω1 − b)]es(z)−s(z+c) ≡ 0. (22)
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In the following, according to Subcase 2.1 and Subcase 2.2, we can assume that
r(z + c)− r(z) and r(z + c)− s(z) are not constants. Clearly, by r(z) = s(z) + D, and since
r(z + c)− r(z) is not a constant, we know that s(z)− s(z + c) is not a constant. Therefore,
from Equation (22), we obtain aeD − a = 0 and (b− p2ω2)eD + (p1ω1− b) ≡ 0. Since a 6= 0,
then we obtain eD = 1 and

p2ω2 = p1ω1. (23)

Now, based on p being a constant, the expressions for p1 and p2 and Equation (23),
we obtain

(ω2 −ω1)(g′)k = pk−1(g′), (24)

where pk−1 denotes a differential polynomial of g′ with deg pk−1(g′) ≤ k− 1. It follows
from Lemma 2 and Equation (24) that g = αz+ β with constants α( 6= 0), β, and accordingly,
it follows that both s and r are polynomials of one degree, which is, of course, impossible
since r(z + c)− s(z) is not a constant.

Subcase 2.4. Suppose that s(z + c)− s(z) is a constant, such as ξ. In the following, we
can assume that r(z + c)− r(z), r(z + c)− s(z) and r(z + c)− s(z + c) are not constants.
Now, we change Equation (12) into

aer(z+c)−s(z) − aeξ + (b− p2ω2)er(z)−s(z) + p1ω1 − b ≡ 0. (25)

Since a 6= 0, it is easy to see that by Lemma 3, Equation (25) does not hold. Hence,
Subcase 2.4 cannot occur.

Subcase 2.5. Suppose that s(z + c)− r(z) is a constant, such as ξ. In the following, we
can assume that r(z + c)− r(z), r(z + c)− s(z), r(z + c)− s(z + c) and s(z + c)− s(z) are
not constants. In this case, Equation (12) can be rewritten as

aer(z+c)−r(z) − aeξ + (b− p2ω2) + (p1ω1 − b)es(z)−r(z) ≡ 0. (26)

Now, by resorting to Lemma 3 and a 6= 0, we can conclude that Equation (26) is invalid,
and hence Subcase 2.5 is ruled out.

Therefore, the proof of Theorem 6 is completed.

4. Proof of Theorem 7

Proof. First of all, using the methods with which we proved Theorem 6, we have Equa-
tion (11). Clearly, p is not a constant because g is a constant and f is a transcendental entire
function. On the other hand, by examining the proof of Theorem 6 carefully, we find that

aep(z+c) − ae−p(z+c) + bep(z) − be−p(z) = ω2[ep(z)](k) −ω1[e−p(z)](k). (27)

It follows from Equation (27) that

aep(z+c) − ae−p(z+c) + [b−ω2 p2]ep(z) + [ω1 p1 − b]e−p(z) = 0, (28)

where p1 = (−1)k(p′)k + Q1(p′), p2 = (p′)k + Q2(p′), and Q1(p′) and Q2(p′) denote
differential polynomials of p′ with deg Q1(p′) ≤ k− 1 and deg Q2(p′) ≤ k− 1.

If a = 0, then Equation (28) yields b − ω1 p1 = 0 and b − ω2 p2 = 0. Thus, due to
Lemma 2, p′ must be a nonzero constant. However, using b−ω1 p1 = 0 and b−ω2 p2 = 0,
we have ω2 + (−1)kω1 = 0, which is impossible. Consequently, a 6= 0. Now, by applying
Lemma 3 to Equation (28), we find that p(z + c)− p(z) is a constant. Let p = uz + v and
eg = A, and Equation (11) gives f (k)(z) = A

ω2−ω1
(euz+v − e−uz−v). Thus, we have

f (z) =
A

ω2 −ω1

[ 1
uk euz+v − 1

(−u)k e−uz−v
]
+ c1zk−1 + · · ·+ ck−1z + ck, (29)
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in which c1, · · · , ck are arbitrary constants. Moreover, Equation (28) suggests that

aeuc + b−ω2uk = 0, ae−uc + b− (−1)kω1uk = 0. (30)

By substituting Equation (29) into the first expression of Equation (11) and using
Equation (30), we have

ac1(z + c)k−1 + ac2(z + c)k−2 + · · ·+ ack−1(z + c) + ack

+bc1zk−1 + bc2zk−2 + · · ·+ bck−1z + bck ≡ 0.
(31)

Trivially, using the same method as that in Subcase 2.1, it follows from Equation (31)
and ac 6= 0 that c1 = · · · = ck−1 = 0 and a + b = 0. Therefore, we obtain

f (z) =
A

ω2 −ω1

[ 1
uk euz+v − 1

(−u)k e−uz−v
]
+ ck,

in which ck is an arbitrary constant, and the conclusion of Theorem 7 follows.

Thus, the proof of Theorem 7 is finished.

Finally, we would like to pose the following question:
Open question: Let m (≥ 2), n (≥ 2) and k (≥ 1) be integers and c( 6= 0) and ω ( 6=

0,±1) be constants. Suppose that g is a nonconstant entire function with ρ(g) < 1, where a
and b are polynomials with (a, b) 6≡ (0, 0) and L( f ) = a f (z + c) + b f (z). If the equation

[L( f )]m + 2ωŁ( f ) f (k)(z) + [ f (k)(z)]n = e2g(z)

has an entire solution f with ρ2( f ) < 1, can we find the concrete expression of f ?

5. Conclusions

Using Nevanlinna theory, this paper provides two new results which extend and
improve some related results. Bringing about our results from the more general hypotheses
without complicated calculations will probably be the most interesting feature of this paper.
Finally, one more general open question is posed in this paper for further study.
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