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Abstract: Several discrete universal integrals on finite universes are discussed from an axiomatic point of view. We start from the first attempt due to B. Riemann and cover also most recent approaches based on level dependent capacities. Our survey includes, among others, the Choquet and the Sugeno integral and general copula-based integrals.
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1. Introduction

Constructive approaches to integration can be traced as far back as ancient Egypt around 1850 BC: the Moscow Mathematical Papyrus (Problem 14) contains a formula for the volume of a frustum of a square pyramid. The first documented systematic technique capable of determining integrals is the method of exhaustion of the ancient Greek astronomer Eudoxus (ca. 370 BC) who tried to find areas and volumes by approximating them by a (large) number of shapes for which the area or volume was known. This method was further developed by Archimedes in the third century BC who calculated the area of parabolas and gave an approximation to the area of a circle. Similar methods were independently developed in China around the third century AD by Liu Hui, who used it to find the area of the circle. This was further developed in the fifth century by the Chinese mathematicians Zu Chongzhi and Zu Geng to find the volume of a sphere. In the same century, the Indian mathematician Aryabhata
used a similar method in order to find the volume of a cube. More than 1000 years later, JOHANNES KEPLER invented the Kepler’sche Fassregel [1] (today also known as Simpson rule) in order to compute the (approximative) volume of (wine) barrels.

Based on the fundamental work of ISAAC NEWTON and GOTTfried WILHEM LEIBNIZ in the 18th century (see [2,3]), the first indubitable access to integration was given by BERNHARD RIEMANN in his Habilitation Thesis at the University of Göttingen [4]. The Riemann integral is the best known integral, taught in each Calculus course - an axiomatization of this functional, however, was given in the late 20th century only. We present here the approach given in [5, Theorem 1].

**Theorem 1.1** Let \( \varphi \) be continuous on an interval \( [a, b] \), and let \( I^v_u \) be defined for \( a \leq u \leq v \leq b \). Suppose that

\[
(A) \quad I^{x+\Delta x}_a = I^x_a + I^{x+\Delta x}_x
\]

and

\[
(B) \quad \left( \min_{[x, x+\Delta x]} \varphi \right) \Delta x \leq I^{x+\Delta x}_x \leq \left( \max_{[x, x+\Delta x]} \varphi \right) \Delta x
\]

when \( \Delta x > 0 \). Then

\[
I^b_a = \int_a^b \varphi(x) \, dx
\]

A rather big delay between construction and axiomatization can be observed also in the case of other well-known integrals such as the Choquet and the Sugeno integral. Possible reasons for that may be hidden in the following quotation of ALBERT EINSTEIN where he speaks about the modern development of a theory, using his own relativity theory as an example [6, pp. 238–239]:

“That is to say, the hypotheses from which one starts become ever more abstract and more remote from experience. But in return one comes closer to the preeminent goal of science, that of encompassing a maximum of empirical contents through logical deduction with a minimum of hypotheses or axioms.”

We discuss a special class of integrals—\([0, 1]\)-valued discrete universal integrals—from an axiomatic point of view. After having recalled the basic notions of capacities (fuzzy measures) and \([0, 1]\)-valued discrete universal integrals, we shall present an axiomatic approach to the Lebesgue, Choquet and Sugeno integral. This will be followed by an axiomatic characterization of copula-based universal integrals. Finally, some recently introduced functionals are studied, including the induced Choquet integral and a Sugeno-type integral based on level dependent capacities.

2. Capacities and \([0, 1]\)-Valued Discrete Universal Integrals

Throughout this paper, we consider a fixed finite universe \( X \), i.e., without loss of generality we may assume \( X = \{1, 2, \ldots, n\} \).

**Definition 2.1** A capacity (or fuzzy measure) on \( X \) is a non-decreasing set function \( m: 2^X \to [0, 1] \) which satisfies the boundary conditions \( m(\emptyset) = 0 \) and \( m(X) = 1 \).
Requiring additional properties, one obtains special types of capacities: for example, additive capacities are just probability measures on \((X, 2^X)\), while maxitive capacities are possibility measures [7].

Let us denote by \(\mathcal{M}_n\) the set of all capacities on \(X\) and by \(\mathcal{F}_n\) the set of all functions from \(X\) to \([0, 1]\). The concept of universal integrals, which can be defined for arbitrary capacities on arbitrary measurable spaces \((X, \mathcal{A})\) and for arbitrary measurable functions \(f: X \to [0, 1]\), was axiomatically introduced in [8].

In this contribution, we use \([0, 1]\)-valued discrete universal integrals as the general framework for our investigations.

**Definition 2.2** A function \(I: \bigcup_{n \in \mathbb{N}} (\mathcal{M}_n \times \mathcal{F}_n) \to [0, 1]\) is called a \([0, 1]\)-valued discrete universal integral if it satisfies the following axioms:

- **(A1)** \(I\) is non-decreasing in each component;
- **(A2)** \(I(m, 1_E) = m(E)\) for all \(X = \{1, 2, \ldots, n\}, m \in \mathcal{M}_n\), and \(E \subseteq X\);
- **(A3)** \(I(m, c \cdot 1_X) = c\) for all \(X = \{1, 2, \ldots, n\}, m \in \mathcal{M}_n\), and \(c \in [0, 1]\); and
- **(A4)** \(I(m_1, f_1) = I(m_2, f_2)\) for all pairs \((m_1, f_1) \in \mathcal{M}_{n_1} \times \mathcal{F}_{n_1}\) and \((m_2, f_2) \in \mathcal{M}_{n_2} \times \mathcal{F}_{n_2}\) satisfying \(m_1(\{f_1 \geq t\}) = m_2(\{f_2 \geq t\})\) for each \(t \in [0, 1]\).

It is not difficult to check that, as a consequence of (A4), the value \(I(m, c \cdot 1_E)\) depends on the constant \(c \in [0, 1]\) and the value \(m(E) \in [0, 1]\) only, i.e., there is an operation \(\otimes: [0, 1]^2 \to [0, 1]\) such that, for each \(c \in [0, 1]\) and each \(E \subseteq \{1, 2, \ldots, n\}\), we have \(I(m, c \cdot 1_E) = c \otimes m(E)\). This operation \(\otimes\) turns out to be a semicopula [9], i.e., it is non-decreasing in each component and has 1 as neutral element:

**Proposition 2.3** Let \(I\) be a \([0, 1]\)-valued discrete universal integral. Then there exists a semicopula \(\otimes\) such that we have \(I(m, c \cdot 1_E) = c \otimes m(E)\) for all \(n \in \mathbb{N}, m \in \mathcal{M}_n, c \in [0, 1]\), and \(E \subseteq \{1, 2, \ldots, n\}\).

### 3. Special \([0, 1]\)-Valued Discrete Universal Integrals

Denote by \(S_n\) the set of all permutations \(\sigma: \{1, 2, \ldots, n\} \to \{1, 2, \ldots, n\}\). Given a capacity \(m\) on a measurable space \((X, \mathcal{A})\) and a measurable function \(f: X \to [0, 1]\), the Choquet integral [10] is defined by

\[
\text{Ch}(m, f) = \int_0^1 m(\{f \geq x\}) \, dx
\]

the integral on the right hand side being a classical Riemann integral. Considering a discrete universe \(X = \{1, 2, \ldots, n\}\), then for \((m, f) \in \mathcal{M}_n \times \mathcal{F}_n\) we obtain

\[
\text{Ch}(m, f) = \sum_{i=1}^n f(\sigma(i)) \cdot (m(\{\sigma(i), \ldots, \sigma(n)\}) - m(\{\sigma(i+1), \ldots, \sigma(n)\}))
\]

where \(\sigma \in S_n\) satisfies \(f(\sigma(1)) \leq f(\sigma(2)) \leq \cdots \leq f(\sigma(n))\), and where the set \(\{\sigma(n+1), \sigma(n)\}\) is defined to be the empty set \(\emptyset\) as a convention.

Another way of looking at the discrete Choquet integral is using the so-called Lovász extension [11] (see also [12] who generalized the approach given in [13]):

\[
\text{Ch}(m, f) = \sum_{E \subseteq X} \mu(E) \cdot \min\{f(i) \mid i \in E\}
\]

\(\mu(E)\) being the mass of \(E\).
where \( X = \{1, 2, \ldots, n\} \), and \( \mu: 2^X \to \mathbb{R} \) is the M"obius transform of the capacity \( m \) defined by

\[
\mu(E) = \sum_{F \subseteq E} (-1)^{\text{card}(E \setminus F)} \cdot m(F)
\]

For more details about the discrete Choquet integral we recommend \([14,15]\).

The axiomatization of the discrete Choquet integral [16–18] is based on the notion of comonotonicity: two functions \( f, g: X \to [0, 1] \) are said to be comonotone (in symbols \( f \sim g \)) if, for all \( i, j \in X \), we have \((f(i) - f(j)) \cdot (g(i) - g(j)) \geq 0\).

**Theorem 3.1** Consider a function \( J: \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0, 1] \). Then, for each \( n \in \mathbb{N} \) there is a capacity \( m \in \mathcal{M}_n \) such that for all \( f \in \mathcal{F}_n \) we have \( J(f) = \text{Ch}(m, f) \) if and only if

- **(M)** \( J \) is non-decreasing;
- **(C1)** \( J(1_X) = 1 \) for all \( n \in \mathbb{N} \) and \( X = \{1, 2, \ldots, n\} \);
- **(C2)** \( J \) is comonotone additive, i.e., for each \( n \in \mathbb{N} \) and all \( f, g \in \mathcal{F}_n \) satisfying \( f + g \in \mathcal{F}_n \) and \( f \sim g \) we have \( J(f + g) = J(f) + J(g) \).

**Proof:** The necessity is obvious. In order to show sufficiency, define first, for each \( n \in \mathbb{N} \), the set function \( m: 2^{\{1, \ldots, n\}} \to [0, 1] \) by \( m(E) = J(1_E) \) and show that \( m \in \mathcal{M}_n \). Indeed, the boundary conditions of \( m \) follow from (C1) and (C2), and (M) implies that \( m \) is non-decreasing. For \( f \in \mathcal{F}_n \) and \( \sigma \in S_n \) with \( f(\sigma(1)) \leq f(\sigma(2)) \leq \cdots \leq f(\sigma(n)) \) we have (using the convention \( \sigma(0) = 0 \))

\[
f = \sum_{i=1}^{n} (f(\sigma(i)) - f(\sigma(i - 1))) \cdot 1_{\{\sigma(1), \ldots, \sigma(n)\}}
\]

Because of (C2) we obtain

\[
J(f) = \sum_{i=1}^{n} J((f(\sigma(i)) - f(\sigma(i - 1))) \cdot 1_{\{\sigma(1), \ldots, \sigma(n)\}})
\]

Moreover, for each \( E \subseteq \{1, 2, \ldots, n\} \) and for each rational number \( \frac{p}{q} \in [0, 1] \cap \mathbb{Q} \), property (C2) implies \( J(\frac{p}{q} \cdot 1_E) = \frac{p}{q} \cdot J(1_E) = \frac{p}{q} \cdot m(E) \). Then, because of (M), we obtain \( J(c \cdot 1_E) = c \cdot m(E) \) for all \( c \in [0, 1] \) and \( E \subseteq \{1, 2, \ldots, n\} \), and the result follows.

For more details and alternative axiomatizations of the Choquet integral see [19].

**Example 3.2** The requirement (M) in Theorem 3.1 cannot be omitted, as this counterexample shows: put \( n = 3 \) and identify each function \( f \in \mathcal{F}_3 \) with the triplet \((x_1, x_2, x_3) \in [0, 1]^3\), i.e., \( f(i) = x_i \). Then the function \( J: \mathcal{F}_3 \to [0, 1] \) defined by

\[
J(x_1, x_2, x_3) = \begin{cases} 
  x_1 + x_2 + x_3 - 2 \cdot \text{med}(x_1, x_2, x_3) & \text{if } x_1 \lor x_2 \leq x_3 \\
  x_1 \lor x_2 \lor x_3 & \text{otherwise}
\end{cases}
\]

has all the other properties required in Theorem 3.1 (for \( n = 3 \)). The corresponding set function \( m \) is given by \( m(\emptyset) = m(\{1, 3\}) = m(\{2, 3\}) = 0 \), and \( m(E) = 1 \) otherwise. However, \( m \) is not monotone and, therefore, not a capacity.
The Sugeno integral \cite{20} is defined by
\[
\text{Su}(m, f) = \sup\{\min(x, m(\{f \geq x\})) \mid x \in [0, 1]\}
\] (5)
Its discrete form is
\[
\text{Su}(m, f) = \sup\{\min(f(\sigma(i)), m(\{\sigma(i), \sigma(i+1), \ldots, \sigma(n)\})) \mid i \in X\}
\] (6)
where \(\sigma \in S_n\) satisfies \(f(\sigma(1)) \leq f(\sigma(2)) \leq \ldots f(\sigma(n))\), or, equivalently (compare with Equation (3)),
\[
\text{Su}(m, f) = \sup\{\min(m(E), \min\{f(i) \mid i \in E\}) \mid E \subseteq X\}
\] (7)
An axiomatization of the Sugeno integral was given in \cite{21} (compare also with \cite{19}):

\textbf{Theorem 3.3} Consider a function \(J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0, 1]\). Then, for each \(n \in \mathbb{N}\) there is a capacity \(m \in \mathcal{M}_n\) such that for all \(f \in \mathcal{F}_n\) we have \(J(f) = \text{Su}(m, f)\) if and only if
\begin{enumerate}[(S1)]
\item \(J(1_X) = 1\) for all \(n \in \mathbb{N}\) and \(X = \{1, 2, \ldots, n\}\);
\item \(J\) is comonotone maxitive, i.e., for each \(n \in \mathbb{N}\) and all \(f, g \in \mathcal{F}_n\) with \(f \sim g\) we have \(J(\max(f, g)) = \max(J(f), J(g))\);
\item \(J\) is min-homogeneous, i.e., for each \(n \in \mathbb{N}\) and \(X = \{1, 2, \ldots, n\}\), for all \(f \in \mathcal{F}_n\) and for all \(c \in [0, 1]\) we have \(J(\min(f, c \cdot 1_X)) = \min(J(f), c)\).
\end{enumerate}
\textbf{Proof:} The necessity is obvious. In order to show sufficiency, define, for each \(n \in \mathbb{N}\), the set function \(m : 2^{\{1, \ldots, n\}} \to [0, 1]\) by \(m(E) = J(1_E)\). Then (S1) and (S3) imply \(m(X) = 1\) and \(m(\emptyset) = 0\), and (S2) ensures that \(m\) is non-decreasing, i.e., \(m \in \mathcal{M}_n\). For the rest of the proof it is enough to take into account that each \(f \in \mathcal{F}_n\) can be expressed in the form \(f = \bigvee_{i=1}^{n} \min(f(\sigma(i)), 1_X, 1_{\{\sigma(i), \ldots, \sigma(n)\}})\). \(\Box\)

Adding also the axiom of symmetry, i.e.,
\[
\text{(SY)} \quad J(f) = J(f \circ \sigma) \quad \text{for all } n \in \mathbb{N}, f \in \mathcal{F}_n \text{ and } \sigma \in S_n,
\]
we obtain an axiomatization of both the \textit{ordered weighted averaging operators} (briefly \textit{OWA operators}) \cite{22} and the \textit{ordered weighted maximum (OWMax operators for short)} \cite{23}:

\textbf{Corollary 3.4} A function \(J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0, 1]\) is
\begin{enumerate}[(i)]
\item an \textit{OWA operator} if and only if it satisfies the axioms (C1), (C2), (M) and (SY);
\item an \textit{OWMax operator} if and only if it satisfies the axioms (S1), (S2), (S3) and (SY).
\end{enumerate}

On the other hand, stronger versions of some of these axioms lead to special subclasses of the discrete integrals discussed above:

\textbf{Corollary 3.5} Consider a function \(J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0, 1]\). Then, for each \(n \in \mathbb{N}\) there is a probability measure \(m \in \mathcal{M}_n\) such that for all \(f \in \mathcal{F}_n\) we have
\[
J(f) = \int_{\{1, \ldots, n\}} f \, dm
\]
if and only if \(J\) satisfies the axioms (C1) and
(C2\(^{*}\)) \(J\) is additive.

Observe that in Corollary 3.5 the monotonicity of \(J\) follows from the additivity (C2\(^{*}\)) and the fact that \(\text{Ran}(J) \subseteq [0, 1]\).

**Corollary 3.6** Suppose that a function \(J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0, 1]\) satisfies the axioms (S1), (S3) and (S2\(^{*}\)) \(J\) is maxitive.

Then, for each \(n \in \mathbb{N}\), \(J\) is the weighted maximum on \(\mathcal{F}_n\), i.e., for each \(f \in \mathcal{F}_n\) we have

\[
J(f) = \max \{\min(w_{i,n}, f(i)) \mid i \in \{1, 2, \ldots, n\}\}
\]

where, for each \(i \in \{1, 2, \ldots, n\}\), \(w_{i,n} = J(f_{i,n})\) and \(f_{i,n} = 1_{\{i\}} \in \mathcal{F}_n\).

Observe that, for a given semicopula \(\otimes\), the smallest discrete universal integral \(I\) satisfying, for each \(n \in \mathbb{N}\), each \(m \in \mathcal{M}_n\), each \(E \subseteq \{1, \ldots, n\}\) and each \(c \in [0, 1]\), the equality \(I(m \cdot 1_E) = c \otimes m(E)\) is denoted by \(I_{\otimes}\) (see [8]). The explicit formula of \(I_{\otimes}\) is

\[
I_{\otimes}(m, f) = \sup \{f(\sigma(i)) \otimes m(\{\sigma(i), \ldots, \sigma(n)\}) \mid i \in \{1, \ldots, n\}\}
\]

where the permutation \(\sigma \in S_n\) has the same properties as the permutations appearing in Equations (2) and (6).

Then the Sugeno integral corresponds to the greatest semicopula \(\wedge\), given by \(x \wedge y = \min(x, y)\), i.e., \(I_\wedge = Su\). Moreover, for the product semicopula \(\Pi\), given by \(\Pi(x, y) = x \cdot y\), we obtain the Shilkret integral [40]. As a consequence, Theorem 3.3 can be strengthened and generalized as follows:

**Theorem 3.7** Let \(\otimes\) be a semicopula and consider a function \(J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0, 1]\). Then, for each \(n \in \mathbb{N}\) there is a capacity \(m \in \mathcal{M}_n\) such that for each \(f \in \mathcal{F}_n\) we have \(J(f) = I_{\otimes}(m, f)\) if and only if \(J\) satisfies the axioms (S1), (S2) and

(S3\(_{\otimes}\)) \(J\) is \(\otimes\)-homogeneous on characteristic functions, i.e., for each \(n \in \mathbb{N}\), for all \(E \subseteq \{1, \ldots, n\}\) and for all \(c \in [0, 1]\) we have \(J(c \otimes 1_E) = c \otimes J(1_E)\).

**Proof:** The necessity is obvious. In order to show the sufficiency, we can proceed in the same way as in the proof of Theorem 3.3, taking into account that for each \(n \in \mathbb{N}\) and each \(f \in \mathcal{F}_n\) we have

\[
f = \max_{i \in \{1, \ldots, n\}} f(\sigma(i)) \otimes 1_{\{\sigma(i), \ldots, \sigma(n)\}}
\]

the permutation \(\sigma \in S_n\) again having the same properties as in Equations (2) and (6), and the fact that the system of functions \(\{f(\sigma(i)) \otimes 1_{\{\sigma(i), \ldots, \sigma(n)\}}\}_{i \in \{1, \ldots, n\}}\) is a comonotone system. \(\square\)

**Remark 3.8** As a consequence of Theorem 3.7, the axiom (S3) of min-homogeneity in the axiomatic characterization of the Sugeno integral in Theorem 3.3 can be replaced by the weaker axiom (S3\(_\wedge\)), requiring the min-homogeneity for characteristic functions only.
4. Copula-Based \([0, 1]\)-Valued Discrete Universal Integrals

Copulas were introduced in [24] to model the dependence structure of random vectors (for a detailed treatise see [25]). Here we restrict ourselves to two-dimensional copulas only which also can be considered as special binary aggregation functions or, more precisely, as special semicopulas.

**Definition 4.1** A function \(C : [0, 1]^2 \to [0, 1]\) is called a \((2\text{-dimensional})\) copula if it is a 2-increasing semicopula, i.e., if for all \(x, y, x^*, y^* \in [0, 1]\) with \(x \leq x^*\) and \(y \leq y^*\) we have

\[
C(x^*, y^*) - C(x^*, y) - C(x, y^*) + C(x, y) \geq 0
\]

Note that copulas are in a one-to-one correspondence with probability measures on the Borel subsets \(\mathcal{B}([0, 1]^2)\) with uniform marginals, i.e., for each copula \(C : [0, 1]^2 \to [0, 1]\) there is a unique probability measure \(P_C : \mathcal{B}([0, 1]^2) \to [0, 1]\) satisfying \(P_C([0, a] \times [0, b]) = C(a, b)\). Based on ideas in [26], in [27] (see also [8]), for a given copula \(C\) the copula-based integral \(I_C\) was introduced as

\[
I_C(m, f) = P_C(\{(x, y) \in [0, 1]^2 \mid y \leq m(\{f \geq x\})\})
\]

As already mentioned in the previous section, for the independence copula \(\Pi\) we rediscover the Choquet integral, i.e., \(I_{\Pi} = \text{Ch}\), whereas for the greatest copula \(\land\) we obtain the Sugeno integral, i.e., \(I_{\land} = \text{Su}\).

In the discrete case we get (again \(\sigma \in S_n\) has the same properties as in Equations (2) and (6))

\[
I_C(m, f) = \sum_{i=1}^{n} (C(f(\sigma(i)), m(\{\sigma(i), \ldots, \sigma(n)\}))) - C(f(\sigma(i)), m(\{\sigma(i+1), \ldots, \sigma(n)\}))
\]

In [28], we recently gave an axiomatization of copula-based \([0, 1]\)-valued discrete integrals for a fixed \(n \in \mathbb{N}\). We modify the main result here for arbitrary \(n \in \mathbb{N}\):

**Theorem 4.2** Consider a function \(J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0, 1]\). Then, for each \(n \in \mathbb{N}\) there is a capacity \(m \in \mathcal{M}_n\) and a copula \(C\) such that for all \(f \in \mathcal{F}_n\) we have \(J(f) = I_C(m, f)\) if and only if \(J\) satisfies the axioms (M) and

(K1) \(J(c \cdot 1_X) = c\) for all \(n \in \mathbb{N}\), \(X = \{1, 2, \ldots, n\}\) and \(c \in [0, 1]\);

(K2) \(J\) is comonotone modular, i.e., for each \(n \in \mathbb{N}\) and for all \(f, g \in \mathcal{F}_n\) with \(f \sim g\) we have

\[
J(\max(f, g)) + J(\min(f, g)) = J(f) + J(g)
\]

(K3) for all \(n \in \mathbb{N}, E, F \subseteq \{1, 2, \ldots, n\}\) and \((u, v) \in [0, 1]^2\) we have

(i) if \(J(1_E) = J(1_F)\) then \(J(u \cdot 1_E) = J(u \cdot 1_F)\);

(ii) if \(u \leq v\) and \(J(1_E) \leq J(1_F)\) then \(J(u \cdot 1_E) - J(u \cdot 1_F) \leq J(v \cdot 1_E) - J(v \cdot 1_F)\).

**Proof:** The necessity is obvious. In order to show sufficiency, define, for each \(n \in \mathbb{N}\), the capacity \(m \in \mathcal{M}_n\) by \(m(E) = J(1_E)\), and the copula \(C\) as an extension of the function \(D : [0, 1] \times \text{Ran}(m) \to [0, 1]\) given by \(D(u, m(E)) = J(u \cdot 1_E)\) for each \(E \subseteq \{1, 2, \ldots, n\}\). For the rest of the proof see [28].

In [29] the so-called ordered modular average (OMA operator for short) was introduced and studied: given a system \(\Phi = \{\varphi_{i,n} : [0, 1] \to [0, 1] \mid n \in \mathbb{N}, i \in \{1, 2, \ldots, n\}\}\) of non-decreasing real functions satisfying \(\sum_{i=1}^{n} \varphi_{i,n} = \text{id}_{[0,1]}\), then the function

\[
\text{OMA}\Phi : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0, 1]
\]
given, for \( f \in \mathcal{F}_n \), by

\[
\text{OMA}_\phi(f) = \sum_{i=1}^{n} \phi_{i,n}(f(i))
\]

is called an OMA operator. Note that in the case \( \phi_{i,n} = w_{i,n} \cdot \text{id}_{[0,1]} \), the OWA and the OMA operator coincide.

**Corollary 4.3** A function \( J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0,1] \) is an OMA operator if and only if it satisfies the axioms (K1), (K2) and (SY).

### 5. Generalizations of Choquet and Sugeno Integrals

During the last years, several new types of integrals were considered which generalize or modify those discussed in the previous sections. For example, Choquet and Sugeno type integrals based on level dependent capacities were studied in [30], [31] and [32]. Recall that, for \( X = \{1, 2, \ldots, n\} \), a function \( M : 2^X \times [0,1] \to [0,1] \) is called a level dependent capacity on \( X \) if, for each \( t \in [0,1] \), \( m_t(\cdot) = M(\cdot, t) \) is a capacity on \( X \), i.e., \( M = (m_t)_{t \in [0,1]} \).

The Sugeno integral with respect to a level dependent capacity \( M = (m_t)_{t \in [0,1]} \) is then given by

\[
\text{Su}(M,f) = \sup \{ \min(t, m_t(\{ f \geq t \}) \mid t \in [0,1] \}
\]

This is an extension of the Sugeno integral in the sense that for a constant level dependent capacity \( M = (m_t)_{t \in [0,1]} \), i.e., if there is a capacity \( m \) such that \( m_t = m \) for each \( t \in [0,1] \), we obtain the Sugeno integral with respect to \( m \), i.e., \( \text{Su}(M, \cdot) = \text{Su}(m, \cdot) \).

Based on results in [32] and [33, Proposition 2.127], we can derive the following axiomatization of the Sugeno integral based on level dependent capacities:

**Theorem 5.1** Consider a function \( J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0,1] \). Then, for each \( n \in \mathbb{N} \) there is a level dependent capacity \( M = (m_t)_{t \in [0,1]} \) with \( m_t \in \mathcal{M}_n \) for all \( t \in [0,1] \), such that for all \( f \in \mathcal{F}_n \) we have \( J(f) = \text{Su}(M,f) \) if and only if \( J \) satisfies the axioms (K1) and (S2).

Note that the smallest level dependent capacity \( M_* : 2^{\{1, \ldots, n\}} \times [0,1] \to [0,1] \) that is linked to a function \( J : \bigcup_{n \in \mathbb{N}} \mathcal{F}_n \to [0,1] \) such that (as in Theorem 5.1) \( J(f) = \text{Su}(M_*,f) \) for all \( n \in \mathbb{N} \) and for all \( f \in \mathcal{F}_n \) is given by

\[
M_*(E,t) = \begin{cases} 
1 & \text{if } E = \{1,2,\ldots,n\}, \\
J(t \cdot 1_E) & \text{otherwise.}
\end{cases}
\]

A modification of the Choquet integral based on so-called order inducing variables was proposed in [34]. The induced Choquet integral on \( X = \{1,2,\ldots,n\} \) based on a capacity \( m \in \mathcal{M}_n \) and order inducing variables \( (u_1, u_2, \ldots, u_n) \in [0,1]^n \) is defined by

\[
\text{ICh}(m, (u_1, \ldots, u_n), f) = \text{AM} \left\{ \sum_{i=1}^{n} f(\sigma(i)) \cdot (m(\{\sigma(1), \ldots, \sigma(n)\})) \right\}
\]

\[
-m(\{\sigma(1) + 1, \ldots, \sigma(n))\}) \mid \sigma \in S_n \text{ with } u_{\sigma(1)} \leq u_{\sigma(2)} \leq \cdots \leq u_{\sigma(n)} \}
\]

(11)
where $\text{AM}$ is the arithmetic mean and the set $\{\sigma(n + 1), \sigma(n)\}$ is defined to be the empty set $\emptyset$ as a convention.

The axiomatization of the induced Choquet integral was given in [35].

**Theorem 5.2** Fix $n \in \mathbb{N}$ and consider a function $J : \bigcup_{n \in \mathbb{N}} F_n \to [0, 1]$. Then there is a capacity $m \in \mathcal{M}_n$ such that for all $f \in F_n$ and for all $u = (u_1, u_2, \ldots, u_n) \in [0, 1]^n$ we have $J(u, f) = \text{ICh}(m, u, f)$ if and only if $J$ satisfies the axioms

\begin{enumerate}[(IC1)]
  \item $J(u, 1_{\{1,2,\ldots,n\}}) = 1$ for each $u \in [0, 1]^n$;
  \item $J(u, \cdot)$ is additive for each $u \in [0, 1]^n$;
  \item $J(u, 1_E) = J(v, 1_E)$ for all $E \subseteq \{1, 2, \ldots, n\}$ and for all $u, v \in [0, 1]^n$ satisfying $u_i > u_j$ and $v_i > v_j$ whenever $i \in E$ and $j \notin E$;
  \item $J(u, \cdot) = \text{AM}\{J((\sigma(1)/n, \sigma(2)/n, \ldots, \sigma(n)/n), \cdot) \mid \sigma \in S_n, (\sigma(1), \sigma(2), \ldots, \sigma(n)) \sim u\}$.
\end{enumerate}

**Proof:** The necessity is obvious. In order to show sufficiency, define the set function $m \in \mathcal{M}_n$ by $m(E) = J(v, 1_E)$, where $v \in [0, 1]^n$ satisfies $v_i > v_j$ whenever $i \in E$ and $j \notin E$. Note that $m$ is well-defined because of (IC3), and that (IC1) and (IC2) imply $m(X) = 1$ and the monotonicity of $m$. For the rest of the proof see [35].

**6. Concluding Remarks**

Axiomatization, as observed in [6], of a theory, a model or a construction is a highly condensed piece of information which covers a big number of empirical facts. We have presented axiomatic approaches to different types of integrals, restricting ourselves to finite domains and ranges in the unit interval. Several of the results presented here are well-known from the literature, especially those related to the Choquet and the Sugeno integral. However, we also give new results (e.g., Theorem 3.7) and some recent results (most of them in Section 5) which have been discovered during the past two years.

Obviously, $[0, 1]$ can be extended to $[0, \infty]$ or $[-\infty, \infty]$, and/or an abstract measurable space $(X, \mathcal{A})$ can be considered — usually this means that the axioms have to be modified.

As an example, consider the Choquet integral: if $(X, \mathcal{A})$ is a measurable space, if $\mathcal{F}$ denotes the set of all measurable functions $f : X \to [0, 1]$, and if $J : \mathcal{F} \to [0, 1]$ is a non-decreasing function, then there exists a capacity $m : \mathcal{A} \to [0, 1]$ such that for all $f \in \mathcal{F}$ we have

$$J(f) = \text{Ch}(m, f) = \int_0^\infty m(\{f \geq x\}) \, dx$$

if and only if $J(1_X) = 1$ and if $J$ is comonotone additive [16,17] (compare with Theorem 3.1).

Applying these axioms to functions $f : X \to [-\infty, \infty]$, one obtains the asymmetric Choquet integral [36]

$$\text{Ch}_{\text{AS}}(m, f) = \int_0^\infty m(\{f \geq x\}) \, dx - \int_{-\infty}^0 (1 - m(\{f \geq x\})) \, dx = \text{Ch}(m, f^+) - \text{Ch}(m^d, f^-)$$

where $f^+ = \max(f, 0)$, $f^- = \max(-f, 0)$, and $m^d : \mathcal{A} \to [0, 1]$ is given by $m^d(E) = 1 - m(X \setminus E)$. 


Requiring the comonotone additivity for non-negative functions only, and adding a symmetry property, i.e., $J(-f) = -J(f)$, one obtains the symmetric Choquet integral (or Šipoš integral) [37]

$$
\text{Ch}_S(m, f) = \text{Ch}(m, f^+) - \text{Ch}(m, f^-)
$$

Similar considerations for the Sugeno integral can be found in [38].

On the other hand, there are integrals based on some generalization of capacities. As an example, we mention the axiomatization of a Choquet type integral based on a signed capacity given in [39].

Finally, let us mention that several types of integrals have been introduced whose axiomatizations were not yet studied. Some of them are related to subsystems of the power set of a given finite universe. This is the case for the original Šipoš integral [37], the integral proposed in [41] or the subdecomposition-based integral studied in [42]. Similarly, hierarchical approaches to integrals, e.g., two-step Choquet integrals [43,44], as well as mixtures of integrals [45–47] were not yet axiomatized.
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