An Efficient and Energy-Aware Cloud Consolidation Algorithm for Multimedia Big Data Applications
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Abstract: It is well known that cloud computing has many potential advantages over traditional distributed systems. Many enterprises can build their own private cloud with open source infrastructure as a service (IaaS) frameworks. Since enterprise applications and data are migrating to private cloud, the performance of cloud computing environments is of utmost importance for both cloud providers and users. To improve the performance, previous studies on cloud consolidation have been focused on live migration of virtual machines based on resource utilization. However, the approaches are not suitable for multimedia big data applications. In this paper, we reveal the performance bottleneck of multimedia big data applications in cloud computing environments and propose a cloud consolidation algorithm that considers application types. We show that our consolidation algorithm outperforms previous approaches.
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1. Introduction

The proliferation of multimedia big data and sharing of large amounts of information for various multimedia applications have brought an urgent need to develop efficient methods of processing them [1]. The most visible sources of such multimedia big data are social media/networks [2] and mobile services [3]. In the big data era, multimedia big data has become an active and interdisciplinary research field since it has introduced challenges and opportunities in the existing computing environments including cloud computing.

To deal with the large size of the data, distributed high performance computing (HPC) systems are required to process multimedia big data. Among HPC systems, cloud computing has received great attention during the last decade as an emerging paradigm [4]. However, the characteristics of multimedia big data make it very difficult to process the data efficiently in cloud computing environments. In addition, the virtual machine (VM) in cloud computing environments introduces some degree of performance degradation, causing frequent VM exits [5]. Furthermore, the type of multimedia big data application is data-intensive: this means that the storage systems of cloud computing environments also affect the performance [6].

As free and open-source cloud computing software platforms for infrastructure as a service (IaaS) have become available, community and private clouds have widely been built around the world. Openstack is one of the most popular open-source software platform for IaaS. However, compared to the public clouds such as Amazon elastic compute cloud (EC2) and Google compute engine, community and private clouds are more commonly hosted on commodity hardware. In this regard, to process multimedia big data in commodity and private clouds, an efficient cloud consolidation (whose aim
is to make more efficient use of computer resources and prevent servers from being under-utilized) is required.

While cloud computing has been considered as an efficient solution for processing parallel applications and CPU intensive workloads [7], cloud resource consolidation frameworks for multimedia big data have not been fully developed. In this context, combining cloud infrastructure systems with multimedia big data is a relatively new field of computer science since cloud computing was developed by major IT providers whose major objective was to develop high performance computing solutions using the techniques of grid computing and utility computing [4,8].

More specifically, past HPC systems mainly targeted traditional scientific workloads and applications. These scientific applications had high arithmetic intensity, locality unlike multimedia big data, and were easy to parallel into distributed systems [9]. In other words, in order to process multimedia big data applications efficiently, it is necessary to take the characteristics of multimedia big data into account.

In this paper, we reveal the performance bottleneck of multimedia big data applications in cloud computing environments and propose a cloud consolidation algorithm that assigns tasks and VMs considering the tradeoff between the number of VMs and input/output (I/O) bottlenecks. The proposed consolidation algorithm consists of three parts: pre-processing, VM monitoring, and task and VM assignment. All of these parts are correlated to perform the cloud consolidation for multimedia big data.

The remainder of the paper is organized as follows: In Section 2, we describe the research motivation and related work. The proposed cloud consolidation algorithm for multimedia big data application is presented in Section 3. Section 4 presents performance evaluation with realistic scenarios. Finally, Section 5 concludes the paper.

2. Motivation and Related Work

In this section, we describe our research motivation for multimedia big data applications and detail related work on cloud consolidation. This section also highlights the problem for processing multimedia big data applications in cloud computing environments.

2.1. Research Motivation

Compared to text-based big data applications, multimedia big data applications have different characteristics [10] with respect to organizing unstructured and heterogeneous data, dealing with cognition and understanding complexity, addressing real-time and quality-of-service requirements, and ensuring scalability and computing efficiency.

We found that I/O bottlenecks exist when multimedia big data applications are performed on cloud computing environments as depicted in Figure 1. If a cloud computing infrastructure is configured with the Openstack block storage service (Cinder), which provides persistent block-level storage devices for VMs, the Cinder node cannot guarantee the service level agreement (SLA) as the number of compute nodes increase because multimedia big data applications are data intensive workloads. If the administrator configures the cloud computing infrastructure with block storage enabled on compute nodes, I/O bottlenecks still exist when compute nodes embrace a large number of VMs.

Figure 2 shows the execution time of multimedia big data applications that are performed in a cloud computing environment. Each VM performs a video encoding application (H.264) for a 5 GB file (personally recorded 20 min 1080 p video file). When the number of VMs is 1, the execution time is about 165 s. However, when the number of VMs is 2 and 3, the execution time of multimedia big data applications is about 462 and 737 s, respectively. The execution time is more than 2 and 3 times slower when the number of VMs is 2 and 3, respectively, compared to that when the number of VMs is 1. Note that when the number of VMs is greater than 1, the execution time is averaged by the number of VMs.
These problems motivate us to develop a cloud consolidation algorithm for multimedia big data applications. Our cloud consolidation algorithm considers the tradeoff between the number of VMs and I/O bottlenecks on the cloud infrastructure and assigns tasks (to VMs) and VMs (to physical machines) in an efficient manner, while reducing total execution time.

Figure 1. I/O bottleneck when multimedia big data applications are performed on cloud computing environments. (a) I/O bottleneck with Cinder node; (b) I/O bottleneck with block storage.

Figure 2. Execution time when multimedia big data applications are performed on cloud computing environments.

2.2. Related Work

With Internet and its applications becoming ubiquitous, huge amounts of multimedia data are being produced. This is forming a unique kind of big data: multimedia big data [10]. Multimedia big data introduces new kinds of multimedia services. Some of multimedia big data applications include digital image processing [11], audio/video recommendations [12], video annotation [13], online advertisements [14], video classification [15], and multimedia delivery for mobile devices [16]. Therefore, cloud computing gains wide acceptance for processing multimedia big data since it provides a number of benefits, including reduced IT costs, flexibility, and increased collaboration [17].

Since multimedia big data applications have distinctive characteristics compared to traditional big data applications, many researchers have studied some of the problems in big data computing in cloud computing environments. Multimedia big data applications and services are typically real-time, therefore, an efficient cloud consolidation algorithm for processing multimedia big data is required to address quality of experience (QoE) [18].

Optimizing the performance of big data applications has been extensively studied in cloud computing environments. Simmhan et al. [19] describe the dynamic demand response (D²R): a cloud-based software platform for big data analytics in smart grids. The platform offers an adaptive information integration pipeline for ingesting dynamic data and the pipeline stages are as follows: data transport from remote data sources, data parsing to interpret the structure, semantic annotation to enrich the data context, and data storage for information persistence.

Keke Gai and his colleagues [20] proposed the cost-aware heterogeneous cloud memory model (CAHCM) for multimedia data allocation, to provide a high performance cloud-based heterogeneous
memory service. Its dynamic data allocation advance (2DA) algorithm considers communication costs, data move operating costs, energy performance, and time constraints. The idea of the algorithm is to enable CAHCM to mitigate the big data processing to remote facilities by using cloud-based memories.

Jayasena et al. [21], developed the multimedia big data analyzing architecture and resource allocation scheme with three layers (service layer, platform layer and infrastructure layer) on top of a MapReduce framework running on a Hadoop distributed file system (HDFS). The aim of the architectural design is to reduce the time for transcoding large amounts of data into specific formats, and to achieve a minimal response time for allocating VMs with the ant colony optimization (ACO) algorithm in the infrastructure layer.

Taotao Wu and his colleagues [18] introduced a problem called the optimal deployment problem (ODP) and the influence of local memory to migrate large-scale media streaming applications to the cloud. By exploiting the local memory, it can decrease total reservation bandwidth from cloud data centers and enhance the utilization of bandwidth.

For object detection in multimedia big data, Guo et al. [22] considered the unbalanced computation capacity between a mobile center cloud and mobile edge sites. To shift large storage burden into the cloud, they performed dictionary learning to obtain the sparse representation in the pixel domain. By taking advantage of low latency of the mobile edge computing ends, the computation cost and storage cost of the proposed detection process can be reduced. VM or task migration (network transfer time) [23,24], mobile cloud computing [25], and the computing model for knowledge discovery [26] are also interesting topics in the field. However, we focus on the verification of the proposed algorithm and will integrate a genetic algorithm [27] to enhance the performance. Hence, we leave further exploration of this possibility for future work.

While above studies have shown that there is a strong relationship between multimedia big data and cloud computing, none of them are directly related to cloud consolidation and able to solve the fundamental problem for multimedia big data application in cloud computing environments, that is, the cloud task and VM assignment. Hence, our approach differs from these previous studies in that we reveal the performance bottleneck of multimedia big data applications in cloud computing environments and propose a cloud consolidation algorithm that assigns tasks and VMs considering the tradeoff between the number of VMs and I/O bottlenecks.

3. The Proposed Consolidation Algorithm

In this section, we detail our proposed consolidation algorithm for big data applications in cloud computing environments. The proposed consolidation algorithm utilizes the cloud system’s information about hosts and VMs. Once a user submits cloud tasks to the cloud system, our consolidation algorithm dynamically performs the consolidation algorithm for mapping between cloud tasks and resources. Then, it assigns the cloud tasks to VMs according to the mapping information.

3.1. System Model

We consider a private cloud computing infrastructure that consists of a number of physical machines with commodity hardware. Therefore, many VMs can be provisioned with the help of virtualization technology. Cloud users can submit their multimedia big data applications (tasks) to the cloud computing infrastructure and a consolidation algorithm is in charge of assigning tasks and VMs.

Figure 3 shows the system model of the proposed consolidation algorithm. There are two distinct modules: preprocessing module and resource management module. The preprocessing module is in charge of retrieving task information and calculating the processing cost for cloud tasks. The results of the preprocessing module are used in the resource management module.

The resource management module performs procedures related to VM monitoring, VM provisioning, and task assignment. The VM monitoring procedure is triggered at regular intervals so that our consolidation algorithm uses the up-to-date resource information of the cloud system. Based on VM monitoring information, our consolidation algorithm generates mapping information
between cloud tasks and resources. With results of the resource management module, cloud tasks can be deployed and the deployment information is stored in the database for future reference. When the same or similar tasks are submitted, the preprocessing step can be skipped with the stored history information. Finally, the cloud returns the results to the user.

### 3.2. Preprocessing

Algorithm 1 shows the preprocessing algorithm before task and VM assignment. The input is a set of cloud tasks submitted by cloud users and the output is an ordered set of cloud tasks. The preprocessing step is necessary to consider I/O bottlenecks. In other words, after the preprocessing step is performed, the most data intensive cloud task can be scheduled first to minimize I/O bottlenecks and execution time. More specifically, as the tasks are sorted by processing cost, the most data intensive task can be allocated first to the most powerful VM. Note that in previous research, the tasks are allocated with first in first out (FIFO) or random policies.

For each task in the task set, the preprocessing algorithm retrieves task information and calculates the processing cost considering datasets and application types. Note that task information includes job ID, user, task type, submit time, start time, end time, exit status, suspend time, wall time, CPU time, I/O time, etc. Based on task information, the cost value is measured and the range of the cost is (0, 1). For example, if the average CPU utilization is 50%, the cost for CPU is 0.5. Then, it stores the information and sorts the tasks in descending order of the calculated cost information. The sorted task set is used for the task and VM assignment algorithm.

#### Algorithm 1. The Preprocessing Algorithm

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td><strong>begin</strong></td>
</tr>
<tr>
<td>2:</td>
<td><strong>for each</strong> $T_i \in \text{TaskSet}$</td>
</tr>
<tr>
<td>3:</td>
<td>Retrieve task information;</td>
</tr>
<tr>
<td>4:</td>
<td>Calculate processing cost;</td>
</tr>
<tr>
<td>5:</td>
<td>$\text{TempTaskSet} \leftarrow (T_i, \text{calculated_cost})$;</td>
</tr>
<tr>
<td>6:</td>
<td><strong>end for</strong></td>
</tr>
<tr>
<td>7:</td>
<td>Sort $\text{TempTaskSet}$ in descending order by $\text{calculated_cost}$;</td>
</tr>
<tr>
<td>8:</td>
<td>Return $\text{TempTaskSet}$;</td>
</tr>
<tr>
<td>9:</td>
<td><strong>end</strong></td>
</tr>
</tbody>
</table>
3.3. Task and VM Assignment Algorithm

To effectively manage our cloud consolidation procedure, it is essential to gain resource-monitoring information. Algorithm 2 shows the VM monitoring algorithm and this algorithm can be periodically called or performed on demand. The procedure is similar to that of the preprocessing algorithm. The VM monitoring algorithm maintains the overhead cost based on VM information. Then, it returns an ordered set of resources in ascending order by the overhead cost.

Once the preprocessing process is successfully performed, the next step is to assign tasks and VMs. Algorithm 3 shows the task and VM assignment algorithm. The input is the ordered task set and ordered resource set. The output is mapping information between cloud tasks and resource information. For each task from the ordered task set, it extracts the first element from the ordered resource set. Then, it checks whether the resource can run the tasks. If the resource does not meet the requirement, it triggers the VM provisioning task and assigns the task to the newly provisioned VM.

Details of the VM provisioning task are as follows: First, it searches physical machines suitable for VM provisioning. Second, it commands the selected physical machine to generate a new VM. Lastly, it informs the cloud resource manager for the newly provisioned VM. Then, the algorithm assigns $T_i$ to $R_j$. For the next iteration, it undertakes the monitoring task and removes the assigned task from the ordered task set.

Algorithm 2. The VM Monitoring Algorithm

Input: $R_j$, where $\forall j \in \{1, 2, \ldots, m\}$
Output: Ordered set of $R_j$

1: begin
2: for each $R_j \in \text{ResourceSet}$
3: Retrieve resource information;
4: Calculate overhead cost
5: $\text{TempResourceSet} \leftarrow (R_j, \text{overhead\_cost})$;
6: end for
7: Sort $\text{TempResourceSet}$ in ascending order by $\text{overhead\_cost}$;
8: Return $\text{TempResourceSet}$;
9: end

Algorithm 3. The Task and VM Assignment Algorithm

Input: $\text{OrderedTaskSet}, \text{OrderedResourceSet}$
Output: map ($T_i, R_j$), where $\forall i \in \{1, 2, \ldots, n\}, \forall j \in \{1, 2, \ldots, m\}$

1: begin
2: for each $T_i \in \text{OrderedTaskSet}$
3: $R_j \leftarrow$ Extract the first element from $\text{OrderedResourceSet}$
4: if $R_j$ does not meet the requirement then
5: Trigger VM provisioning task;
6: $R_j \leftarrow$ Get newly provisioned resource information;
7: end if
8: Map $T_i$ to $R_j$;
9: Trigger monitoring task for the next iteration
10: $\text{OrderedTaskSet} = \text{OrderedTaskSet} - T_i$;
11: end for
12: return map ($T_i, R_j$);
13: end

4. Performance Evaluation of the Algorithm

In this section, we present experimental results that demonstrate the performance of our cloud consolidation algorithm for multimedia big data applications by managing the tradeoff between the
number of VMs and I/O bottlenecks. As input, we use real task traces (Intel Netbatch logs [28]) and artifact task logs for big data applications. Note that the artifact task logs are configured for video encoding applications. The Intel Netbatch logs are chosen as they were generated by multiple physical clusters with different numbers of nodes (tens of thousands) and contain information about completed jobs with various properties (e.g., CPU, the number of cores, memory, processing time, and job’s type). Therefore, we can configure multimedia big data applications for cloud tasks by adding I/O and data processing information.

For experiments, we use a discrete event simulator for iterative and extensive evaluations. We consider 50 hosts (physical machines) and 100 VMs running in the cloud infrastructure and assume that a cloud user submits 100 cloud tasks and the task type is multimedia big data applications unless specified otherwise. For comparison, we implement the elementary consolidation technique that assigns VMs and tasks with a basic rule (i.e., it assigns tasks to VMs in FIFO order).

Figure 4 shows performance results for execution time, mean time before shutdown, and standard deviation time before shutdown (without live migration). Note that the execution time is the elapsed time between when a user submits cloud tasks and the cloud finishes all the cloud tasks.

The execution time for the basic approach is about 1,748,100 s and that for our proposed approach is about 1,060,200 s. The reduction of execution time is about 40% compared to the basic approach, which confirms that our consolidation algorithm is efficient and can manage the tradeoff between the number of VMs and I/O bottlenecks for multimedia big data applications.

Figure 4. Performance results for execution time, mean time before shutdown, and standard deviation time before shutdown (without live migration).

Figure 5 depicts performance results for execution time, mean time before shutdown, and standard deviation time before shutdown (with live migration). Note that the Y-axis is represented on a logarithmic scale. Comparing to Figure 4 (without live migration), mean time before shutdown and standard deviation time before shutdown are greatly reduced (for both Basic and Proposed). Nonetheless, the proposed consolidation algorithm results in more than 4 times less mean time before shutdown than the basic approach. With respect to standard deviation time before shutdown, the proposed consolidation algorithm outperforms the basic approach by more than 10 times.

Figure 5. Performance results for execution time, mean time before shutdown, and standard deviation time before shutdown (with live migration).
To show the scalability of the proposed consolidation algorithm in terms of the number of VMs, we varied the number of VMs from 50 to 200. Figure 6 shows performance results for execution time, mean time before shutdown, standard deviation time before shutdown, mean time before migration, and standard deviation time before migration when the number of VMs is 50, 100, 150, and 200.

With our consolidation algorithm, the execution time is reduced by 40% on average compared to the basic approach. For mean time before shutdown and standard deviation time before shutdown, the proposed consolidation algorithm always outperforms the basic approach. With respect to mean time before migration and standard deviation time before migration, the results are comparable between the proposed approach and the basic approach.

Figure 6. Cont.
Reducing energy consumption is also important in cloud computing environments, as it relates to the cost to run cloud tasks [29]. To validate the energy efficiency of the proposed consolidation algorithm, we measured the energy consumption as in Figure 7. The kW/h is comparable, but our proposed approach slightly outperforms the basic approach (cf. Figure 7a). The basic approach consumes more energy (about 13%) than our approach when the number of VMs is 50. When the number of VMs is 100, 150, and 200, the proposed approach consumes less energy than the basic approach about 3%, 4%, and 6%, respectively.

Since our proposed consolidation algorithm reduces the execution time, kW/h × execution time in hours can also be reduced (cf. Figure 7b). The result of our proposed approach is about 52%.
Since our proposed consolidation algorithm reduces the execution time, kWh × execution time in hours can also be reduced (cf. Figure 7b). The result of our proposed approach is about 52% compared to the basic approach when the number of VMs is 50. When the number of VMs is 100, 150, and 200, the result of our proposed approach is about 59%, 60%, and 58%, respectively, compared to the basic approach. Our approach not only reduces the execution time for cloud tasks, but saves energy by balancing the I/O bottleneck in cloud computing environments.

Table 1 shows performance results for SLA violation. The SLA violation stems from live migration, and performance degradation due to live migration that is about 0.34%. Regardless of the number of VMs, our approach generates less than 0.1% of SLA violation, which is about 10% less than that of the basic approach. This also confirms the effectiveness of our consolidation algorithm.

Table 1. Performance results for service level agreement (SLA) violation.

<table>
<thead>
<tr>
<th>The Number of VMs</th>
<th>Basic</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.062%</td>
<td>0.056%</td>
</tr>
<tr>
<td>100</td>
<td>0.084%</td>
<td>0.075%</td>
</tr>
<tr>
<td>150</td>
<td>0.102%</td>
<td>0.087%</td>
</tr>
<tr>
<td>200</td>
<td>0.105%</td>
<td>0.097%</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we revealed I/O bottlenecks of multimedia big data applications running on cloud computing infrastructures and proposed a cloud consolidation algorithm that assigns tasks and VMs considering the tradeoff between the number of VMs and I/O bottlenecks on cloud infrastructure. The performance results show that the execution time of cloud tasks is reduced by about 40% when our consolidation algorithm is used with respect to the basic approach. Future work includes energy aware scheduling techniques with live migration for multimedia big data applications.
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