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Abstract: Heterogeneous networks (HetNets) are regarded as a promising approach to handle the deluge of mobile data traffic. With the co-channel deployment of small cells, the coverage and capacity of the network will be improved. However, the conventional maximum-received-power (MRP) user association scheme and cross-tier interference issue significantly diminish the performance gain provided by small cells. In this paper, we propose a novel location-aware cross-tier cooperation (LA-CTC) scheme for jointly achieving load balancing and interference mitigation in two-tier HetNets. In detail, we define an inner region for each macro base station (MBS) where the femto base stations (FBSs) will be deactivated, and thereby the users within the inner region will only be served by the MBS. Subsequently, for the users located in the outer region, the proposed scheme only uses coordinated multipoint (CoMP) transmission by two tiers of BSs to eliminate the excessive cross-tier interference suffered by offloaded users, whereas users with good locations are served directly by either a MBS or a FBS. Using tools of stochastic geometry, we derived the analytical expressions for the coverage probability and average rate of a randomly chosen user. Meanwhile, the analytical results were validated through Monte Carlo simulations. The numerical results show that the proposed scheme can improve the performance of networks significantly. Moreover, we compare the performance of the proposed scheme with that of the conventional MRP scheme, the cell range expansion (CRE) scheme and the location-aware cross-tier CoMP transmission (LA-CTCT) scheme in the literature. Numerical comparisons revealed that the proposed LA-CTC scheme outperforms the other three schemes.
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1. Introduction

The deployment of multi-tier network architecture, namely heterogeneous networks (HetNets), is a promising approach to handle the exploding data traffic demands of users [1,2]. A typical HetNet consists of different types of base stations (BSs) such as macro, pico, and femto BSs (MBSs, PBSs and FBSs, respectively), which operate simultaneously to serve users, but differ in terms of their coverage range, spatial density, and most importantly, transmit power [3]. However, the large transmit power disparity of macrocells and small cells will lead to unbalanced user loads among different BSs [4]; that is, most users will prefer to associate with MBSs when the conventional maximum-received-power (MRP) user association scheme is applied. This results in an underutilization of resource utilization at small cells. To cope with this problem, the biased user association, also known as the cell range expansion (CRE) scheme, has been proposed [5], wherein the macro users are proactively offloaded to small cells. Unfortunately, the drawback of CRE is that the offloaded users are liable to experiencing excessive cross-tier interference, which is always the obstacle in HetNets. Naturally, the macro edge...
users (MEUs) also are vulnerable users. In this context, the concept of BS cooperation is expected to tackle such excessive interference [6,7]. One form of BS cooperation is coordinated multipoint (CoMP) transmission, wherein the users’ data is concurrently transmitted by multiple BSs in order to mitigate interference, and thereby improve the overall system performance [8,9].

1.1. Related Work

Lately, the modeling of the increasing irregularity in BS locations as a Poisson point process (PPP) and the utilizing of stochastic geometry to study HetNets have been used extensively. The pioneering works in [10,11] have shown that the PPP model is tractable, yet accurate for providing important performance metrics for cellular networks in terms of coverage and rate. The key performance metrics such as the coverage probability and the average rate are essential for characterizing the performance of a HetNet, which has been well investigated in the literature [10–13]. For example, the effect of typical frequency reuse on the coverage and the rate for conventional single-tier networks was discussed in [10]. The baseline model in [10] was further extended to a general K-tier case of a downlink HetNet, and its coverage and rate were also analyzed in [11]. Furthermore, the coverage and rate analyses for a typical user with different path-loss exponents in the HetNet, taking into account more practical propagation environments, were modeled and analyzed in [12,13]. The authors in [12] investigated the impact of the dual-slope path loss on the coverage probability and capacity of mmWave networks. In [13], the authors considered various indoor and outdoor propagation environments for a HetNet, and a heuristic algorithm for the power allocation at the tiered cells was also developed. In addition, this random spatial model in [11] has been further extended to many scenarios of interest for HetNets, such as user association [14–16], fractional frequency reuse [17,18], CoMP transmission [19–23], and so on. As mentioned above, the gains from load balancing through CRE user association should be guaranteed by suitable enhanced inter-cell interference coordination (eICIC) techniques [24]. The CRE, in conjunction with suitable eICIC techniques, has been presented in previous works, such as for resource partitioning [25,26], fractional frequency reuse [27] and reduced power subframes [28]. However, the CRE with CoMP transmission is not yet well captured.

The CoMP transmission is of great importance to HetNets, which have been extensively studied in the literature. Accordingly, [19–23] extended the PPP model to capture the performance of the HetNets by deploying CoMP transmission. The authors in [19] analyzed the coverage probability for CoMP transmission in HetNets, for which the set of cooperating BSs was determined. The impact of the overhead delay introduced by CoMP transmission on the performance of HetNets was studied in [20]. In [21], the authors focused on a pairwise BS cooperation scheme based on a user’s first and second closest geographic BSs. The coherent joint-transmission with limited information exchange between BSs through Willems’ encoding was considered. Moreover, the dirty paper coding (DPC) orthogonal transmission was also adopted to tackle the intra-cell interference for the cooperating pair. The authors in [22] presented a tractable model for analyzing non-coherent joint-transmission BS cooperation under user-centric BS clustering and channel-dependent cooperation activation. Further, the authors in [23] proposed a location-aware cross-tier BS cooperation scheme, and evaluated the performance in terms of the outage probability and the achievable average rate. The proposed scheme in [23] outperforms both the conventional MRP and CRE. In [29], the authors considered the overlapping expanded region (ER) of the microcells for employing CoMP joint transmission. The authors in [30] investigated the cross-tier BS cooperation in HetNets for which the locations of PBSs were modelled as a Neyman–Scott cluster process. An edge-aware cross-tier BS cooperation scheme for the cell-edge hotspot users was proposed. In [31], the authors proposed a cross-tier BS cooperation scheme to improve the coverage performance of MEUs in non-uniform HetNets, which has also been investigated in [32], considering that the small cells are deployed farther away from the MBSs. The non-uniform deployment of small cells is caused by the fact that the coverage area of a small cell in the vicinity of the MBS shrinks, resulting in a poor offloading effect from its MBS [14], which was not considered in [23]. To further investigate this non-uniform small-cell deployment model, the authors in [33] analyzed load balancing.
(i.e., CRE) and its effect on the network. In [34], the authors also derived the coverage probability and rate coverage of a typical user in non-uniform HetNets. It is shown in [14,32] that the coverage and capacity of the network will be improved when the small cells are kept apart from MBSs. However, these works did not jointly discuss load balancing and CoMP transmission to tackle the excessive cross-tier interference suffered by offloaded users.

1.2. Approach and Contributions

In this paper, motivated by the BS cooperation scheme in [23], we address this shortcoming by proposing a novel location-aware cross-tier cooperation (LA-CTC) scheme for downlink transmission in two-tier HetNets. To tackle the poor offloading effect of FBSs in the vicinity of their MBSs, the FBSs located at a prescribed distance away from any MBS are deactivated, and thereby the whole area is divided into an inner region and an outer region. The non-uniform deployment of FBSs is similar to that in [31–34]. Hence, the users within the inner region are only served by the MBSs. Meanwhile, a pairwise BS cooperation scheme based on each user’s location information is proposed to use only CoMP transmissions to eliminate the cross-tier interference for the offloaded users within the outer regions, whereas the other users within the outer regions are served directly by either a MBS or a FBS. Subsequently, we derived the mathematical coverage probability and average rate expressions for the proposed LA-CTC scheme, and the analytical results were verified via Monte Carlo simulations. The numerical results show that the proposed LA-CTC scheme can improve the overall coverage probability and average rate significantly. Furthermore, the proposed scheme is compared with the conventional MRP scheme, the CRE scheme and the location-aware cross-tier CoMP transmission (LA-CTCT) scheme. Numerical comparisons show that the proposed cooperation scheme outperforms the other three schemes.

The rest of the paper is organized as follows: The system model and the proposed LA-CTC scheme are presented in Section 2. The mathematical coverage probability and average rate expressions are derived in Section 3. In Section 4, the numerical results on the performance evaluation for the proposed LA-CTC scheme are analyzed. Finally, the paper is concluded in Section 5.

2. System Model

2.1. Two-Tier Heterogeneous Network Model

We consider a downlink two-tier HetNet based on the orthogonal frequency-division multiple-access (OFDMA) technique; that is, the intra-cell interference is not considered. In this paper, the HetNets consist of open access MBSs and FBSs, also termed "tier 1" and "tier 2", respectively. The locations of the BSs in the ith tier are modeled as a two-dimensional homogeneous PPP (HPPP), \( \Phi_i \), with density \( \lambda_i \). Each BS in the ith tier transmits with the same power \( P_i \). Furthermore, the users are located according to another HPPP, \( \Phi_u \), with density \( \lambda_u \), which is independent of \( \Phi_i \).

Without any loss of generality, we consider a typical user located at the origin of the coordinate system. For tractability, the standard power loss propagation model is applied in the ith tier with a path-loss exponent of \( \alpha_i > 2 \). As far as random channel fluctuations, Rayleigh fading with a unit mean (denoted as \( h_x \sim \exp(1) \)) is applied at each channel. The noise is assumed to be additive with power \( \sigma^2 \).

2.2. Location-Aware Cross-Tier Cooperation Scheme

For a typical user located at the origin, we let \( R_i \) denote the distance of the typical user from their nearest BS in the ith tier. MBS\(_0\) and FBS\(_0\) are denoted as the nearest BSs in each tier, which can provide the maximum long-term received power from each tier.

We consider a user association scheme on the basis of each user’s location information. The macro tier has an inner region \( A_{in} \), which is defined as the union of locations for which the distance to the nearest MBS is no larger than a prescribed value \( D \), whereas the outer region is given by \( A_{out} = \mathbb{R}^2 \setminus A_{in} \).
The FBSs within $A_{in}$ are deactivated because of their poor offloading effect from the MBSs. The users in $A_{in}$, that is, macro inner users (MIUs), consequently are only served by an MBS in this region.

We denote $B$ as the serving BS set of the typical user, which can be expressed as follows:

$$
B = \begin{cases}
\{ MBS_0 \}, R_1 \leq D \\
\{ MBS_0 \}, R_1 > D \& P_1 R_1^{-\alpha_1} / P_2 R_2^{-\alpha_2} \geq \beta \\
\{ FBS_0 \}, R_1 > D \& P_1 R_1^{-\alpha_1} / P_2 R_2^{-\alpha_2} \leq 1 \\
\{ MBS_0, FBS_0 \}, R_1 > D \& P_1 R_1^{-\alpha_1} / P_2 R_2^{-\alpha_2} < \beta 
\end{cases}
$$

(1)

where $D$ is the radius of inner region $A_{in}$, and $\beta \geq 0$ dB is the cooperation threshold for tier 2. Without any loss of generality, we let $\beta_i$ denote the cooperation threshold for the $i$th tier. For simplicity, it is assumed that the cooperation threshold for tier 1 is the unity ($\beta_1 = 0$ dB) in this paper, while $\beta_2 = \beta \geq 0$ dB for notational brevity. Hence, the typical user $u \in U$ can lie in one of the following four disjoint sets:

$$
u \in \begin{cases}
U_{M,in}, k = 1; \text{if } B = \{ MBS_0 \} \\
U_{M,out}, k = 1; \text{if } B = \{ MBS_0 \} \\
U_F, k = 2; \text{if } B = \{ FBS_0 \} \\
U_C, k = \{1, 2\}; \text{if } B = \{ MBS_0, FBS_0 \}
\end{cases}
$$

(2)

which satisfy $U_{M,in} \cup U_{M,out} \cup U_F \cup U_C = U$. Clearly, the set $U_{M,in}$ is the set of MIUs and the set $U_{M,out}$ is the set of macro users within the outer region. The set $U_F$ is the set of femto non-CoMP users, which is independent of the cooperation threshold. The set $U_C$ is the set of femto CoMP users who are liable to experiencing excessive cross-tier interference. For brevity, we define a mapping $K : \{ M, in; M, out; F; C \} \rightarrow \{1, 2\}$ from the user-set index to the serving tier index, that is, $K(M, in) = K(M, out) = 1$, $K(F) = 2$ and $K(C) = \{1, 2\}$.

To elaborate, the proposed LA-CTC scheme is shown in Figure 1. User 1 located in the inner region $A_{in}$ of $MBS_0$, and is only associated with $MBS_0$. $MBS_0$ is close enough to guarantee the user 1’s quality of service (QoS). On the other hand, a user located in the outer region $A_{out}$ of $MBS_0$ will be associated with $MBS_0$, $FBS_0$ or two tiers of BSs. User 2’s received power from $MBS_0$ is stronger than that from $FBS_0$ plus the cooperation threshold, and user 3’s received power from $FBS_0$ is stronger than that from $MBS_0$; thus user 2 and user 3 are only associated with $MBS_0$ and $FBS_0$, respectively. Although user 4’s received power from $MBS_0$ is larger than that from $FBS_0$, the received power from $FBS_0$ plus the cooperation threshold is larger. User 4 will be cooperatively served by $MBS_0$ and $FBS_0$ by means of jointly transmitting the user’s data; hence the user can be referred to as the CoMP user. Note that the prescribed value $D$ is decided by the MBSs. In the current operation of cellular networks, a user will periodically feed back the measurement reports, including the user’s location information, to its serving BS for assisting the serving BS selection procedure [35]. Thus the MBSs classify the users as MIUs and MEUs through this procedure. Meanwhile, the FBSs use the pilot signals combined with a positive cooperation threshold to convince the vulnerable users to connect to both tiers of the BSs. The BSs use backhaul links (e.g., digital subscriber line (DSL)) [3, 36] to exchange/share the users’ data and the control information, namely, the prescribed value $D$ and the cooperation threshold. It is assumed that the users are stationary in this paper, that is, handoffs (HOSs) do not occur for the BSs. This assumption is widely adopted in the extensive literature. When taking the mobility of users into account, the HO procedure will occur between different BSs such that different user association schemes are adopted. However, the high mobility users, such as users driving cars on the highways or taking high-speed trains, will have higher HO interruptions, which will degrade the network performance. To mitigate the HO effect, a location-aware HO skipping scheme for the macro tier can be adopted, which is similar to the scheme proposed in [37]. Additionally, our proposed LA-CTC scheme should be revised. In detail, it is assumed that the trajectory within the target MBS footprint is a priori via some trajectory estimation techniques [38, 39]. Thus the HO skips associating to the target MBS if the user trajectory passes through the outer region of its target MBS; that is, when
the minimum distance between the user trajectory and its target MBS exceeds the same predefined threshold value $D$, the HO occurs. However, the high-mobility users will skip HOs to the entire femto tier to avoid the excessive HOs because the FBS coverage area is too small \[40\]. The high-mobility users will be served directly by their un-skipped MBSs which are their trajectories pass through the inner region of the target MBSs.

![Figure 1. Illustration of the proposed location-aware cross-tier cooperation (LA-CTC) scheme.](image)

We let $Q_{M,in}$, $Q_{M,\text{out}}$, $Q_{F}$ and $Q_{C}$ denote the probabilities that a typical user belongs to each of the above four disjoint user sets, respectively. Mathematically, this is $Q_l = P(u \in U_l)$, where $l \in \{M, \text{in}; M, \text{out}; F; C\}$. On the basis of the ergodicity of the PPP, these probabilities are derived in the following lemma.

**Lemma 1.** $Q_{M,in}$, $Q_{M,\text{out}}$, $Q_{F}$ and $Q_{C}$ are given as follows:

$$Q_{M,in} = 1 - \exp \left( -\pi \lambda_1 D^2 \right)$$  
(3)

$$Q_{M,\text{out}} \approx 2\pi \lambda_1 \int_D^\infty r \exp \left( -\pi \left( \lambda_1 r^2 + \lambda_2 \frac{P_2}{P_1} \frac{2^{\alpha_2}}{\alpha_2} r^{2\alpha_1/\alpha_2} \right) \right) dr$$  
(4)

$$Q_{F} \approx \exp \left( -\pi \lambda_1 D^2 \right) - 2\pi \lambda_1 \int_D^\infty r \exp \left( -\pi \left( \lambda_1 r^2 + \lambda_2 \frac{P_2}{P_1} \frac{2^{\alpha_2}}{\alpha_2} r^{2\alpha_1/\alpha_2} \right) \right) dr$$  
(5)

$$Q_{C} = \exp \left( -\pi \lambda_1 D^2 \right) - Q_{M,\text{out}} - Q_{F}$$  
(6)

If the path loss exponents are equal, that is, $\alpha_i = \alpha$, $Q_{M,\text{out}}$, then $Q_{F}$ can be reduced to a closed-form expression as:

$$Q_{M,\text{out}} \approx (\lambda_1/\lambda'_1) \exp \left( -\pi \lambda'_1 D^2 \right)$$  
(7)

$$Q_{F} \approx \exp \left( -\pi \lambda_1 D^2 \right) - (\lambda_1/\lambda''_1) \exp \left( -\pi \lambda''_1 D^2 \right)$$  
(8)
where $\lambda'_1 = \lambda_1 + \lambda_2 \left( \frac{\beta P_2}{P_1} \right)^{2/\alpha}$ and $\lambda'_2 = \lambda_1 + \lambda_2 \left( \frac{P_2}{P_1} \right)^{2/\alpha}$.

**Proof.** See Appendix A. □

2.3. The Signal-To-Interference-Plus-Noise Ratio for a Typical User

In the setup in Equation (1), given that the serving BS is located at $x_i \in \Phi_i$, the received signal power for a typical user located at the origin, $u \in U_l$, can be expressed as:

$$
\sum_{k \in K(l)} \frac{\sqrt{P_k} h_k}{\|x_k\|^{\alpha_k}/2} X + \sum_{l \in \Phi \setminus \{x_k \in K(l)\}} \frac{\sqrt{P_l} h_l}{\|y_l\|^{\alpha_l}/2} Y + Z
$$

where $l \in \{M, in; M, out; F; C\}, h_x$ and $h_y$ are Rayleigh-distributed random variables with average unit power, $X$ and $Y$ are the data sequences jointly transmitted by the serving and interfering BSs, respectively, and $Z \sim CN(0, \sigma_z^2)$ is a circular-symmetric zero-mean complex Gaussian random variable with variance $\sigma_z^2$ to model the additive white Gaussian noise (AWGN) at the receiver. It is also assumed that no CSI (channel state information) is at the BSs. Hence, the received signal-to-interference-plus-noise ratio (SINR) of a typical user located at the origin, $u \in U_l$, is given by:

$$
SINR = \frac{1}{2} \left( \sum_{k \in K(l)} \frac{\sqrt{P_k} h_k}{\|x_k\|^{-\alpha_k}/2} \right)^2 \frac{\sum_{l=1}^{M} l_i + \sigma_z^2}{\sum_{l=1}^{M} l_i + \sigma_z^2}
$$

where $1(A)$ is the indicator function that takes the value of 1 if the event $A$ is true, and $l_i = P_i \sum_{y_i \in \Phi \setminus \{x_k \in K(l)\}} |h_y|^2 |y_i|^{-\alpha_i}$ is the cumulative interference from the $i$th tier.

3. Analysis of the Coverage Probability and Average Rate

This section is the main technical component. On the basis of the characteristics of the SINR for the typical user, we derive the coverage probability and average rate of the typical user for the proposed LA-CTC scheme. We begin our discussion with the distance distributions to the serving BS for the typical user.

3.1. Statistical Distance to Serving Base Station

We denote $X_{M, in}$, $X_{M, out}$, $X_F$ and $X_C = (X_1, X_2)$ to be the distances between the typical user and their serving BSs.

**Lemma 2.** The probability density functions (PDFs) of $X_{M, in}$, $X_{M, out}$, $X_F$ and $X_C = (X_1, X_2)$ are given as follows:

$$
f_{X_{M, in}}(x) = \frac{2\pi \lambda_1 x}{Q_{M, in}} \exp \left( -\pi \lambda_1 x^2 \right), x \in (0, D]
$$

$$
f_{X_{M, out}}(x) \approx \frac{2\pi \lambda_1 x}{Q_{M, out}} \exp \left( -\pi \left[ \lambda_1 r^2 + \lambda_2 \left( \frac{\beta P_2}{P_1} \right)^{2/\alpha_2} \right] r^{2\alpha_1/\alpha_2} \right), x > D
$$

$$
f_{X_F}(x) \approx \begin{cases} 2\pi \lambda_2 x \exp \left( -\pi \left( \lambda_1 D^2 + \lambda_2 x^2 \right) \right) / Q_F, x \leq \left( \frac{P_1}{P_2} \right)^{1/\alpha_2} D^{\alpha_1/\alpha_2} \\ 2\pi \lambda_2 x \exp \left( -\pi \left( \lambda_1 \left( \frac{P_1}{P_2} \right)^{2/\alpha_2} x^{2\alpha_2/\alpha_1} + \lambda_2 x^2 \right) \right) / Q_F, x > \left( \frac{P_1}{P_2} \right)^{1/\alpha_2} D^{\alpha_1/\alpha_2} \end{cases}
$$

$$
f_{X_C}(x_1, x_2) = \frac{4\pi^2 \lambda_1 \lambda_2 x_1 x_2}{Q_C} \exp \left( -\pi \lambda_1 x_1^2 - \pi \lambda_1 x_2^2 \right), (x_1, x_2) \in \Omega_C
$$

where
\[ \Omega_C = \left\{ (x_1, x_2) : x_1 > D \text{ and } \left( \frac{P_b}{P_T} \right)^{1/a_2} \frac{x_1}{x_1^2/a_2} < x_2 < \left( \frac{\beta P_b}{P_T} \right)^{1/a_2} \frac{x_2}{x_2^2/a_2} \right\}. \]

**Proof.** See Appendix B. \(\square\)

### 3.2. Coverage Probability

In the context of this paper, the coverage probability is formally defined as the probability that the typical user can achieve a target SINR threshold. Mathematically, this is \(P = \mathbb{E} [\{ \text{SINR} > \tau \}] = \mathbb{P} (\text{SINR} > \tau), \) where \(\tau\) is the target SINR threshold.

We denote \(P_{\text{M,in}}, P_{\text{M, out}}, P_F\) and \(P_C\) as the conditional coverage probabilities when a typical user belongs to one of the above four disjoint user sets, respectively. Following the law of total probability, the coverage probability of a randomly chosen user is

\[ P_{\text{cov}} = Q_{\text{M,in}} P_{\text{M,in}} + Q_{\text{M, out}} P_{\text{M, out}} + Q_F P_F + Q_C P_C \quad (15) \]

where \(Q_{\text{M,in}}, Q_{\text{M, out}}, Q_F\) and \(Q_C\) are given in Lemma 1.

**Theorem 1.** Following the LA-CTC scheme in (1), the conditional coverage probabilities for the typical user are given by Equations (16)–(19).

\[ P_{\text{M,in}} \approx \frac{2n \lambda_{\text{M,in}}}{x^2} f_0 \left[ \int_{0}^{\infty} x \exp \left( -\frac{\pi x^2}{\lambda_{\text{M,in}}} \right) \exp \left( -\pi x^2 \left[ 1 + \rho (\tau, a_i) \right] - \pi x^2 \left( \frac{\tilde{b} P_b}{\tilde{P}_T} \right)^{2/a_2} \right) \right] dx \]

\[ P_{\text{M, out}} \approx \frac{2n \lambda_{\text{M, out}}}{x^2} f_0 \left[ \int_{0}^{\infty} x \exp \left( -\frac{\pi x^2}{\lambda_{\text{M, out}}} \right) \exp \left( -\pi x^2 \left[ 1 + \rho (\tau, a_i) \right] - \pi x^2 \left( \frac{\tilde{b} P_b}{\tilde{P}_T} \right)^{2/a_2} \right) \right] dx \]

\[ P_F = \frac{2n \lambda_{\text{F}}}{x^2} f_0 \left[ \int_{0}^{\infty} x \exp \left( -\frac{\pi x^2}{\lambda_{\text{F}}} \right) \exp \left( -\pi x^2 \left[ 1 + \rho (\tau, a_i) \right] \right) \right] dx \]

\[ P_C = \frac{2n \lambda_{\text{C}}}{x^2} f_0 \left[ \int_{0}^{\infty} x \exp \left( -\frac{\pi x^2}{\lambda_{\text{C}}} \right) \exp \left( -\pi x^2 \left[ 1 + \rho (\tau, a_i) \right] \right) \right] dx \]

where \(\text{SNR}_i(x) = \frac{\Sigma_{k \in \{i\}} P_k x^{-a_k}}{a_k^2}, \) \(i \in \{ M, \text{in}; M, \text{out}; F; C \}, \) and \(\rho (x, a_i) = x^{2/a_i} \int_{x^{-2/a_i}}^{\infty} \frac{du}{1+u^{a_i}/2}.
\]

The integral can be solved by the Gaussian hypergeometric function as [41]:

\[ \rho (x, a_i) = \frac{2x}{a_i-2} F_1 \left[ 1, 1 - \frac{2}{a_i}; 2 - \frac{2}{a_i}; -x \right] \]

**Proof.** See Appendix C. \(\square\)

### 3.3. Average Rate

The average rate simply denotes the average number of nats transmitted per unit time per unit bandwidth (1 bit = ln (2) = 0.693 nats), which can represent the spectral efficiency of a user. Similarly to the conditional coverage probabilities defined in Theorem 1, the average rate for a typical user is given as:

\[ R = Q_{\text{M,in}} R_{\text{M,in}} + Q_{\text{M, out}} R_{\text{M, out}} + Q_F R_F + Q_C R_C \quad (20) \]

where \(R_{\text{M,in}}, R_{\text{M, out}}, R_F\) and \(R_C\) are the average rates according to the proposed LA-CTC scheme above. The following theorem gives the average rate for a randomly chosen CoMP user. Note that the derivation of the average rate for other types of users can be obtained by following the same procedure, and hence it is skipped.
Lemma 3. Let $Q_{NC_k}$ and $Q_{C_k}$ denote the probabilities that a typical user belonging to tier $k$ operates in the non-CoMP mode and in the CoMP mode, respectively. Then,

$$Q_{NC_k} = \left[ \exp\left(-\pi \lambda_1 D^2\right) - 2\pi \lambda_1 \int_0^\infty r \exp\left(-\pi \left(\lambda_1 r^2 + \lambda_k \left(\frac{P_k}{P_j}\right)^{2/a_k} r^{2a_k/a_i}\right)\right) dr \right] \times \prod_{i>j, i,j \neq k}^K \left[ 2\pi \lambda_1 \int_0^\infty r \exp\left(-\pi \lambda_i r^2\right) \left[ 1 - \exp\left(-\pi \lambda_i \left(\frac{P_j}{P_i}\right)^{2/a_k} r^{2a_k/a_i}\right)\right] dr \right]$$

$$Q_{C_k} = \left[ 2\pi \lambda_1 \int_0^\infty r \exp\left(-\pi \lambda_1 r^2\right) \left[ 1 - \exp\left(-\pi \lambda_k \left(\frac{P_j}{P_i}\right)^{2/a_k} r^{2a_k/a_i}\right)\right] dr \right] \times \prod_{i>j, i,j \neq k}^K \left[ 2\pi \lambda_1 \int_0^\infty r \exp\left(-\pi \lambda_j r^2\right) \left[ 1 - \exp\left(-\pi \lambda_j \left(\frac{P_i}{P_j}\right)^{2/a_k} r^{2a_k/a_i}\right)\right] dr \right]$$

Proof. See Appendix D.
Lemma 4. Let \( X_{NC_i} \) and \( X_{C_{ij}} = (X_j, X_k) \) denote the distances between the typical user and their serving BSs. Then, the PDFs of \( X_{NC_i} \) and \( X_{C_{ij}} \) are:

\[
 f_{X_{NC_i}}(x) \approx \begin{cases} 
 \frac{\sum_{j=1, j \neq k}^{K} \phi_i'(x) \left[ \prod_{j \neq i} \phi_j(x) \right]}{\mathcal{Q}_{NC_i}}, & x \leq \left( \frac{P_k}{P_{1}\lambda_i} \right)^{\frac{1}{a_k}} D_{ij}^{1/a_k} \\
 \frac{\sum_{j=1, j \neq k}^{K} \phi_i'(x) \left[ \prod_{j \neq i} \phi_j(x) \right]}{\mathcal{Q}_{NC_i}}, & x > \left( \frac{P_k}{P_{1}\lambda_i} \right)^{\frac{1}{a_k}} D_{ij}^{1/a_k}
\end{cases} \tag{24}
\]

\[
 f_{X_{C_{ij}}}(x_j, x_k) = \frac{(2\pi)^2 \lambda_j \lambda_k x_j x_k}{\mathcal{Q}_{C_{ij}}} \exp \left(-\pi \lambda_j x_j^2 - \pi \lambda_k x_k^2 \right), \quad X_{C_{ij}} \in \Omega_{C_{ij}} \tag{25}
\]

where \( \Omega_{C_{ij}} = \left\{ (x_j, x_k) : x_j > d(j) \text{ and } (\frac{P_i}{\lambda_i P_{1}})^{\frac{1}{a_k}} x_j^{a_j/a_k} < x_k < (\frac{P_i}{\lambda_i P_{1}})^{\frac{1}{a_k}} x_j^{a_j/a_k} \right\} \), \( d(j) = \begin{cases} D, j = 1 \\
 0, j \neq 1 \end{cases} \) .

\[
 \phi_i'(x) = \begin{cases} 
 2\pi \lambda_i x \exp \left(-\pi \left( \lambda_1 D^2 + \lambda_k x^2 \right) \right), & i = 1 \\
 2\pi \lambda_i x \exp \left(-\pi \left( \lambda_i \left( \frac{P_k}{P_{1}\lambda_i} \right)^{2/a_i} x^{2a_i/a_i} + \lambda_k x^2 \right) \right), & i \neq 1
\end{cases}
\]

and

\[
 \phi_i'(x) = 2\pi \lambda_i x \exp \left(-\pi \left( \lambda_i \left( \frac{P_k}{P_{1}\lambda_i} \right)^{2/a_i} x^{2a_i/a_i} + \lambda_k x^2 \right) \right)
\]

Proof. See Appendix E. □

Therefore, the coverage probability for a typical user \( u \in U_i \) can be derived by generalized forms, which are:

\[
 P_{NC_i} \approx \int_0^{D_{i1}/a_k} \left( \frac{P_i}{P_{1}\lambda_i} \right)^{1/a_k} \exp \left(-\frac{\tau r^2 x_i^2}{x_i} \right) \prod_{i=1}^{K} L_i \left( \frac{\tau x_i^2}{x_i} \right) f_{X_{NC_i}}(x) \, dx \\
 + \int_{D_{i1}/a_k}^{\infty} \left( \frac{P_i}{P_{1}\lambda_i} \right)^{1/a_k} \exp \left(-\frac{\tau r^2 x_i^2}{x_i} \right) \prod_{i=1}^{K} L_i \left( \frac{\tau x_i^2}{x_i} \right) f_{X_{NC_i}}(x) \, dx \tag{26}
\]

where \( L_i(s) = \exp \left(-\pi \lambda_i d_{ik}^2(x) \rho \left( \frac{s_P}{d_{ik}(x)^{a_i} \lambda_i} \right) \right) \).

\[
 d_{ik}(x) = \begin{cases} 
 D_i, x \leq \left( \frac{P_i}{P_{1}\lambda_i} \right)^{1/a_k} D_{i1}^{1/a_k} \\
 \left( \frac{P_i}{P_{1}\lambda_i} \right)^{1/a_i} x^{a_i/a_i}, x > \left( \frac{P_i}{P_{1}\lambda_i} \right)^{1/a_k} D_{i1}^{1/a_k}, & i = 1 \\
 \left( \frac{P_i}{P_{1}\lambda_i} \right)^{1/a_i} x^{a_i/a_i}, i > 1, i \neq k \\
 d_{ik}(x) = x, i = k
\end{cases}
\]

and

\[
 P_{C_{ij}} = \int_{\Omega_{C_{ij}}} \exp \left(-\frac{\tau r^2 x_i^2}{\tau \frac{P_i}{P_{1}\lambda_i} + \frac{P_i}{P_{1}\lambda_i} x_i} \right) \prod_{i=1}^{K} L_i \left( \frac{\tau}{\tau \frac{P_i}{P_{1}\lambda_i} + \frac{P_i}{P_{1}\lambda_i} x_i} \right) \prod_{i=1, i \neq j,k}^{K} L_i \left( \frac{\tau}{\tau \frac{P_i}{P_{1}\lambda_i} + \frac{P_i}{P_{1}\lambda_i} x_i} \right) f_{X_{C_{ij}}}(x_j, x_k) \, d X_{C_{ij}} \tag{27}
\]

where the interference can be obtained from two parts: the tiers having a BS in cooperation to transmit the user’s data, and the tiers having no BS in cooperation. Then, we have the Laplace function of \( I_i (i = j, k) \):

\[
 \hat{I}_i(s) = \exp \left(-\pi \lambda_i d_{ik}^2(x) \rho \left( \frac{s_P}{d_{ik}(x)^{a_i} \lambda_i} \right) \right); i = j, k
\]
where \(d_{jk}(x) = x_j\) and \(d_{kk}(x) = x_k\), while the Laplace function of \(I_i\) \((i \neq j, k)\) is:

\[
L_{I_i}(s) = \exp \left( -\pi \lambda_{d_{1k}}^2(x) \rho \left( \frac{s\rho_{d_{1k}}(x)}{d_{1k}(x)} \right) \right)
\]

where \(d_{1k}(x) = D, i=1\) and \(d_{ik}(x) = 0, i \neq 1\).

4. Numerical Results

In this section, we present the numerical results of the coverage probability and average rate for the proposed LA-CTC scheme, which can provide guidelines for the practical system design. Furthermore, we compare the proposed LA-CTC scheme with the other three user association schemes, which are the conventional MRP scheme [32], the CRE scheme [33] and the LA-CTCT scheme [23].

The transmit powers of MBSs and FBSs were \(P_1 = 46\) dBm and \(P_2 = 20\) dBm. The densities of the two tiers were \(\lambda_1 = \left( \frac{\pi}{500^2} \right)^{-1}\) and \(\lambda_2 = 5\lambda_1\) with \(\alpha_1 = \alpha_2 = 4\). The user density was \(\lambda_u = 20\lambda_1\). The thermal noise power was assumed to be \(\sigma^2 = -104\) dBm (i.e., the system bandwidth was 10 MHz). For the evaluation of the coverage probability, \(\tau\) was assumed to be 0 dB.

4.1. Validation of Analysis

In Figure 2, the overall coverage probability for the LA-CTC scheme was validated by Monte Carlo simulations via MATLAB on a square window of 10 \(\times\) 10 km\(^2\). Each simulation result was averaged over \(10^6\) iterations. For each realization, the locations of both the BSs and the users were generated by independent PPPs, while the FBSs within the inner region of each MBS were removed or deactivated. Then, the specific serving BS set was selected for each user on the basis of the LA-CTC scheme in Equation (1). The performance (i.e., coverage probability) of each user at each BS (which can be seen for a typical user at the origin) was evaluated. Finally, the mean value of the coverage probability was calculated. The details of the simulation procedure in [42] can be referred to as a pedagogical treatment to enable reproducibility. It can be seen that the analytical results match reasonably well with the simulation results. Hence, the performance trend of the LA-CTC scheme could be well captured by the analytical results. The small gaps were mainly due to the approximation of assuming that the density of the FBSs in the vicinity of the outer region was not changed.

4.2. Performance Evaluation: Trends and Discussion

Before numerically analyzing the overall performance of the proposed scheme, we first analyze the conditional coverage probabilities of Equations (16)–(19) to obtain a better understanding of the
overall performance trends. In Figure 3, it can be seen that the coverage probabilities of MIUs and femto users (i.e., $P_{M_{in}}$ and $P_{F}$) remained invariant with an increasing cooperation threshold, as $P_{M_{in}}$ and $P_{F}$ were independent of the cooperation threshold, whereas, as the radius of the inner region $D$ increased, $P_{M_{in}}$ and $P_{F}$ decreased. This was because more macro users were allocated within the inner region; thus the interference from the macro tier increased. Meanwhile, the performance of femto users was degraded because more FBSs were deactivated. It can also be observed that the coverage probability of macro outer users (i.e., $P_{M_{out}}$) increased with an increasing cooperation threshold, as more users were offloaded to the femto tier. However, the coverage probability of the CoMP users (i.e., $P_{C}$) initially increased as the cooperation threshold increased, given an appropriate value of $D$, but it decreased beyond a certain prescribed distance value. This resulted from the fact that the non-uniform (cell-edge) deployment of FBSs can enhance the performance of CoMP users. When the prescribed distance exceeds a certain value, too many FBSs will be deactivated, which degrades the performance of CoMP users.
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**Figure 3.** Effect of the radius of the inner region on the conditional coverage probabilities of four types of users for different cooperation thresholds.

Figure 4 on the next page depicts the effect of increasing the radius of the inner region on the overall coverage probability and the average rate for different cooperation thresholds. It can be seen that the performance of the network can be improved by introducing the prescribed distance $D$ (the radius of the inner region) for MBSs. The gains are obtained by the non-uniform deployment of FBSs. That is, the coverage area of FBSs increases and more users are offloaded to FBSs, as FBSs are deployed farther away from the MBSs. Hence, the more efficient deployment of FBSs enhances the performance of the network. For a given cooperation threshold, both the overall coverage probability and the average rate initially increase as the prescribed distance increases, but they decrease beyond a certain prescribed distance value. Hence, an optimal prescribed distance exists. The descending trend of the coverage probability and average rate is mainly due to more and more FBSs being deactivated, which degrades the network performance. This means that selecting an appropriate value of $D$ indeed matters for the network performance.

The variation of the overall coverage probability and the average rate with an increasing cooperation threshold for different prescribed distances is also shown in Figure 4. It is clear that a higher coverage probability and average rate can be achieved by deploying the LA-CTC scheme, given an appropriate value of $D$. This improvement is due to the joint impact of offloading MEUs to FBSs and the CoMP transmission for the offloaded users. Therefore, the optimal network performance can be achieved by properly selecting the parameters of the LA-CTC scheme.
4.3. Performance Comparison with Other User Association Schemes

Figure 5 on the next page illustrates the coverage probability and average rate for the typical user with an increasing of the radius of the inner region $D$ for the proposed LA-CTC scheme, for the MRP and for the CRE. From the perspective of MIUs, as the prescribed distance $D$ increases, all schemes degrade the performance of the macro inner region while maintaining the same performance. This is caused by the fact that more users belong to the macro inner region; hence, the interference from the macro tier increases. In terms of the coverage and rate of the edge users and the overall system, the proposed LA-CTC scheme outperforms the MRP and the CRE. Compared to the MRP, the CRE degrades the performance of the macro edge region and the overall system. This is because the offloaded users usually do not experience the strongest received power, which deteriorates the SINR of the users. Note that all these results are obtained from the assumption that each BS has full buffer traffic downlink transmission for its connected user. On the other hand, compared to the CRE, the proposed LA-CTC scheme significantly improves the overall performance. This improvement is due to the offloaded users (i.e., CoMP users) being served by both the BSs, which improves the SINR of these users. The SINR degradation of offloaded users resulting from the CRE can be compensated...
for by CoMP transmission. Meanwhile, compared to the MRP, the overall performance gain from the proposed LA-CTC scheme results by means of jointly achieving load balancing for all the tiers and by interference mitigation for the offloaded users. The outperformance of the proposed LA-CTC scheme is guaranteed by the backhaul links between the BSs for exchanging the users’ data and the control information.
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**Figure 5.** The coverage probability and average rate for the proposed location-aware cross-tier cooperation (LA-CTC) scheme, the maximum-received-power (MRP) and the cell range expansion (CRE) when the cooperation threshold (bias factor) $\beta = 5$ dB. (a) Coverage probability; (b) Average rate.

Figure 6 on the next page presents the overall coverage probability and the average rate versus the radius of the inner region $D$ for the proposed LA-CTC scheme and for the LA-CTCT scheme [23]. The LA-CTCT scheme in [23] proposes cross-tier CoMP transmission for offloaded users when the small cells are uniformly deployed over the entire plane, without considering the poor offloading
effect of small cells in the vicinity of the MBS. Therefore, by increasing the prescribed distance $D$, it can be seen in Figure 6 that the overall coverage probability and average rate of the LA-CTCT scheme remains invariant. However, the overall performance of the proposed LA-CTC scheme initially increases as the prescribed distance $D$ increases, but decreases beyond a certain prescribed distance value. Compared to the LA-CTCT scheme, it is apparent that a higher overall coverage probability and average rate can be achieved by the proposed LA-CTC scheme, given an appropriate value of $D$. This improvement is due to the spatial separation between the MBSs and FBSs by means of deactivating the FBSs within the inner region of the MBSs. The excessive interference from the MBS to the FBS transmissions can be mitigated by this spatial separation.
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**Figure 6.** The overall coverage probability and average rate for the proposed location-aware cross-tier cooperation (LA-CTC) scheme and location-aware cross-tier CoMP transmission (LA-CTCT) scheme with different cooperation thresholds. (a) Overall coverage probability; (b) Overall average rate.

5. Conclusions

In this paper, using tools of stochastic geometry, we presented an analytical framework to evaluate the coverage probability and the average rate for location-aware CoMP transmission in
two-tier HetNets. A novel LA-CTC scheme was proposed and the mathematical coverage probability and average rate expressions were derived. The numerical results showed that the proposed LA-CTC scheme could improve the performance of a network significantly. In addition, the optimal network performance can be achieved by properly tuning the parameters of the proposed scheme. Moreover, the proposed scheme has been compared with the conventional MRP scheme, the CRE scheme and the LA-CTCT scheme, in terms of the coverage probability and the average rate. Numerical comparisons showed that the proposed LA-CTC scheme outperforms the other three schemes.
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Appendix A

Following the PPP’s void probability [43], the probability a typical user $u$ is located in the inner region $A_{in}$ can be calculated by:

$$Q_{M,in} = \mathbb{P}(u \in A(u)) = \mathbb{E}_{R_1}[\mathbb{P}(R_1 \leq D)] = 1 - \exp\left(-\pi \lambda_1 D^2\right)$$

When the typical user located in $A_{out}$ is also served by a MBS, the probability $Q_{M,out}$ is hence derived as:

$$Q_{M,out} = \mathbb{E}_{R_1}\left[\mathbb{P}\left(R_1 > D, P_1 R_1^{-\alpha_1} / P_2 R_2^{-\alpha_2} \geq \beta\right)\right]$$

$$= \left(\frac{\lambda_1}{\lambda_2}\right)^2 2\pi \lambda_1 \int_D^\infty r \exp\left(-\pi \left(\lambda_1 r^2 + \lambda_2 \left(\frac{\beta P_2}{P_1}\right)^{2/\alpha_2} r^{2\alpha_1/\alpha_2}\right)\right) dr$$

which: (a) follows the expectation $g(x)$ of a measurable function of the random variable $X$, given by $\mathbb{E}[g(X)] = \int_D^\infty g(x)f(x)dx$, given that $X$ has a PDF of $f(x)$, $f_{R_1|R_1 > D} (r) = \frac{f_{R_1}(r)}{\mathbb{P}(R_1 > D)} = \frac{2\pi \lambda_1 r^\alpha \exp\left(-\pi \lambda_1 r^2\right)}{\exp\left(-\pi \lambda_1 D^2\right)}$ and $\mathbb{P}(R_1 > D) = \exp\left(-\pi \lambda_1 D^2\right)$, which can be both obtained from [32], and (b) is obtained by approximating the density of FBSs in the vicinity of the outer region as $\lambda_2$ [31–33]. In fact, the locations of FBSs originally drawn from a HPPP form a Poisson hole process (PHP) by the creation of exclusion zones around MBSs [43,44], which makes the characterization for the interference field and for the contact distance distribution of the PHP challenging. To maintain analytical tractability, it makes sense to ignore the effect of holes and to approximate the PHP by its original HPPP [31–33,44]. This is because of the fact that it is desirable to derive simple but tight approximations for obtaining useful system design insights. This approach leads to the lower but tight bound on the Laplace transform of the interference power [44].

Accordingly, the probability $Q_F$ is similarly derived as:

$$Q_F = \mathbb{E}_{R_1}\left[\mathbb{P}\left(R_1 > D, P_1 R_1^{-\alpha_1} / P_2 R_2^{-\alpha_2} \leq 1\right)\right]$$

$$\approx \exp\left(-\pi \lambda_1 D^2\right) - 2\pi \lambda_1 \int_D^\infty r \exp\left(-\pi \left(\lambda_1 r^2 + \lambda_2 \left(\frac{P_2}{P_1}\right)^{2/\alpha_2} r^{2\alpha_1/\alpha_2}\right)\right) dr$$

Following from the law of total probability, the probability $Q_C$ is eventually given by Equation (6).
Appendix B

Because the event $X_{M,in} < x$ is the event of $R_1 < r$ on the condition that the typical user is served by the MBS, the probability of $X_{M,in} < x$ can be expressed as:

$$P(X_{M,in} < x) = P(R_1 < x | R_1 < D) = \frac{(1 - \exp(-\pi \lambda_1 x^2)) / Q_{M,in}}{x \in (0, D]}.$$  

Then, the PDF of $X_{M,in}$ can be obtained by differentiating the foregoing expression.

Similarly, the cumulative distribution function (CDF) of $X_{M,out}$ is also given by:

$$P(X_{M,out} < x) = P\left(R_1 < x \mid R_1 > D, P_1 R_1^{-\alpha_1} / P_2 R_2^{-\alpha_2} \geq \beta \right) = \frac{P(R_1 > D)}{Q_{M,out}}$$  

The first term of the numerator in Equation (A1) can be derived as:

$$P\left(R_1 < x, R_2 \geq \left(\frac{\beta P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2} \mid R_1 > D\right) = \int_0^\infty P\left(R_2 \geq \left(\frac{\beta P_2}{P_1}\right)^{1/\alpha_2} r^{\alpha_1/\alpha_2} \mid R_1 > D\right) f_{R_1|R_1>D}(r) dr$$

$$= \int_0^\infty \exp\left(-\pi \lambda_2 \left(\frac{\beta P_2}{P_1}\right)^{2/\alpha_2} r^{2\alpha_1/\alpha_2}\right) \frac{2\pi \lambda_1 r \exp(-\pi \lambda_1 r^2)}{\exp(-\pi \lambda_1 D^2)} dr$$

Substituting back into Equation (A1) and differentiating the resultant CDF, we have Equation (12). Then, the CDF of $X_F$ is:

$$P(X_F < x) = P\left(R_2 < x \mid R_1 > D, P_1 R_1^{-\alpha_1} / P_2 R_2^{-\alpha_2} \leq 1\right) = \frac{P\left(R_2 < x, R_2 \leq \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2} \mid R_1 > D\right) \ P(R_1 > D)}{Q_F}$$  

The first term of the numerator in Equation (A2) can be derived as:

$$P\left(R_2 < x, R_2 \leq \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2} \mid R_1 > D\right) = \begin{cases} E_{R_1}[P(R_2 < x \mid R_1 > D)], x \leq \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} D^{\alpha_1/\alpha_2} \\ E_{R_1}\left[P\left(R_2 < x \mid R_2 \leq \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2} \mid R_1 > D\right)ight], x > \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} D^{\alpha_1/\alpha_2} \end{cases}$$

Using Equation (41) in [32], the PDF of $X_F$ is given by Equation (13). Finally, the joint CDF of $X_C$ can be written as:

$$P(X_1 < x_1, X_2 < x_2) = P\left(R_1 < x_1, R_2 < x_2 \mid P_2 R_2^{-\alpha_2} < R_2 < \left(\frac{\beta P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2}, R_1 > D\right) = \frac{P\left(R_1 < x_1, R_2 < x_2, \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2} < R_2 < \left(\frac{\beta P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2}, R_1 > D\right) \ P(R_1 > D)}{Q_C}$$  

The first term of the numerator in Equation (A3) can be derived as:

$$P\left(R_1 < x_1, R_2 < x_2, \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2} < R_2 < \left(\frac{\beta P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2} \mid R_1 > D\right) = E_{R_1} \left[P\left(R_1 < x_1, R_2 < \min\left(x_2, \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2}\right) \mid R_1 > D\right)ight] \ - E_{R_1} \left[P\left(R_1 < x_1, R_2 < \min\left(x_2, \left(\frac{P_2}{P_1}\right)^{1/\alpha_2} R_1^{\alpha_1/\alpha_2}\right) \mid R_1 > D\right)ight]$$

Following the differentiation of Equation (A3), we obtain Equation (14), which completes the proof.
Appendix C

Firstly, we derive the coverage probability of a randomly chosen non-CoMP user, that is, \( u \in U_l, l \in \{ M, in; M, out; F \} \). Using the definition of the coverage probability, then:

\[
P_l (\tau) = \int_{\Omega_x} P \left( \frac{P_{K(l)}[h_x^2 - \alpha_{K(l)}]}{\sum_{i=1}^{M} I_i + \sigma_x^2} > \tau \right) f_{X_{K(l)}} (x) \, dx
\]

where \( \Omega_x \) is the range of the distance between the typical user and their serving BS, that is, \( \Omega_{M,\text{in}} = (0, D] \), \( \Omega_{M,\text{out}} = (D, \infty) \) and \( \Omega_F = (0, \infty) \).

\[
P \left( \frac{P_{K(l)}[h_x^2 - \alpha_{K(l)}]}{\sum_{i=1}^{M} I_i + \sigma_x^2} > \tau \right) = P \left( |h_x|^2 > \frac{\tau x x_{K(l)}}{P_{K(l)}} \left\{ \sum_{i=1}^{M} I_i + \sigma_x^2 \right\} \right)
\]

\[
\overset{(a)}{=} E_{l_i} \left[ \prod_{y_i \in \Phi_i \setminus \{x_k \in K(l)\}} E_{\{ |y_i|^2 \}} \left[ \exp \left( -s P_l |y_i|^2 \|y_i\|^{-a_i} \right) \right] \right]
\]

\[
\overset{(b)}{=} E_{\|y_i\|^2} \left[ \prod_{k \in K(l)} \frac{1}{1 + s P_l \|y_i\|^{-a_i}} \right]
\]

\[
\overset{(c)}{=} \exp \left( -2 \pi \lambda_i \int_{d_{K(l)}(x)}^{\infty} \frac{v \, dv}{1 + (s P_l)^{-2/\alpha_i} v^{2/\alpha_i}} \right)
\]

for which: (a) it follows that \( |h_x|^2 \sim \text{Exp} (1) \), and (b) the above follows from the independence of \( I_i \) and \( L_i (s) \) is the Laplace transform of interference.

Considering the definition of the Laplace transform, we have:

\[
L_i (s) = E_{l_i} [\exp (-s I_i)] = E_{\Phi_i} \left[ |y_i|^2 \right] \left[ \exp \left( -s P_l \sum_{y_i \in \Phi_i \setminus \{x_k \in K(l)\}} |y_i|^2 \|y_i\|^{-a_i} \right) \right]
\]

\[
\overset{(a)}{=} E_{\Phi_i} \left[ \prod_{y_i \in \Phi_i \setminus \{x_k \in K(l)\}} E_{\{ |y_i|^2 \}} \left[ \exp \left( -s P_l |y_i|^2 \|y_i\|^{-a_i} \right) \right] \right]
\]

\[
\overset{(b)}{=} E_{\|y_i\|^2} \left[ \prod_{k \in K(l)} \frac{1}{1 + s P_l \|y_i\|^{-a_i}} \right]
\]

\[
\overset{(c)}{=} \exp \left( -2 \pi \lambda_i \int_{d_{K(l)}(x)}^{\infty} \frac{v \, dv}{1 + (s P_l)^{-2/\alpha_i} v^{2/\alpha_i}} \right)
\]

for which: (a) the above is obtained from the independence of \( |h_y|^2 \), (b) it follows that \( |h_y|^2 \sim \text{Exp} (1) \), and (c) the above follows from the probability generating functional (PGFL) of \( \Phi_i \) and by replacing \( v = \|y_i\| \). Moreover, \( d_{K(l)}(x) \) is the lower bound on the distance of the \( i \)th tier, which can be obtained by using Equation (2) as:

\[
\begin{align*}
if l = M, \text{in} : & \quad d_{1K(l)} (x) = x, d_{2K(l)} (x) = D \\
if l = M, \text{out} : & \quad d_{1K(l)} (x) = x, d_{2K(l)} (x) = (\beta P_2 / P_1)^{1/\alpha_2} x^{\alpha_1/\alpha_2} \\
if l = F : & \quad d_{1K(l)} (x) = \left\{ \begin{array}{ll} \\
D & x \leq \left( \frac{P_2}{P_1} \right)^{1/\alpha_2} x^{\alpha_1/\alpha_2} \\
(P_1 / P_2)^{1/\alpha_1} x^{\alpha_2/\alpha_1}, x > \left( \frac{P_2}{P_1} \right)^{1/\alpha_2} x^{\alpha_1/\alpha_2} & \end{array} \right.
\end{align*}
\]

Using the change of variables with \( u = (s P_l)^{-2/\alpha_i} v^{2/\alpha_i} \), the integral can be simplified to:

\[
\int_{d_{K(l)}(x)}^{\infty} \frac{v \, dv}{1 + (s P_l)^{-2/\alpha_i} v^{2/\alpha_i}} = \frac{1}{2} (s P_l)^{-2/\alpha_i} \int_{(s P_l)^{-2/\alpha_i} d_{K(l)}(x)}^{\infty} \frac{du}{1 + u^{2/\alpha_i}}
\]

Hence, the Laplace transform of the interference is:

\[
L_i (s) = \exp \left( -\pi \lambda_i d_{K(l)}^2 (x) \rho \left( \frac{s P_l}{d_{K(l)}(x) \|x\|^{2/\alpha_i}} \right) \right)
\]
where \( \rho(x_i) = x^2/s_i \int_{x_i}^\infty \frac{du}{1 + u^2}. \)

For a randomly chosen CoMP user, that is, \( B = \{ MBS_0, FBS_0 \} \), the coverage probability is given by:

\[
\mathcal{P}_{C}(R) = \int_{Q_C} \mathcal{P} \left( \frac{\sqrt{P_1(x_1)} x_1^{a_1/2} + \sqrt{P_2 x_2^{a_2/2}}}{\sum_{i=1}^2 I_i + \sigma_z^2} > \tau \right) f_{X_C}(x_1, x_2) \, dx_1 \, dx_2
\]

which is obtained from the independence assumption [19,23,31]:

\[
|\theta_1 h_{x_1} + \theta_2 h_{x_2}|^2 \approx |\theta_1 h_{x_1}|^2 + |\theta_2 h_{x_2}|^2 \sim \text{Exp} \left( \frac{1}{\sum_{i=1}^2 \sigma_k^2} \right)
\]

where \( \theta_k = \sqrt{P_k x_k^{\alpha_k/2}} \). Thus the received power from two cooperating BSs is approximated by the sum of two independent exponentially distributed random variables with mean \( \sum_{k=1}^2 \theta_k^2 \) because of the Rayleigh fading assumption and the independence of \( |h_k|^2 \). This assumption gives a lower but tight bound on the Laplace transform of the interference power [19,23,31]. By following the same steps as for deriving Equation (A4), we obtain Equation (19) and complete the proof.

**Appendix D**

By the definition of association probability,

\[
Q_{NC_k} = \mathbb{E}_{R_i} \left[ \mathbb{P} \left( R_1 > D, P_k R_k^{a_k} / P_i R_i^{a_i} \geq \beta_i, \forall i \neq k \right) \right]
\]

\[
= \mathbb{E}_{R_i} \left[ \mathbb{P} \left( R_1 > D, P_k R_k^{a_k} \geq \text{max}_{i \neq k} \beta_i P_i R_i^{a_i} \right) \right]
\]

\[
= \mathbb{E}_{R_i | R_i > D} \left[ \prod_{i=1}^K \mathbb{P} \left( P_k R_k^{a_k} \geq \beta_i P_i R_i^{a_i} \right) \right] \times \mathbb{P} \left( R_1 > D \right)
\]

and

\[
Q_{C_k} = \mathbb{E}_{R_i} \left[ \mathbb{P} \left( R_1 > D, P_k R_k^{a_k} < \beta_k, \forall i \neq k < k \beta_i P_i R_i^{a_i} / P_k R_k^{a_k}, j \neq k \right) \right]
\]

\[
= \mathbb{E}_{R_i} \left[ \mathbb{P} \left( R_1 > D, P_k R_k^{a_k} < \text{max}_{i \neq k} \beta_i P_i R_i^{a_i} < \beta_k P_k R_k^{a_k}, 1 < \beta_j P_j R_j^{a_j} / P_k R_k^{a_k}, j \neq k \right) \right]
\]

\[
= \mathbb{E}_{R_i | R_i > D} \left[ \prod_{i=1}^K \mathbb{P} \left( P_k R_k^{a_k} < \beta_i P_i R_i^{a_i} < \beta_k P_k R_k^{a_k} \right) \right] \times \mathbb{P} \left( R_1 > D \right)
\]

The above two equations use the conditional PDFs of \( R_i \), which are:

\[
f_{R_i | R_i > D}(r) = \begin{cases} 2\pi \lambda_1 r \exp \left( -\pi \lambda_1 r^2 \right) / \exp \left( -\pi \lambda_1 D^2 \right), & r > D \text{ for } i = 1 \\ 2\pi \lambda_i r \exp \left( -\pi \lambda_i r^2 \right) / \exp \left( -\pi \lambda_i D^2 \right), & r > 0 \text{ for } i > 1 \end{cases}
\]

The remaining derivation of \( Q_{NC_k} \) and \( Q_{C_k} \) follows along the same lines as that of Lemma 1, and it is hence skipped.
Appendix E

The CDF of $X_{NC_k}$ is:

$$P\left(X_{NC_k} < x\right) = P\left(R_k < x \mid R_1 > D, P_k R_k^{-a_k} \geq \max_{i,j \neq k} \beta_i P_i R_i^{-a_i}\right)$$

$$= P\left(R_k < x, P_k R_k^{-a_k} \geq \max_{i,j \neq k} \beta_i P_i R_i^{-a_i} \mid R_1 > D\right) P\left(R_1 > D\right) / Q_{NC_k} \quad (A5)$$

The first term of the numerator in Equation (A5) can be derived as:

$$P\left(R_k < x, P_k R_k^{-a_k} \geq \max_{i,j \neq k} \beta_i P_i R_i^{-a_i} \mid R_1 > D\right) = \prod_{i=1,i \neq k}^K P\left(R_k < x, P_k R_k^{-a_k} \geq \beta_i P_i R_i^{-a_i} \mid R_1 > D\right)$$

$$= \begin{cases} P\left(R_k < x \mid R_1 > D\right) \prod_{i \neq k}^K P\left(R_k < x, P_k R_k^{-a_k} \geq \beta_i P_i R_i^{-a_i} \mid R_1 > D\right), x \leq \left(\frac{p_i}{p_1}\right)^{1/a_k} D^{a_1/a_k} \\ \prod_{i=1,i \neq k}^K P\left(R_k < x, P_k R_k^{-a_k} \geq \beta_i P_i R_i^{-a_i} \mid R_1 > D\right), x > \left(\frac{p_i}{p_1}\right)^{1/a_k} D^{a_1/a_k} \end{cases}$$

Substituting back into Equation (A5), the numerator in Equation (A5) can be derived as:

$$P\left(R_k < x, P_k R_k^{-a_k} \geq \max_{i,j \neq k} \beta_i P_i R_i^{-a_i} \mid R_1 > D\right) P\left(R_1 > D\right) =$$

$$\begin{cases} \prod_{i=1,i \neq k}^K \varphi_i(x), x \leq \left(\frac{p_i}{p_1}\right)^{1/a_k} D^{a_1/a_k} \\ \prod_{i=1,i \neq k}^K \phi_i(x), x > \left(\frac{p_i}{p_1}\right)^{1/a_k} D^{a_1/a_k} \end{cases}$$

where

$$\varphi_i(x) = \begin{cases} P\left(R_k < x \mid R_1 > D\right) P\left(R_1 > D\right), i = 1 \\ P\left(R_k < x, P_k R_k^{-a_k} \geq \beta_i P_i R_i^{-a_i} \mid R_1 > D\right) P\left(R_1 > D\right), i \neq 1 \end{cases}$$

and

$$\phi_i(x) = P\left(R_k < x, P_k R_k^{-a_k} \geq \beta_i P_i R_i^{-a_i} \mid R_1 > D\right) P\left(R_1 > D\right).$$

Similarly to the derivation in Lemma 2, $\varphi_i(x)$ and $\phi_i(x)$ are further given by:

$$\varphi_i(x) = \begin{cases} 2\pi\lambda_1 \int D \exp\left(-\pi\lambda_1 r^2\right) \left[1 - \exp\left(-\pi\lambda_1 x^2\right)\right] dr, i = 1 \\ 2\pi\lambda_i \int_0^{(\frac{p_i}{p_1})^{1/a_k} x^{a_k/a_i}} r \exp\left(-\pi\lambda_i r^2\right) \left[1 - \exp\left(-\pi\lambda_k \left(\frac{p_i}{p_1}\right)^{2/a_k} x^{2a_i/a_k}\right)\right] dr + \\ \int_{(\frac{p_i}{p_1})^{1/a_k} x^{a_k/a_i}}^\infty r \exp\left(-\pi\lambda_i r^2\right) \left[1 - \exp\left(-\pi\lambda_k \left(\frac{p_i}{p_1}\right)^{2/a_k} x^{2a_i/a_k}\right)\right] dr, i \neq 1 \end{cases}$$

$$\phi_i(x) = 2\pi\lambda_i \int_0^{d(i)} r \exp\left(-\pi\lambda_i r^2\right) \left[1 - \exp\left(-\pi\lambda_k \left(\frac{p_i}{p_1}\right)^{2/a_k} x^{2a_i/a_k}\right)\right] dr + \\ \int_{d(i)}^\infty r \exp\left(-\pi\lambda_i r^2\right) \left[1 - \exp\left(-\pi\lambda_k x^2\right)\right] dr$$

where $d(i) = \begin{cases} D, i = 1 \\ 0, i \neq 1 \end{cases}$. Using the product rule for derivatives, the PDFs of $X_{NC_k}$ and $X_{C_{ij}}$ can be obtained by differentiating the foregoing expression.
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