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Abstract:

 Because of its many useful applications, human age estimation has been considered in many previous studies as a soft biometrics. However, most existing methods of age estimation require a clear and focused facial image as input in order to obtain a trustworthy estimation result; otherwise, the methods might produce increased estimation error when an image of poor quality is used as input. Image blurring is one of major factors that affect estimation accuracies because it can cause a face to appear younger (i.e., reduce the age feature in the face region). Therefore, we propose a new human age estimation method that is robust even with an image that has the optical blurring effect by using symmetrical focus mask and sub-blocks for multi-level local binary pattern (MLBP). Experiment results show that the proposed method can enhance age estimation accuracy compared with the conventional system, which does not consider the effects of blurring.
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1. Introduction

With the increase of age, facial appearance changes with the manifestation of some specific features such as wrinkles, skin spots, and corners [1]. Based on this characteristic, many computer vision systems have been developed in order to accomplish several specific tasks. For example, age information is used in electronic consumer systems to obtain knowledge regarding customer habits, preferences, expectations, etc. [1,2]. Another useful application where age information is used is in security control and surveillance monitoring [1]. Using age information, children and youth can be restricted in accessing adult websites and movies, buying alcohol and tobacco from automated vending machines, etc. In biometrics, the age information can also be used for search-space-reduction in surveillance systems [3] and used as a demographic soft biometric [4]. In addition, many previous studies have used the human age as a soft biometric feature in order to improve the performance and reliability of classical biometric systems [1,2,4,5,6,7]. A useful application in which age information plays an importance role for ensuring recognition performance is face recognition [1,2,8,9]. Performance degradation in face recognition caused by age progress can be compensated by age estimation or synthesis. In the work by Batool et al. [6], the appearance of wrinkle feature according to human’s age was used for recognition. They suggest that the change of face appearance according to human’s age plays an important key for human identification using face. In addition to face recognition, the performance of other types of biometrics, such as fingerprints, and iris and hand geometry can be enhanced using age information [1,4].

Facial image-based age estimation can be accomplished by either active appearance model (AAM)-based or non-AAM-based methods. AAM-based methods use the statistical models of the face shape and appearance to model the face at different age values using a learning database [10,11,12]. After that, a set of parameters is extracted for an input facial image to model the age using the trained shape and appearance models. These methods show good estimation results. However, they have limitations when locating the facial feature points (called the landmark points) used to model the shape of the face. Several factors that can affect the locating process of the landmark points are head movement, complex background, and head pose. Therefore, although AAM-based method can produce good estimation results, it requires much time for fitting the landmark points, and it is not suitable for implementing in real-time systems.

An alternative to the AAM-based method is the non-AAM-based methods, which do not need to exactly locate the landmark points on the facial region [13,14,15,16,17,18,19]. Non-AAM-based methods extract the age features from the facial region without having to detect accurate positions of the landmark points.

In general, one important and visual feature that appears on the facial region as human age is the wrinkle feature. This feature appears longer, bigger, and denser on the face of elderly individuals than on that of younger people. Therefore, it is possible to predict human age through the appearance of this feature. In computer vision systems, the wrinkle feature causes high frequencies on some local face regions. Based on this fact, several high-pass filters, such as the Sobel filter, image difference, high-pass filter, and discrete wavelet transform (DWT) have been applied on several local wrinkle regions to extract the wrinkle feature [13]. After that, they used support vector regression (SVR) method on the extracted features to estimate human age. In order to extract both the appearance and directional information of wrinkle features, the Gabor filtering was used [14]. High-pass filters can successfully extract the high frequencies caused by the wrinkle feature and other skin details, but they have a limitation with the local region selection method. In previous studies, the local wrinkle regions were defined and localized using either the results of the AAM fitting procedure [13], or the correct detection results of the regions of face and eyes [14]. Instead of using local wrinkle regions, several previous studies used the entire face regions for age estimation using Gabor feature extraction method [17], subspace method [18], and bio-inspired features feature extraction method [19]. In addition, in [17], they removed the redundant information by a learning method that minimizing the nonlinear correlation and rank correlation between extracted features.

Recently, the local binary pattern method (LBP) has been used to extract skin detail features that contain the wrinkle and other features, such as age spots, edge-end, corner, etc. [14,15,16]. The advantage of the LBP method is that it can extract both local and global skin features by dividing the facial region into local sub-blocks. In addition, it can be applied in the facial rectangular region without the detection of accurate positions of facial feature points such as eyebrows, mouth, etc. by AAM. By applying the multi-level approach on the LBP method, estimation results are greatly enhanced. In Table 1, we summarize some results of previous studies on age estimation problem using different feature extraction methods and datasets. The smaller value of mean absolute error (MAE) indicates the better estimation performance.


Table 1. A summary of estimation performance of previous studies on age estimation problem.



	
Studies

	
Dataset

	
Feature Representation

	
MAE (Years)






	
Lanitis et al. [12]

	
400 images from 40 individuals

	
AAM Feature

	
3.82




	
Choi et al. [13]

	
BERC

	
Gaussian High-Pass Filter Feature (GHPF)

	
6.85




	
PAL

	
Gaussian High-Pass Filter Feature (GHPF)

	
8.44




	
Nguyen et al. [14]

	
PAL

	
MLBP and Gabor Filtering Features

	
6.52




	
Li et al. [17]

	
FG-NET

	
Gabor filter with feature selection method (PLO Feature)

	
4.82




	
Geng et al. [18]

	
MORPH

	
Aging Pattern Subspace (AGES)

	
8.83




	
AGES (With Linear Discriminant Analysis)

	
8.07




	
FG-NET

	
Aging Pattern Subspace (AGES)

	
6.77




	
AGES (With Linear Discriminant Analysis)

	
6.22




	
Guo et al. [19]

	
FG-NET

	
Bio-Inspired Features (BIF)

	
4.77











Although the above age estimation methods have shown good estimation results, estimation performance is affected significantly by the quality of captured face images. Several factors, such as occlusion of the face region caused by hair, head pose, or the use of a facemask, in addition to blurring effects, can produce the disappearance of age information on a captured face. Consequently, the estimation system can produce a large error when estimating age. Image blurring is one of the main factors. Because of the user’s head movement and the limitation of the camera’s depth-of-field (DOF), image blurring occurs frequently when capturing user facial images for age estimation. Because of blurring, the distinctiveness of the face boundary is reduced. This is a key problem of the AAM-based method to obtaining good estimation results. In addition, blurring also causes the disappearance of small skin details and makes the level of the captured wrinkle feature to be weak. Consequently, the non-AAM-based method also fails to correctly estimate the age of people in blurred images used as input. Nevertheless, to the best of our knowledge, there is no previous research for age estimation that considers image blurring.

Therefore, we propose a new human age estimation method that is robust to optical blurring effect by using focus mask and sub-blocks for multi-level local binary pattern (MLBP). The proposed method is novel when compared with previous studies in the following two ways.


	The proposed method assesses the degree of blurring of the input facial image using focus score (FS) measurement. Then, we classify the input facial image into one of several groups in terms of degree of blurring based on the measured FS. Furthermore, we estimate the human age using an age estimator optimized with the data from the classified group.


	By considering the overlapped area between two neighbor groups of images that have similar blurring degree, the misclassification error of the two groups is reduced. If the measured FS belongs to the overlapped area of the two groups, two age values are estimated by two age estimators optimized with each group, and these two values are combined by score level fusion, which enhances the accuracy of age estimation.




In Table 2, we summarize the previous and proposed methods on age estimation.


Table 2. Summary of previous and proposed studies on age estimation.



	
Category

	
Method

	
Strength

	
Weakness






	
AAM-based method

	

	Model the shape and appearance of the human face using statistical models [10,11,12]





	

	Produce a good estimation result with clear and good quality input images





	

	Estimation accuracy is affected by the detection results of landmark points whose performance can be affected by image blurring, complex background, head movements, etc.


	Significant processing time is required for model fitting.


	Estimation accuracy is degraded significantly with blurred image








	
Non-AAM-based methods

	

	Employs single-level LBP on entire face region [15], MLBP [16], and combination of MLBP and Gabor filtering [14], Gabor feature [17], subspace method [18].





	

	Age estimation result is not affected significantly by accurate localization of the face region and facial features


	Processing speed is faster than AAM-based method





	

	Estimation accuracy is affected significantly by image blurring








	
Proposed method

	

	Employs the advantages of the non-AAM-based methods


	Robust to image blurring





	

	Additional procedure for measuring the FS for the image is required















The remainder of this paper is organized as follows: In Section 2, the proposed system for age estimation is described. In Section 3, the experiment setup and results are discussed. Finally, the conclusions are presented in Section 4.



2. Proposed Method


2.1. Overview of the Proposed Method

In order to manage the effects of image blurring, we propose a new human age estimation method based on image focus measurement, as depicted in Figure 1. The first step in our method is the detection and localization of the face region. This is the required step of all face image-based age estimation systems because age information appears only on the face region. Because of the natural head pose of humans when capturing the face, in-plane rotation (roll) can occur. Therefore, in addition to face detection, we implement an in-plane rotation compensation and face region redefinition in order to carefully estimate the face region before further processing steps. The explanation for these steps is provided in more detail in Section 2.2.

Figure 1. Overall procedure for the proposed method for human age estimation.
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In the next step, our method assesses the FS of the face region that represents the focus quality of the face. As explained in Section 1, image blurring affects significantly the performance of age estimation systems because of the disappearance of age information on blurred images. Therefore, in this research, we pre-classify input faces into several groups according to blurring degree before performing the age estimation procedure based on the FS measurement. For each group, an appropriate age estimator is used to estimate the age of the input face.

If the age estimation system is trained using only focused images, blurred images can result in an elderly individual being recognized incorrectly as a young person because the wrinkle and spot information of the older person is not seen in the blurred image. Although the system can be trained using both focused and non-focused images in order to solve this problem, estimation accuracy inevitably becomes lower with a large variation in the estimated age because of a large variation of training images.

Therefore, by pre-classifying the input faces into several groups by blurring degree, we can reduce the variation of the input faces. In addition, although the face images are blurred, the images at different age steps that have a similar blurring degree can contain sufficient information for age discrimination. As a result, each group with face images of similar blurring degree can be modeled through an appropriate age estimator. The details of the focus measurement are provided in Section 2.3, and those for the age estimation method are provided in Section 2.4.



2.2. Preprocessing Steps for Face Detection and Face Region Redefinition

Normally, the input face image not only contains the face region, but also the background area. Therefore, the first step of face image-based age estimation systems is the detection and localization of the face region [14]. In our method, we use the adaptive boosting (Adaboost) method for this step [20]. The Adaboost method is based on Haar-like features to construct simple face classifiers. Then, a strong face classifier is built by cascading several simple classifiers. The Adaboost method is used widely because it can produce good detection results, and it is suitable for real-time processing. Based on the detected face region, we also locate both eyes using the Adaboost eye classifier within the predefined area inside the detected face region. We use the face and eye Adaboost detectors provided by the OpenCV library (ver. 2.4.9) [21]. Then, the compensation of in-plane rotation of the face area and redefinition of the face region are performed as follows [14]. In-plane rotation can usually be presented on the face region because of the natural human head pose. This type of rotation results in the misalignment of faces, and thus, it reduces estimation performance [22]. Therefore, our method compensates for in-plane rotation using the detection results of two eyes, as shown by Equation (1).

Suppose that we detect the left and right eyes using the Adaboost method. In-plane rotation compensation is performed by rotating the face region by an angle θ, calculated by Equation (1). In this equation, (Rx, Ry) and (Lx, Ly) indicate the coordinates of the detected left and right eyes, respectively, and θ is the rotation angle.
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(1)




As the final step of face localization, we redefine the ROI of face region based on face geometry using the position of the two eyes, as shown in Figure 2. The step for redefining the face ROI is required because the box detected by the Adaboost face detector normally does not fit to the actual position of the face. In Figure 2, d indicates the measured distance between the two eyes. Based on this value, we experimentally define the ratio values k1, k2, and k3 to define the geometry of the face region. Therefore, these values are person-independent. In our experiments, we set k1, k2 and k3 ratios to 0.5, 0.75 and 1.5, respectively.

Figure 2. Methodology of redefining face region-of-interest (ROI) based on the detection results of the eyes and face.
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2.3. Estimation of the Degree of Image Blurring by FS Measurement

An observed image (g(x,y)) is usually modeled by a convolution of original scene (f(x,y)) with a point-spread function (PSF) of blurring (h(x,y)), as shown in Equation (2). The PSF function has the characteristic of low-pass filters [23] that describe the response of the capturing system to a point in the original scene. However, in actual cases, the PSF function causes the spread of original points, and the observed image becomes blurred.
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(2)




Based on Equation (2), the estimation method for the blurring degree focuses on measuring the amount of high-frequency components on the observed image. In order to measure the amount of high-frequency components, various methods for measuring FS based on the sum-modified-Laplacian (SML) [24], wavelet transform [25], and convolution mask [26,27] were proposed. In our method, we use the FS measurement proposed by Kang et al. [26] because of the advantages of fast processing speed and high performance of focus assessment. Kang’s method is used to assess the FS of iris images by applying the convolution mask shown in Figure 3 on the iris region. Different from this, in our method, we use Kang’s method to assess the FS of face ROI, which is obtained as shown in Section 2.2.

Figure 3. Convolution mask for assessing focus score (FS).
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By the convolution operation with the mask shown in Figure 3 in the face ROI of Figure 2, we measure the amount of high-frequency components included in the face ROI, and determine the total amount of high-frequency components as a total power value. Finally, FS is calculated using a nonlinear normalized function proposed by Daugman [27], as shown in Equation (3).
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(3)




In Equation (3), c is the normalization offset that determines the slope of the non-linear normalization function, and the optimal c value is determined experimentally. In order to find the best value for c in our method, we performed various experiments with different c values; then, we selected the optimal offset c, through which we achieved the best classification performance of blurring images. x is the total power value measured by the mask for Kang’s method in the face ROI. In previous studies [26,27], they measured the focus score of iris image, but we applied the method on the face image. Most part of iris image usually includes the mid or high frequency components caused by iris textures, eyelashes, and eyelids. However, the face image includes the large part of left and right cheeks which produce the low frequency component due to less amount of texture than eyes, nostrils and mouth. Therefore, these parts of cheeks cannot provide the accurate focus score by using the mask of Figure 3.

In order to solve this problem, we assign the larger weights to the mask values, which are calculated in the areas of eyes, roughly defined regions of nostrils and mouths (having larger amount of high frequency components), whereas the smaller weights are assigned to the mask values calculated in the regions of cheeks. In details, based on the detection result of face and eyes, we roughly define the eyes, nose and mouth regions. On these regions, the convolution result is multiplied by the weight of 2, whereas those of other skin regions are multiplied by the weight value of 1. These weights were experimentally determined. This is the main difference between our focus evaluation and previous research [26,27].

In Figure 4, we show examples of FS measurement for face images according to blurring degree. As shown in the figure, the blurred images have smaller FS values compared with the focused images.

Figure 4. Examples of FS measurement for images at various blurring degrees using Kang’s method; c value is set to 1200.
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Based on FS measurements for the face ROI, our method classifies input faces into one of several blurring degree groups. In other words, we roughly define three groups of blurring degrees, focused, slightly blurred, and blurred groups, using the training data. The focused group contains focused images, whereas the slightly blurred and blurred groups contain slightly and significantly blurred images, respectively. For example, in Figure 4, the first two images in each row belong to the focused group, the third image in each row belongs to the slightly blurred group, and the last two images in each row belong to the blurred group. Ideally, we can set hard boundaries (thresholds) between each group through which the images are correctly classified into one of the three groups. However, in actual cases, the measured FS for the face ROI can have variations, even with face images that have the same degree of blurring, according to the inclusion of hair, the use of facemasks, etc. Consequently, hard boundaries are difficult to set, and misclassification can occur.

In order to solve this problem, we propose a scheme that considers the overlapped areas between two groups, as shown in Figure 5. Instead of using hard thresholds to classify images into one of the three groups, we use several thresholds to classify the images into correct and overlapped groups.

Figure 5. Description of our proposed method for age estimation through the pre-classification of images into one of five groups for blurring degree.
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In Figure 5, we show an example of applying our scheme to the three groups of focused, slightly blurred, and blurred. We obtain the four thresholds of th1 to th4 with the training data. If the FS of an image is greater than th4, the image is determined as belonging to the focused group (G5). If the FS is between th2 and th3, the image is determined as belonging to the slightly blurred group (G3). If the FS is smaller than th1, the image is determined as belonging to the blurred group (G1). Then, we obtain three age estimators (AE1, AE3, and AE5 in Figure 5) optimized with the training data of G1, G3, and G5, respectively, and the age of an input image is estimated using the corresponding age estimator. Detailed explanations of our age estimator are provided in Section 2.4. In addition, there are two cases where the FS of an image is between th1 and th2 (G2), or between th3 and th4 (G4). In these cases, the images are determined as belonging to the overlapped groups of G2 and G4, and the age of the face image is obtained by combining the two estimated ages by the age estimators of the two neighboring groups. For example, if the FS of an image belongs to G4, the final age of the face image is obtained by combining the two ages estimated by AE3 and AE5. A detailed explanation of such combination is demonstrated by Equations (13)–(15) in Section 3.3. The optimal thresholds th1 to th4 are determined with training data.

Based on this scheme, we can classify the input face images into one of the five groups of blurring degree. By considering the overlapped groups, the FS variation of the input images can be reduced. In addition, by applying an appropriate age estimator for each group, the age estimation accuracy is enhanced compared with the methods that do not consider the effects of blurring.



2.4. Age Estimator Based on MLBP, Gabor Filtering, PCA, and SVR

In a previous study [28], the symmetry was established as a dynamic feature in artificial vision. They showed that the symmetry is an important feature and could be used for expression estimation using face image. In addition, they claimed that the human face is mostly appeared symmetrically. In another study [29], the symmetrical property of object’s parts was used to detect the objects.

Based on these studies [28,29], we attempt to extract a strong image feature for human age estimation problem from symmetrical face. For this purpose, we first perform an in-plane rotation procedure to compensate the in-plane rotation of face and make the face region appears in symmetrical shape. Then, we redefine the face ROI to obtain the optimal face region based on the symmetrical characteristic of human face. In addition to that, we use the MLBP feature extraction method to extract the image features by dividing the face region into symmetrical sub-blocks and concatenating the extracted features of all sub-blocks together. Using that procedure, we can extract the image features that appear in local symmetrical sub-blocks. Consequently, the image features are obtained not only from global symmetrical face region, but also the local symmetrical sub-blocks on face. This method helps our method capture both global and local feature from face for age estimation problem. In the experimental result part, we show that our approach can produce the better estimation results compared to previous research. Therefore, we use the terms of symmetrical sub-blocks in our paper.

In this section, we briefly describe our age estimator based on the feature extraction by MLBP and Gabor filtering, and SVR methods [14]. The overall procedure of our age estimation method is depicted in Figure 6. As shown in the figure, the proposed method uses SVR to build an age estimation model based on the extracted age feature. In other words, the MLBP-based feature extraction method is used to obtain the global texture feature, whereas Gabor filtering is used to extract the local wrinkle feature. With the two types of extracted features, we form the final feature by combining the two. After that, we use PCA method to reduce the dimension of features. Finally, the features after PCA are used as the SVR input for estimating age.

Figure 6. Overall procedure for age estimation method.



[image: Symmetry 07 01882 g006 1024]





In previous research [14], features are combined through MLBP and Gabor filtering by concatenating for age estimation, which increases the dimension of the features and consequent processing time. Therefore, in order to reduce the dimension of the extracted age feature and obtain the optimal features, we newly apply the PCA method on the concatenated features before estimating the age using SVR. Using PCA method, the dimension of the age feature is reduced, and the performance of the estimation system is enhanced. The optimal number of eigen-vectors by PCA is determined with the training data by which the smallest age estimation error is obtained.




2.4.1. Global Texture Feature Extraction by MLBP Method

LBP is used widely to extract image textures because of its various advantages, including illumination and rotation invariants [14,30]. The LBP method is used in many applications, such as finger-vein [31], gender [32,33], facial expression [34], and face recognition [35], in addition to age estimation [14,15]. The LBP method encodes each pixel in a given image with a combination of P (P bits) by comparing the P surrounding pixels on a circle of radius R with the center pixel. Mathematically, the LBP operator is defined as in Equation (4).
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(4)




In Equation (4), P and R indicate the number of surrounding pixels and the radius of the circle from where the surrounding pixels are obtained, respectively. The gc and gi values are the gray levels of the center pixel and the ith surrounding pixel, respectively. In addition, s(x) is a threshold function that returns the value of zero if the input is smaller than zero; otherwise, it returns the value of one.

In addition to providing illumination and rotation invariant ability, the LBP descriptor is useful for representing the microstructure of the image texture, such as the age spot region, edge, and corner [14,15]. This ability is more suitable for age estimation using texture information. As human’s age, the facial skin changes by presenting some special features, such as wrinkles and bigger age spots. Consequently, the quantity of such features present on a face can be used to predict human age. The LBP descriptor can be classified into uniform and non-uniform patterns. The uniform patterns are the micro-textures that contain at most two bit-wise changes from zero to one or one to zero. Other patterns with a larger number of bit-wise changes are regarded as the non-uniform pattern. The reason for this classification derives from the observation that uniform patterns are useful for describing age texture features, such as wrinkles, corner, and spots, whereas non-uniform patterns do not have sufficient information to describe these texture features. Using the uniform and non-uniform patterns, age features are formed as a histogram of patterns [14]. In Figure 7, we show the methodology for extracting the LBP feature from a face ROI. In this figure, we divide the face ROI into 4 × 4 symmetrical sub-blocks, and obtain texture feature histograms from each sub-block (not from the entire face ROI). The histograms from each sub-block are concatenated as shown in Figure 7.

Figure 7. Local binary pattern method (LBP) feature formation from symmetrical sub-blocks for age estimation.
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With the single-level LBP histograms of Figure 7, it is difficult to obtain all the age information from various scales. Therefore, we use the MLBP method [14,35]. The methodology for the MLBP feature formation is depicted in Figure 8. Intuitively, MLBP is composed of several single-level LBP features obtained with different the parameters of radius (R), number of surrounding pixels (P), and number of sub-blocks (M). The MLBP method can capture age features at different scales (R) and resolution (P) of the LBP operator, and the size of the local region. By concatenating the LBP histograms from each level, as shown in Figure 7, both the global and local texture information can be extracted by the MLBP method. Consequently, richer age information can be obtained through MLBP compared with the LBP method.

Figure 8. (Multi-level local binary pattern) MLBP feature formation from symmetrical sub-blocks for age estimation.
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2.4.2. Local Age Texture Feature Extraction by Gabor Filtering

The wrinkle feature is one of the most important age features that appear on a human face as human’s age. This feature is weak (small and short) on young people, and becomes longer and stronger on older people. Although the MLBP feature can describe the appearance of texture features robustly to illumination and rotation variations, it has a limitation in describing the wrinkle feature. This is because the LBP descriptor is extracted by comparing the surrounding pixels with the center pixel. Consequently, a strong wrinkle area can produce an LBP descriptor that is similar to a weak wrinkle region. In Figure 9, we show an example of this problem. As shown in this figure, although the wrinkle features of the older person in the first row of the figure are extremely strong (long and large depth) compared with those of the younger person in the second row of the same figure, the LBP descriptors of these two wrinkle features are the same. To overcome this problem, we use Gabor filtering to extract the local wrinkle feature, in addition to the MLBP feature.

Figure 9. Example of the limitations of the LBP feature to describe the strength of the wrinkle feature.
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Equation (5) represents a two-dimensional Gabor filter composed of a Gaussian kernel multiplied by a sinusoid wave [14,36]. In this equation, σx and σy indicate the standard deviations of the filter in the x- and y-axes, respectively. Furthermore, W is the sinusoid frequency.
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(5)




In order to extract the wrinkle feature, we first define several local wrinkle regions based on the position of the eyes, where the wrinkle feature normally appears on a face, as shown in Figure 10. Then, the high-frequency components in the region are extracted by the convolution operation with the Gabor filter. Finally, the mean and standard deviation of the filtered image are used as the extracted wrinkle feature. For fast processing, we only use the real part of Gabor filtering, and the kernel parameters are obtained from previous research.

Figure 10. Definition of five selected local wrinkle regions with our method.



[image: Symmetry 07 01882 g010 1024]







[image: there is no content]



(6)








2.4.3. Optimal Feature Selection by PCA and Age Estimation Using SVR

Using MLBP and Gabor filtering, our age estimation method extracts two types of texture features. In order to estimate human age, we first normalize the two extracted features using Z-score normalization. Suppose we have a raw feature vector fi extracted from an image. Normalization is conducted using Equation (7). In this equation, the values of µi and σi indicate the mean and standard deviation vectors of the feature vectors [14], respectively.
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(7)




In Equation (7), i = 1 in the case where the feature vector is extracted by MLBP, and i = 2 when that is extracted by the Gabor filter. After normalizing the raw feature vectors, we combine the normalized feature vectors to form the final age feature vectors. The combination is done simply by concatenating two normalized vectors, as shown in Equation (8) [14]. In this equation, because we have two types of texture feature vectors by MLBP and Gabor filtering, the combination is done by concatenating these two types.
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(8)




As shown in Figure 7 and Figure 8, because we divide the face ROI into several local regions (sub-blocks) to obtain the MLBP features, the dimension of the MLBP features is increased. In details, if we extract the single-level LBP feature of a face image using P surrounding pixels of LBP operator of Equation (4). Then, the number of uniform rotation-invariant codes is (P + 1) and the number of non-uniform rotation-invariant code is one. Totally, we extract (P + 2) histogram bins for the image. Consequently, for example, if we divide the face image into 100 sub-blocks and use the LBP operator with radius one and eight surrounding pixels (P is set to 8 in this case), the consequent dimension of the extracted LBP feature is 1000 (100 sub-blocks × 10 histogram bins). In addition, if we use three single-level LBP features to construct an MLBP feature, the dimension of the MLBP feature is much larger than 1000. As shown in Equation (8), the final texture feature vector is constructed by concatenating the MLBP and Gabor feature vectors, and the dimension of the final feature vector is extremely high. The high dimensionality of the feature vector not only requires significant processing time for SVR training and testing, but it can also degrade the estimation performance. In addition, redundant features exist among these feature vectors.

To solve this problem, we use the PCA method to reduce the feature dimension and obtain the optimal features before using SVR for age estimation. PCA is a well-known method that finds a new low-dimensional data space where the data are best represented [37,38,39,40]. The new data space is formed by a set of n orthogonal base vectors, called ui. In order to find these base vectors, the PCA method first calculates the covariance matrix C using the training data according to Equation (9) [38].
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(9)




In this equation, T indicates the transpose operator, N is the number of feature vectors in the training data, and xi is a feature vector obtained using Equation (8). With the covariance matrix C, the n-base vectors of the new data space are found by solving the eigen-value and eigen-vector problems of matrix C. Because C is a non-negative symmetric matrix, it has all the non-negative eigen-values λi, and the corresponding eigen-vectors ui. Suppose that λi ≥ λj with i > j. Then, the n-base vectors of the new data space are the corresponding eigen-vectors ui of eigen-values λi. The matrix W used to transform a vector from the original data space into a vector in the new data space is given in Equation (10). For dimension-reduction purposes, we can experimentally choose a small value n by which amount of lost data is acceptable. A small value of n causes a large amount of data to be lost. However, an extremely large value of n causes new data associated by noise. In order to find the best value for n, we perform various experiments with different n values, and select the optimal n value with which the best accuracy of age estimation is achieved.
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Finally, the representation of input data in a new low-dimensional data space is calculated by Equation (11) using the transformation matrix W obtained with Equation (10).
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(11)




The final step of our method for age estimation is to apply SVR on the age feature (y of Equation (10)) to estimate the age. Traditionally, the regression method is used to model the relationship between the input features and the ground-truth data. In order to obtain the best relationship between the age feature and the ground-truth age, we use the state-of-the-art method for regression, called SVR. Using training data, this method builds the relationship by choosing the type of kernel, its parameters, and some support vectors that fit the input feature data and ground-truth age. This model is saved and used for estimating the age of a new input image. For implementation, we used the LibSVM software package [41] in our experiments.





3. Experimental Setup and Results


3.1. Database Description

In our experiments, we use a public database for evaluating the performance of our system, called PAL database [42,43]. The updated PAL database contains the face images of 580 persons according to gender, facial expression (neutral, annoyed, happy, etc.), and race (Caucasians, Africa-Americans, and others). The age of the people used for the PAL database ranges from 18 to 93 years old. For each person, several images were captured with different types of facial expressions, including neutral and additional non-neutral expressions (happy, angry, annoyed, etc.). We randomly divided the PAL database into learning and testing databases twice (database parts 1 and 2, as listed in Table 3) in order to perform two-fold cross-validation to evaluate the performance of the age estimation system. At each trial, half of the images were assigned to the learning database, and the other half were assigned to the testing database. Images from the same person were not included in both the learning and testing databases. Detailed descriptions of the PAL database and the learning and testing databases used in our experiment are listed in Table 3. Some sample images from the PAL database are shown in Figure 11.

Figure 11. Examples of images in PAL database: (a) male age 22; (b) female age 21; and (c) male age 76.
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Table 3. Description of PAL database and division into sub-databases.


	Database
	Number of Learning Images
	Number of Testing Images
	Total





	Database Part 1
	291
	289
	580



	Database Part 2
	291
	289
	580












There is no open database for age estimation that includes images with a blurring effect. Therefore, for our purpose of estimating age under the effects of image blurring, we created a blurring database from the original PAL database by applying the Gaussian blurring function to the original face images. The reason for using the Gaussian function is that PSF for optical blurring is usually defined as a Gaussian function [44]. In details, each original face image is blurred using five Gaussian kernels with different sigma values that range from one to five. With a larger sigma value of the Gaussian function, a more blurred image is obtained. Consequently, each person in the PAL database has six face images, including one original focused image and five blurred images. Therefore, we used a total of 3480 images (580 original images + 2900 images generated by the five Gaussian kernels) for our experiments. As explained before, we divided these images into learning and testing databases twice (database parts 1 and 2 as listed in Table 4) in order to perform two-fold cross-validation to evaluate the performance of our age estimation system. From the six face images of each person, we classified three groups according to blurring degree, including the focused groups that contain the original image and the blurred image with sigma value one; the slightly blurred group that contains the blurred image with sigma 2; and the blurred group that contains the other blurred images with sigma from three to five. We performed various experiments based on the different cases of grouping with training data, and the optimal grouping determined by the best classification performance of the blurring images was achieved through our focus assessment method, as explained in Section 2.3 and Figure 5.

Table 4. Description (number of images) of the databases used in our experiments.


	Database
	Focused Database (DB1)
	Slightly Blurred Database (DB2)
	Blurred Database (DB3)
	Total





	Learning/Testing (Database Part 1)
	582/578
	291/289
	873/867
	1746/1734



	Learning/Testing (Database Part 2)
	582/578
	291/289
	873/867
	1746/1734










Finally, we obtained the blurred databases that correspond to the three groups (DB1, DB2, and DB3) according to blurring degree as listed in Table 4. In Figure 12, we show some sample images according to the sigma value of the Gaussian blurring function.

Figure 12. Examples of original and blurred face images produced by the Gaussian blurring function at various sigma values (σ) of the Gaussian function.
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MAE is used widely as the criterion for measuring the accuracy of age estimation systems [1,13,14,30], and we use MAE in our experiments. Mathematically, MAE is the measure of the average error of the estimated ages (ak) compared with the ground-truth ages (ak′) as shown in Equation (12) [14,30].
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(12)




In Equation (12), N is the number of testing data. A smaller value of MAE shows better estimation accuracy of the age estimation system.





3.2. Performance Evaluation of Previous Age Estimation Systems

In the first experiment, we evaluated the performance of previous age estimation systems [13,14,16]. We used the PAL databases described in Table 3 for this experiment. Detailed estimation performance (MAE) for this experiment is indicated in Table 5. The results indicate that the combined method of MLBP and Gabor [14] produces better estimation results compared with other methods.


Table 5. Comparison of the performance (MAE) of previous age estimation systems with the PAL database (unit: years).



	
Database

	
MLBP-Based Method [16]

	
Gabor-Based Method

	
Combination of MLBP and Gabor-Based Methods [14]






	
Testing Database 1

	
6.457

	
11.803

	
6.339




	
Testing Database 2

	
6.581

	
12.208

	
6.498




	
Average

	
6.519

	
12.006

	
6.419




	
Previous Research [13]

	
8.44











For the next experiment, we evaluate performance under the effects of image blurring on previous age estimation systems. The experiment results are listed in Table 6. As observed from the table, we find that the estimation error increases significantly with blurred images compared with focused images. In details, using only focused images (original PAL database), the lowest MAE of 6.419 years was obtained. However, when the images are blurred, MAEs increased significantly at 7.715 years with DB1 (focused images + very slightly blurred image), 19.914 years with DB2 (slightly blurred images), and 21.738 years with DB3 (significantly blurred images). The descriptions for DB1, DB2, and DB3 are listed in Table 4. On average, MAE increases from 6.419 years with the focused database to 16.279 years with the blurred database. From this experiment result, we can conclude that the blurring of input images has extremely strong effects on age estimation systems.

Table 6. Comparisons of the performance (MAE) of previous age estimation systems with the blurred images (Average means the average MAE with DB1, DB2, and DB3) (unit: years).


	Methods
	Original PAL Database (σ = 0)
	Focused Database (DB1) (σ = 0,1)
	Slightly Blurred Database (DB2) (σ = 2)
	Blurred Database (DB3) (σ = 3,4,5)
	Average





	MLBP-based Method [16]
	6.519
	8.220
	20.229
	22.813
	17.535



	Gabor-based Method
	12.006
	15.436
	20.689
	22.847
	20.010



	Combination of MLBP and Gabor-based Methods [14]
	6.419
	7.715
	19.914
	21.738
	16.279












3.3. Performance Evaluation of Our Method

In this section, we show the experiment results of the performance of our age estimation system. As explained in Section 2.4, one of the problems of the previous age estimation system [14] based on a combination of MLBP, Gabor filtering, and SVR is the high dimension of the age feature. This problem can be solved by applying the PCA method on the extracted feature before inputting to SVR in order to estimate human age. To evaluate the efficiency of the PCA method on feature dimension reduction and performance enhancement, we measured the estimation performance (MAE) of the age estimation system with and without the PCA method. Because the focused database (DB1) contains both the original focused PAL images and very slightly blurred images (blurred images with σ one), in this experiment, we measure the performance of the age estimation system with and without PCA for three blurred databases, including DB1, DB2, and DB3, as listed in Table 7. As indicated in this table, the system that does not apply the PCA method produces MAE of 7.194 years. With PCA, MAE is reduced to 6.845 years. In details, all the MAE values for DB1, DB2, and DB3 with the PCA method are reduced compared with those without the PCA method. Through these experiment results, the PCA method is proven to be useful for reducing feature dimension and enhancing the performance of age estimation systems. In Table 7, the pre-classification of DB1, DB2, and DB3 is performed manually because we want to check only the effects of feature extraction by PCA on the performance of age estimation.


Table 7. Estimation performance (MAE) of the age estimation system with and without applying PCA using three databases, including DB1, DB2, and DB3 (unit: years).



	
Database

	
With PCA

	
Without PCA




	
Testing Database 1

	
Testing Database 2

	
Average






	
DB1

	
6.114

	
6.420

	
6.267

	
6.630




	
DB2

	
6.882

	
6.900

	
6.891

	
7.240




	
DB3

	
7.173

	
7.257

	
7.215

	
7.556




	
Average with Entire Database

	
6.771

	
6.918

	
6.845

	
7.194











For the next experiment, we evaluate the performance of the classification of blurred images into blurring groups using the MLBP measurement as explained in Section 2.3 and Figure 5. For this purpose, we use the three blurred databases (DB1, DB2, and DB3). As explained in Section 3.1, DB1 contains the images of the PAL database and very slightly blurred images with sigma value one. This characteristic causes high FSs of images in DB1 (close to 100). DB2 contains the blurred images of the images in the PAL database with sigma value two. This database represents the class of slightly blurred images. Therefore, the FSs of the images in this database are expected to be lower than those for DB1. Finally, DB3 contains the blurred images of the images in the PAL database with larger sigma values (sigma values three, four, and five). The images in this database are blurred significantly, as shown in Figure 12. Consequently, the FSs of the images in the DB3 database are expected to be extremely small.

As explained in Section 2.3 and Figure 5, in order to classify the images into one of the groups according to the blurring degree, we determine the classification thresholds where misclassification is smallest. The classification results that use two-fold cross-validation with the testing databases are provided in Table 8. Note that because the blurring degree of DB3 is too high, two images in the testing database of DB3 failed for face detection. Consequently, in Table 8, the total number of images in DB3 is 865, instead of 867, as indicated in Table 4. Using the thresholds obtained from the learning databases, the classification results for the testing database are provided in Table 8. On average, the correct classification of the testing database is approximately 97.69%. From these results, we conclude that our focus assessment method can be used for classification of image blurring.


Table 8. Classification results when classifying the input images into one of three groups according to blurring degree for the testing databases.



	
Number of Images (Classification Rate)

	
Correct Classification

	
Incorrect Classification




	
DB1 → DB2

	
DB2 → DB1

	
DB1 → DB3

	
DB3 → DB1

	
DB2 → DB3

	
DB3 → DB2






	
DB1

	
Testing Database 1

	
576 (99.65%)

	
2 (0.35%)

	
–

	
0 (0%)

	
–

	
–

	
–




	
Testing Database 2

	
576 (99.65%)

	
2 (0.35%)

	
–

	
0 (0%)

	
–

	
–

	
–




	
DB2

	
Testing Database 1

	
267 (92.39%)

	
–

	
5 (1.73%)

	
–

	
–

	
17 (5.88%)

	
–




	
Testing Database 2

	
256 (88.58%)

	
–

	
12 (4.15%)

	
–

	
–

	
21 (7.27%)

	
–




	
DB3

	
Testing Database 1

	
856 (98.96%)

	
–

	
–

	
–

	
0 (0%)

	
–

	
9 (1.04%)




	
Testing Database 2

	
853 (98.61%)

	
–

	
–

	
–

	
0 (0%)

	
–

	
12 (1.39%)











As explained in Section 2.3, our method uses the age estimator optimized by the corresponding data of each group. Therefore, the misclassification error in Table 8 can cause an error in age estimation. Therefore, in order to reduce the effects of the misclassified images from Table 8, we classify the face images into one of the five groups according to blurring degree. Among the five groups in Figure 5, the two groups called G2 and G4 are the overlapped groups. If the images are determined as belonging to the overlapped groups G2 and G4, the age of the face image is obtained by combining the two estimated ages by the age estimators of the two neighboring groups. For example, if the FS of an image belongs to G4, the final age of the face image is obtained by combining the two estimated ages from the two age estimators AE3 and AE5. We performed the classification into one of the five groups with the testing database, and the results are listed in Table 9. Because two images in DB3 failed for face detection as a result of excessive blurring, the total number of images in the testing database is 1732 (instead of 1734 images as shown in Table 4). In the experiment indicated in Table 9, the entire data for DB1, DB2, and DB3 are used.

Table 9. Classification results of the images placed into one of the five groups according to blurring degree and considering overlapped groups.


	Number of Images
	G1
	G2
	G3
	G4
	G5
	Total





	Testing Database 1
	660
	348
	108
	61
	555
	1732



	Testing Database 2
	656
	359
	95
	69
	553
	1732










For the images in the three groups, including G1, G3, and G5 of Figure 5, age is estimated directly using the age estimators AE1, AE3, and AE5, respectively. For the images in the other two groups, G2 and G4, because we employed two neighborhood age estimators to estimate the age, the final estimated age of the image is obtained by the combination of the two estimated ages.

For our experiments, we compare the accuracies of age estimation using three different combination methods, including MIN, MAX, and SUM rule. In details, suppose that using the two neighboring age estimators, we obtain the estimated age of a face image in group G2 (or G4) as Age1 and Age2. The MIN rule indicates that the combined age is produced by taking the minimum value of the two estimated ages. Similarly, the MAX rule takes the maximum value of two estimated ages as the combined age. Finally, the age estimated by the SUM rule is calculated by the average value of the two age values. The formula for these rules can be expressed in Equations (13) to (15) as follows:
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(13)
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(14)
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(15)




The experiment results of these experiments are provided in Table 10, Table 11 and Table 12. As indicated in these tables, the best estimation performance is obtained using the SUM rule, and the estimated MAE with the entire database (DB1, DB2, and DB3) is 6.91 years. If no error occurs in the blurred image classification steps, MAE for the age estimation system is 6.845 years, as indicated in Table 7. However, in real systems, errors can occur. Therefore, the performance of the age estimation system can degrade. From the two estimation results, we can see that, although some errors occurred during the blurred image classification step, the performance of the age estimation system is reduced slightly (6.91 years versus 6.845 years). Compared with the results of the previous methods listed in Table 6, we can conclude that our method is more efficient at making age estimation systems robust to blurring effects, compared with previous methods [14,16].


Table 10. Performance of our method using MIN rule on G2 and G4 groups (unit: years).



	
MAE

	
G1

	
G2

	
G3

	
G4

	
G5






	
Testing Database 1

	
7.423

	
8.620

	
6.083

	
6.459

	
6.083




	
Testing Database 2

	
7.206

	
8.652

	
6.400

	
5.797

	
6.452




	
Average

	
7.315

	
8.636

	
6.231

	
6.108

	
6.267




	
Average MAE with the Entire Database

	
7.141










Table 11. Performance of our method using MAX rule on G2 and G4 groups (unit: years).



	
MAE

	
G1

	
G2

	
G3

	
G4

	
G5






	
Testing Database 1

	
7.423

	
7.704

	
6.083

	
13.279

	
6.083




	
Testing Database 2

	
7.206

	
7.903

	
6.400

	
11.957

	
6.452




	
Average

	
7.315

	
7.805

	
6.231

	
12.577

	
6.267




	
Average MAE with the Entire Database

	
7.214










Table 12. Performance of our method using SUM rule on G2 and G4 groups (unit: years).



	
MAE

	
G1

	
G2

	
G3

	
G4

	
G5






	
Testing Database 1

	
7.423

	
7.319

	
6.083

	
8.574

	
6.083




	
Testing Database 2

	
7.206

	
6.797

	
6.400

	
8.580

	
6.452




	
Average

	
7.315

	
7.054

	
6.231

	
8.577

	
6.267




	
Average MAE with the Entire Database

	
6.91















In Figure 13, we show some examples of the age estimation results obtained through the proposed and previous methods [14]. In these examples, “Estimated age _1” and “Estimated age_2” indicate the ages estimated using the proposed and previous methods [14], respectively. The estimation error is smaller with the system that uses our method. It can be observed from these examples that, although the images are focused (Figure 13a), slightly blurred (Figure 13b,c), or significantly blurred (Figure 13d–f), the estimation results through our method are still good. Therefore, we can conclude that our method is efficient for estimating age of human in images at different blurring degrees.

Figure 13. Comparisons of age estimation results with the proposed (using SUM rule) and previous methods [14].
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In Figure 14, we show some examples of age estimation results of images which are incorrectly classified into one of the blurring group (G1, …, G5 of Figure 5) using FS. As shown in Figure 14a–d, the misclassification of images into one of the blurring group causes the significantly errors on estimation results. For example of Figure 14a, because it is misclassified into G3 of Figure 5, the estimated age by AE3 becomes 63, and the error between the real and estimated ages is large as 30 (63–33). However, by using our method considering the overlapped area of Figure 5, the final estimated age comes to 47 based on the SUM rule of Equation (15) with two estimated ages by AE5 (30) and AE3 (63), and the consequent error of the age estimation is reduced as 14 (47–33). Like the Figure 14a, in other cases of Figure 14b–d, we can reduce the error of the age estimation caused by the misclassification of images into one of the blurring group based on our method. In addition, through these examples, we can find that the blurring effect has significantly effects on age estimation.

Figure 14. Examples of age estimation results with misclassification of blurring group, and the accuracy enhancement by our method with these error cases: misclassification of (a) G5 → G3; (b,c) G3 → G1; and (d) G1 → G3.
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As the next experiments, we repeat the experiments using another dataset. For this purpose, we use the MORPH database in the new experiments [45]. The MORPH database (album 2) contains 55,134 facial images of 13,617 individuals. From this database, we randomly select 1000 images at different ages, genders and individuals for our new experiments. The description of the selected database is given in Table 13. Totally, we perform experiments using 6000 images (1000 original focused images and 5000 optical blurring images), including 3000 images for training and 3000 images for testing. We repeat the experiments twice to perform two-fold cross-validation scheme. Like the previous experiments on PAL database, we divide the optical blurring into three sub-databases, including focused database (DB4), slightly database (DB5) and blurred database (DB6) as shown in Table 13. The detail experiment results of the new experiments are shown from Table 14, Table 15, Table 16, Table 17, Table 18, Table 19 and Table 20. As shown in Table 14, without optical blurring effects, the estimation performance (MAE) using the MORPH database is about 6.254 years. In Table 15, by presenting the optical blurring on face images, the MAE becomes to 9.026 years that is much higher than 6.254 years in system without optical blurring effects. This result, one again, confirms that the optical blurring has very strong effects on age estimation system. By using our proposed method, the MAE is reduced from 9.026 years to 6.607 years using SUM rule, as shown in Table 20, which is similar to that (6.91) with PAL database in Table 12. From this result, we can conclude that our proposed method is sufficient for age estimation system robust to optical blurring effects. In addition, Table 16 gives the classification results of blurred images into three groups of focused, slightly blurred and blurred group. On average, we obtain the classification accuracy of 97.217%, which is similar to that (97.69%) with PAL database in Table 8.

Table 13. Description of the selected database.


	Database
	Focused Database (DB4)
	Slightly Blurred Database (DB5)
	Blurred Database (DB6)
	Total Number of Images





	Learning/Testing (Database Part 1)
	1000/1000
	500/500
	1500/1500
	3000/3000



	Learning/Testing (Database Part 2)
	1000/1000
	500/500
	1500/1500
	3000/3000








Table 14. Estimation performance using original selected database (unit: years old).


	Testing Database 1
	Testing Database 2
	Average MAE





	6.162
	6.346
	6.254









Table 15. Comparisons of the performance (MAE) of previous age estimation system with the blurred images (unit: years).



	
MAE

	
Original Selected Database (σ = 0)

	
Focused Database (σ = 0,1)

	
Slightly Blurred Database (σ = 2)

	
Blurred Database (σ = 3,4,5)






	
Testing Database 1

	
6.162

	
6.621

	
8.600

	
10.577




	
Testing Database 2

	
6.346

	
6.757

	
8.882

	
10.781




	
Average MAE

	
6.254

	
6.689

	
8.741

	
10.679




	
9.026










Table 16. Classification results when classifying the input images into one of three groups according to blurring degree for testing databases.



	
Number of Images (Classification Rate)

	
Correct Classification

	
Incorrect Classification




	
DB4 → DB5

	
DB5 → DB4

	
DB4 → DB6

	
DB6 → DB4

	
DB5 → DB6

	
DB6 → DB5






	
DB4

	
Testing Database 1

	
979 (97.9%)

	
21 (2.1%)

	
–

	
0 (0.0%)

	
–

	
–

	
–




	
Testing Database 2

	
982 (98.2%)

	
18 (1.8%)

	
–

	
0 (0.0%)

	
–

	
–

	
–




	
DB5

	
Testing Database 1

	
443 (88.6%)

	
–

	
35 (7.0%)

	
–

	
–

	
22 (4.4%)

	
–




	
Testing Database 2

	
450 (90.0%)

	
–

	
29 (5.8%)

	
–

	
–

	
21 (4.2%)

	
–




	
DB6

	
Testing Database 1

	
1488 (99.2%)

	
–

	
–

	
–

	
0 (0.0%)

	
–

	
12 (0.8%)




	
Testing Database 2

	
1491 (99.4%)

	
–

	
–

	
–

	
0 (0.0%)

	
–

	
9 (0.6%)









Table 17. Classification results of the images placed into one of five groups according to blurring degree and considering overlapped groups.


	Number of Images
	G1
	G2
	G3
	G4
	G5
	Total Number of Images





	Testing Database 1
	1361
	165
	332
	199
	943
	3000



	Testing Database 2
	1360
	164
	330
	204
	942
	3000









Table 18. Performance of our proposed method using MIN rule on G2 and G4 groups (unit: years).



	
MAE

	
G1

	
G2

	
G3

	
G4

	
G5






	
Testing Database 1

	
7.182

	
7.079

	
6.557

	
6.744

	
6.098




	
Testing Database 2

	
6.865

	
6.829

	
6.427

	
7.025

	
6.088




	
Average

	
7.024

	
6.954

	
6.492

	
6.886

	
6.093




	
Average MAE with the Entire Database

	
6.660










Table 19. Performance of our proposed method using MAX rule on G2 and G4 groups (unit: years).



	
MAE

	
G1

	
G2

	
G3

	
G4

	
G5






	
Testing Database 1

	
7.182

	
6.824

	
6.557

	
7.015

	
6.098




	
Testing Database 2

	
6.865

	
6.927

	
6.427

	
6.990

	
6.088




	
Average

	
7.024

	
6.875

	
6.492

	
7.002

	
6.093




	
Average MAE with the Entire Database

	
6.663










Table 20. Performance of our proposed method using SUM rule on G2 and G4 groups (unit: years).



	
MAE

	
G1

	
G2

	
G3

	
G4

	
G5






	
Testing Database 1

	
7.182

	
6.552

	
6.557

	
6.302

	
6.098




	
Testing Database 2

	
6.865

	
6.634

	
6.427

	
6.485

	
6.088




	
Average

	
7.024

	
6.593

	
6.492

	
6.395

	
6.093




	
Average MAE with the Entire Database

	
6.607









These results show that the performances by our method are less affected by the kinds of databases.

















We show some examples estimation results with MORPH database in the Figure 15. Similar to Figure 13, our proposed method produces the better estimation result compared to previous method [14]. In this figure, “Estimated age_1” and “Estimated age_2” indicate the ages estimated using the proposed and previous methods [14], respectively. In addition, Figure 16 shows some examples of estimation results of images in overlapped area (G2 and G4). By taking the average estimation results of two neighbor groups, the final estimation results of images in overlapped areas are enhanced compared to estimation results of system without considering the overlapped areas.

Figure 15. Comparisons of age estimation results with the proposed (using SUM rule) and previous method [14] using MORPH database.
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Figure 16. Examples of age estimation results with misclassification of blurring group, and the accuracy enhancement by our method with these error cases: misclassification of (a) G5 → G3; (b) G3 → G5; (c) G3 → G1; and (d) G1 → G3.
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Finally, in order to confirm the effects of optical blurring on age estimation systems, we performed additional experiments using an open age estimation program, called OpenBR [46]. For this purpose, we used all the blurred images of PAL database with the sigma value of Gaussian blurring kernel from 1 to 5, as shown Table 4. The consequent experiment results of these experiments are given by Table 21. As shown in the table, the average MAE using the OpenBR-age-estimation method was about 14.35 years. Compared to our method, which produced MAE of 6.91 years (Table 12), we can conclude that our method outperforms the OpenBR-age-estimation method on age estimation problem. In addition, the MAEs in Table 21 are increased according to the degree of optical blurring (the sigma value of Gaussian blurring). This result demonstrates that the optical blurring has strong effects on the age estimation system.


Table 21. The estimation result (MAE) of OpenBR-age-estimation method using blurred PAL database (unit: years).



	
MAE

	
Blurred Images with Sigma of 1

	
Blurred Images with Sigma of 2

	
Blurred Images with Sigma of 3

	
Blurred Images with Sigma of 4

	
Blurred Images with Sigma of 5






	
Testing Database 1

	
13.92

	
14.04

	
14.18

	
14.48

	
14.76




	
Testing Database 2

	
13.89

	
14.26

	
14.35

	
14.68

	
14.87




	
Average MAE

	
13.91

	
14.15

	
14.27

	
14.58

	
14.82




	
14.35















In Figure 17, we show some estimation results using our proposed method and OpenBR-age-estimation method. As shown in the figure, the estimated ages by our proposed method is closer to the ground-truth age than those by OpenBR method. The reason why our method outperforms the OpenBR-age-estimation system is that our proposed method assesses the blurring degree before performing the estimation step. Consequently, an appropriate age estimator is used for age estimation instead of using a global age estimator for all input images.

Figure 17. Comparison of estimation results using OpenBR-age-estimation method and our proposed method using optical blurring images: (a) the estimation results of a female at the age of 64 with different values of optical blurring degree (sigma value of Gaussian kernel); and (b) the estimation results of a male at the age of 27 with different values of optical blurring degree.
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4. Conclusions

In this paper, we proposed a new human age estimation method with the advantage of considering the effects of image blurring. By assessing the FS of facial images, input face images are classified into one of five groups according to blurring degree. Using the classification results, the appropriate age estimator based on MLBP, Gabor filtering, and PCA with SVR trained with the data of the corresponding group, is activated for age estimation. The use of the PCA method allows our method to reduce the dimension of the age feature and enhance estimation performance. Through the experiment results, we confirmed the efficiency of our method over previous methods.

In future works, we plan to research various other factors that can affect the performance of age estimation systems, such as occlusion, low resolution, and motion blurring.
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