Symmetry Extraction in High Sensitivity Melanoma Diagnosis
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Abstract: Melanoma diagnosis depends on the experience of doctors. Symmetry is one of the most important factors to measure, since asymmetry shows an uncontrolled growth of cells, leading to melanoma cancer. A system for melanoma detection in diagnosing melanocytic diseases with high sensitivity is proposed here. Two different sets of features are extracted based on the importance of the ABCD rule and symmetry evaluation to develop a new architecture. Support Vector Machines are used to classify the extracted sets by using both an alternative labeling method and a structure divided into two different classifiers which prioritize sensitivity. Although feature extraction is based on former works, the novelty lies in the importance given to symmetry and the proposed architecture, which combines two different feature sets to obtain a high sensitivity, prioritizing the medical aspect of diagnosis. In particular, a database provided by Hospital Universitario de Gran Canaria Doctor Negrín was tested, obtaining a sensitivity of 100% and a specificity of 66.66% using a leave-one-out validation method. These results show that 66.66% of biopsies would be avoided if this system is applied to lesions which are difficult to classify by doctors.
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1. Introduction

A width spectrum of telemedicine models is available in our society. These models are based on the use of “Information and Communication Technologies (ICTs)” in order to provide clinical health care at a distance. In this context, telemedicine has brought the term e-health with it.

E-health is not only about telemedicine, but also covers all the new developments which have improved the quality of the diagnoses in hospitals. These new developments are using image and signal processing techniques to achieve more accurate diagnoses.

Melanocytic diseases can be divided into two main groups. The first is composed of melanocytic nevus, which are benign accumulations of melanocytes, they are also known as moles. The second group is composed of melanomas. Melanomas are malignancies arising from melanocytes, mainly located on the skin (95%). Although they represent the 4% of the skin tumors, they cause 80% of deaths [1–4]. As in every cancer, its early detection is fundamental for recovery. Statistics show that if the melanoma is surgically removed when its thickness is lower than 1 mm, the patient will have a full recovery in 90%–95% of cases [5,6].

Taking into account the background, it can be divided into three developing groups. The first one is formed of studies which focus on the segmentation of the lesion. These tried to develop different techniques to detect the lesion and extract the region of interest from the image [7,8]. Techniques from the second group applied some dermatologic rules, like the ABCD rule or seven-point checklist, to the images in order to evaluate different characteristics from the diseases [9]. The third group, the one which is composed of the most recent studies and the group where this system is located, is based on the use of classifiers. These techniques perform feature extraction to create the patterns for each of the classes to discriminate [10–18].

Although this work belongs to the third group and it uses well known features, its novelty is based on increasing the importance of the symmetry when feature extraction step is applied [19–22], since asymmetry shows an uncontrolled growth of cells, leading to melanoma cancer. As an important example of how the second and third group can be used together, in [10] a system architecture was presented based on Support Vector Machine which deals with the ABCD rule.

Standard ABCD dermatologic protocol has been source of numerous features extraction algorithms. According to each of the four evaluated aspects through the rule (Asymmetry, Borders, Color and Dermoscopic structures), the TDS (Total Dermoscopy Score) is calculated. To get the TDS value, the formula is obtained as follows:

\[
TDS = A \times 1.3 + B \times 0.1 + C \times 0.5 + D \times 0.5
\]  

Then the value obtained has the following conclusions that are 1.00 < TDS < 4.75—benign skin lesion, 4.75 < TDS < 5.45—suspicious, more than 5.45—melanoma. From the formula, one can sense the importance of symmetry (asymmetry), since its correction factor is the highest.

Related to A, the asymmetry of the disease, several methods for evaluation can be developed. In [12], a study of optimal axes for skin lesion asymmetry quantification showed the importance of the asymmetry and how it depends on the selected axes.

In [9], two values of asymmetry i.e., Asymmetry Index and Lengthening Index were computed. To evaluate border irregularity, four features were calculated, i.e., Compactness Index, Fractal Dimension,
Edge Abruptness and Pigmentation Transition. The color distribution on the lesion was also computed to obtain the value of the parameter, C. Finally, diameter was used as D to calculate the TDS. The performance of the system showed an accuracy of 85%.

In [11], a set of global measurements of shape (aspect ratio, symmetry, compacity, etc.) and border irregularity [19] were computed from each lesion. More localized features of texture and color distribution were also extracted. Previous to their extraction, each lesion was decomposed into three sub-regions: the interior, the outer and inner. For each of the 476 benign lesions and 88 melanomas, a total number of 57 features were extracted. Performing decision trees combination via adaptive boosting and using 10 times–10 fold cross-validation, it was obtained a false positive rate of 4.62% for 95% sensitivity.

In [13,14], new methods were proposed to quantify border irregularity. Some of these methods consisted of applying gradient and Laplacian to the borders, computing irregularity using different equations [15], or evaluating the evolution of the radius along the lesion [5].

Color evaluation is used in the majority of the literature [9,16,17]. The differences are based on the color channels which were characterized in each of these works. These channels were Red-Green-Blue (RGB), Hue-Saturation-Value (HSV), Hue-Saturation-Intensity (HIS), and CIE Lab, which was defined by the Commission Internationale de l’éclairage.

Parameter D has been taken as the presence of dermoscopic structures in a few studies. This evaluation is a subjective part of ABCD rule which depends on the doctor evaluation. It was proposed in [5] in order to improve the results by adding methods to compute the presence of these structures. Other studies tried to replace D by the diameter of the lesion. In the present work, as the images were not captured at the same distance, it was not possible to measure the diameters of the different images.

As a third way to evaluate dermoscopic structures, texture of the image was characterized. In [16,23], different methods to compute the texture were proposed. One of them consists on calculating the gradient of the image. This method is also used in this work, evaluating both module and orientation of the gradient using Sobel masks.

ABCD rule and symmetry evaluation are well known techniques, reason why the feature extraction step of this work is based on both techniques.

Works grouped in the third group used Support Vector Machines and Neural Networks as classifiers, due to the nature of the features. Once features are extracted, the feature selection step is applied by analyzing what features are more discriminative. Then, the set is divided into training and testing subsets. Finally, the classifier uses both sets according to the selected techniques.

On contrast, the proposed approach uses two independent classifiers instead of only one. In this case, the system has been designed to use two Support Vector Machines with an independent set of features for each of them.

Another innovation of this work is to propose an approach from a medical point of view. It proposes a particular classification system composed by two classifiers in a tree structure where the sensitivity and the specificity reach up to 100% and 66.66%. It means this proposal always detects patients with melanoma cancer and avoids 66.66% of unnecessary biopsies when applying the system to lesions which are difficult to classify by doctors.

Therefore, the main contributions and innovations of this work are: (1) combination of sensitivity and specificity of the system to increase the medical character of the experiment; (2) symmetry as main measure to contribute to ABCD rule features (3) the strategy to combine both features set using the classification
tree system (see Figure 1) and (4) an alternative method to label the testing samples. This presented architecture has shown an increase of the sensitivity over the methods compared. Another aspect which should be remarked on is the use of a database formed of seven types of melanocytic lesions.

Figure 1. Classification tree system.

The rest of this paper is organized as follows. Section 2 presents the proposed approach and methods based on a feature extraction stage related to ABCD rule, symmetry and support vector machines (SVM) classification. Section 3 introduces the database, results and discussions. The concluding remarks are presented in Section 4.

2. Materials and Methods

In this section, the proposed method is described in detail. To start with, the algorithms used to extract the features from the lesion are shown. Then, Support Vector Machines are introduced to show where the alternative labeling method is applied. Finally, the classification systems and the new method to label the samples are described.

2.1. Preprocessing

Before feature extraction, a preprocessing step is applied. This step focuses on noise removal, lesion detection and contour extraction.

Noise is mainly represented by hair over the area of lesion which disturbs on contour extraction [24,25]. To remove possible hairs, the algorithm applies morphological operators [26] such as erosion and dilatation. This approach, depending on the structural element used, gives acceptable results (see Figure 2). “Disk” has been chosen as a structural element for the morphological operations listed above.
When possible hairs have been removed, the area of interest has to be detected [27]. If the grayscale image is directly binarized, a lesion will be a black object over white background due to lesions are darker than skin.

However, to make the detection easier, the lesion is desired to be a white object over black background. Therefore, complementary image of the grayscale image has to be processed. Once the complementary image is obtained, it is binarized by applying Otsu’s method, calculating the threshold according to the processed image. Otsu’s method chooses the optimal threshold by maximizing the between-class variance with an exhaustive search. Otsu defined the between-class variance of the thresholded image as [28]:

$$
\sigma^2_B = w_1(\mu_1 - \mu_T)^2 + w_2(\mu_2 - \mu_T)^2
$$

where $w_1$ and $w_2$ are the probabilities of class occurrence, $\mu_1$ and $\mu_2$ are the mean intensities for classes 1 and 2 and $\mu_T$ is the mean intensity for the whole image.

Otsu’s method is applied to the central part of the image to avoid the influence of dermoscopy’s black borders when calculating the threshold. As dermoscopies are obtained with the lesion in the middle of the image, applying Otsu’s method to this area, we take into account skin and lesion colors.

Then, opening and closing operations are used to eliminate small objects and holes, respectively.

From all white objects with a considerable size, centroids and its Euclidean distances (Equation (3)) from the center of the image are calculated. After selecting the object with minimum Euclidean distance as main object, the rest are removed and the image is resized around it to optimize runtime.

$$
d_e(P,Q) = \sqrt{(p_1-q_1)^2 + (p_2-q_2)^2}
$$

where $P$ is the centroid to evaluate, $Q$ is the center of the image, $(p_1,p_2)$ are the coordinates of the centroid and $(q_1,q_2)$ are the coordinates of the center of the image.

To extract the contour of the lesion, dilatation operation is applied to the binarized image. Then, the binarized image is subtracted from the dilated one. Excellent results are obtained with the described method (see Figure 3). Hair does not affect to the contour of the lesion when using the new proposed algorithm. The contour is represented by a red perimeter. We were able to verify the results by visual inspection due to the clear aspect of the borders.
2.2. Feature Extraction

Feature extraction step is based on the ABCD dermatologic rule. Extracted features are emphasized by focusing on their symmetry information [19].

Extracted features are divided into two groups according with each of the two classifiers, as shown in Table 1.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Description of the Features</th>
<th>Number of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Color evaluations using RGB, HSV, HSI and CIE Lab color spaces</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>Evaluation of module and phase of image’s gradient</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Radius evolution along the lesion</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Geometric features</td>
<td></td>
</tr>
</tbody>
</table>

First group is formed of features related to color and texture of the image. Color is characterized both in RGB, HSV, HSI and CIE Lab spaces. Texture is characterized using gradient of the image according to [16].

RGB color space is characterized by computing the width of the main lobes of both red, green, blue and grayscale histograms. The width is calculated according to the value obtained applying the equation below:

$$\xi = \text{max}\text{(Histogram)} - 2\sigma\text{(Histogram)}$$

where $\xi$ is the result, max(Histogram) is the highest value of the Histogram (in this case it is 1 since it is normalized) and $\sigma$ is the standard deviation. $\xi$-formula has been obtained as a solution to characterize the histogram by following a heuristic method.

Color symmetry is being computed since information about number and width of lobes is being obtained. When a mole is computed, only a lobe is supposed to appear for each of the RGB components (see Figures 4 and 5).

---

**Figure 3.** Extracted contour applying different structural elements.
R, G and B components are separated into 3 different vectors. Each of these vectors is evaluated by calculating its maximum and minimum values, means and standard deviations.

HSI, HSV and CIE Lab are also divided in three vectors. The difference for HSI evaluation is due to S channel and gives no information. Moreover, H and I channels have to be normalized because they depend on the tone of the skin around the lesion. HSV and CIE Lab are characterized with the exception of its means, which gives no practical information.

Finally, relative chromaticity is also calculated for RGB color space [14]. It is computed by using the equation below:

$$CR_i = \frac{\mu_{\text{RGB}}^i}{\sum_{i=[R,G,B]} \mu_{\text{RGB}}} - \frac{\nu_{\text{RGB}}^i}{\sum_{i=[R,G,B]} \nu_{\text{RGB}}}$$

where $\mu$ is the mean of the RGB channels inside the area of the lesion and $\nu$ is the mean of RGB channels in the area around the lesion. Chromaticity also gives information about color symmetry. In this case, symmetry is obtained when evaluating differences between the chromaticity of moles and melanoma.
First group also evaluates the gradient of the image. Extracted features are based on the graphics of module and orientation (Figures 6 and 7). To compute the gradient, the following steps are applied [16]:

From RGB channel, it is selected the one with the highest entropy, \textit{i.e.}, the most informative channel. The entropy is measured according to the formula [29]:

\[ H = -\sum_i p_i(k) \times \log_2 p_i(k) \]  

(6)

where \( p_i(k) \) denotes the probability of the \( i \)-th color channel being equal to \( k \) at a lesion pixel \( x \). This distribution can be easily obtained by computing the histogram of each color channel inside the lesion.

In order to compute the image gradient, the gray level image of the selected channel is filtered using a Gaussian filter with \( \sigma = 2 \), and then the gradient vector is computed at each point \( g(x) = [g_1(x) g_2(x)]^T \) using Sobel masks. The gradient magnitude and orientation are then computed as usual [30]:

\[ ||g(x)|| = \sqrt{g_1^2(x) + g_2^2(x)} \]  

(7)

\[ \theta(x) = \tan^{-1}\left( \frac{g_2(x)}{g_1(x)} \right) \]  

(8)

Operator \( g(x) \) is used with two \( 3 \times 3 \) kernels which are convolved with the original image to calculate approximations of the derivatives—one for horizontal changes \( g_1(x) \), and one for vertical \( g_2(x) \).

The gradient magnitude and orientation are then characterized by their histograms, using \( M_a = 10 \) and \( M_\theta = 40 \) bins, respectively. The histogram for the gradient orientation is only computed in the area 5–35 instead of 1–40 because this is the area where the practical information is located (see Figures 6 and 7).

There are no visual differences when evaluating both Gradient Magnitudes.

When a mole is computed, magnitude and orientation should tend to be 0 because of color distribution in a healthy lesion. This distribution should be symmetric, \textit{i.e.}, only one color in the lesion and without variances in its distribution, that means cell are growing under control.

On the other hand, the second group is formed by the evaluation of the radius along the lesion. Mole’s evolution graphics should tend to be straight lines because of its supposed constant radius. However, graphics of Mole (see Figure 8b) and Melanoma (see Figure 8a) are very similar.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{melanoma_gradient.png}
\caption{Gradient Magnitude of a Melanoma.}
\end{figure}
If gradient is applied to the graphics, differences between moles and melanomas can be observed (see Figure 9a,b). Mean and variance of the gradient are the features applied in order to discriminate between the two classes when evaluating the radius evolution.
Figure 9. Gradient of (a) Mole and (b) Melanoma. Mean of mole tends to be slightly slower than melanoma’s.

The second group is also composed of geometric features [22]. These features are obtained applying the formulas below:

Circularity index (CRC): It explains the shape uniformity

\[ CRC = \frac{4 \times A \times \pi}{P^2} \]  \hspace{1cm} (9)

Irregularity index (Ir):

\[ Ir = \frac{P}{A} \]  \hspace{1cm} (10)

where \( P \) is the perimeter and \( A \) the area of the lesion.

As shown in Table 2, 42 features are extracted for each processed image, 36 for the first classifier and 6 for the second one. Each feature set is described in Table 1.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Number of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>36</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Total number</td>
<td>42</td>
</tr>
</tbody>
</table>
Despite being well-known features, novelty in feature extraction is applied when combining both features sets in order to increase the sensitivity (see Figure 1) and increasing the importance of the symmetry, mainly when extracting the feature from the first set.

2.3. Support Vector Machines (SVM)

Depending on the applications, Support Vector Machines have shown to be powerful tools to solve classifying problems [31]. SVM are based on the concept of decision planes, which are defined by the decision limits [32]. A decision plane is the one which divides a set of objects formed of samples from different classes (Figure 10a,b).

![Figure 10. SVM decision planes. (a) Linear SVM (straight line); (b) SVM with hyperplane.](image)

In this work, different types of functions have been probed. The two used classifiers are linear and Gaussian (RBF) kernels. These are used for establishing the decision limit.

According to the nature of this experiment and the size of the database, both classifiers are used in a bi-class algorithm, trying to discriminate between the two classes (melanoma and mole).

2.4. Alternative Labeling Method

Once the system is trained and the separation hyperplane has been obtained, SVM applies its labeling method according to the Support Vectors computed. In accordance with the final decision, the corresponding class label of the test vector x is assigned as a decision of two states. This means that only two labels (“+1” and “−1”) are possible as this is a bi-class algorithm.

Before the assigning step, an alternative labeling method has been applied. SVM assigns a label to the testing sample according to the similarity between the sample and the Support Vectors generated for each of the two classes. The label is assigned according to the highest similarity. In this work, the alternative proposed method ensures a higher sensitivity by labeling the sample as malign lesion when the difference between both similarities is lower than a given threshold. The sample is labeled as malign when there is doubt about its nature.

2.5. Classification Tree System

The decision of implementing a decision tree as classifier is based on the fact that it is robust for noisy data and handles both semantic and numeric values, according to [33].
Our classification tree consists of applying two independent tests to each testing sample, so two labels are obtained, one per classifier (see Figure 1). The final label is the strictest one, so if one of the classifiers labels the sample as melanoma, the final label is also melanoma. This method ensures a high sensitivity for the proposed system.

Taking into account the results of each classifier, it was observed that the false negatives of the first classifier were correctly labeled using the second classifier.

To optimize runtime, the second classifier is only used when the first one produces a benign label.

This architecture also shows how visual symmetry does not always mean the disease is totally symmetric, since it can be asymmetric from the color distribution or radius evolution point of view, giving each classifier a different label.

3. Results and Discussion

This section presents and discusses the used database, the results obtained for each classifier, the improvements achieved by using the alternative method, the classification tree system and the information added by using symmetry information when extracting the features.

3.1. Database

The database used in this work contains 24 images for each of the two classes. The database was generated by Dr. Carretero, Head of Servicio de Dermatología at Hospital Universitario Doctor Negrín and his team (8 medical doctors), with images from 124 patients. For some of the patients, the databased contained different images taken in different consultations in order to evaluate the evolution of the lesion. All the images used in the database were labeled by the doctors. Some of the original images had to be discarded due to poor quality.

A dermatoscope (DermLite II hybrid m) was used to acquire the images. A detailed description of this database can be found in Tables 3 and 4.

In Table 4, it can be observed the distribution of the different kinds of lesions which compose the database. As it is shown, seven kinds of lesions were taken into account. This fact is also a new way of experimentation because previous systems used databases formed of only two kinds of lesions.

Dysplastic Nevus was catalogued as malign lesion since its diagnosis is usually precancerous.

The database size is small compared to other works, taking into consideration only 24 samples of melanomas and 24 of moles. This is because dermoscopic images are beginning to be obtained.

<table>
<thead>
<tr>
<th>Table 3. Characteristics of the database.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>Number of classes</td>
</tr>
<tr>
<td>Number of samples per class</td>
</tr>
<tr>
<td>Acquisition and quantification</td>
</tr>
<tr>
<td>Size</td>
</tr>
<tr>
<td>Example</td>
</tr>
<tr>
<td>Kind of Lesion</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Melanoma</td>
</tr>
<tr>
<td>Compound Nevus</td>
</tr>
<tr>
<td>Dysplastic Nevus</td>
</tr>
<tr>
<td>Intradermal Nevus</td>
</tr>
<tr>
<td>Junctional Nevus</td>
</tr>
<tr>
<td>Reed Nevus</td>
</tr>
<tr>
<td>Spitz Nevus</td>
</tr>
</tbody>
</table>

Table 4. Composition of the database.

Malign and Benign classes are balanced, being not realistic since melanoma cases are much less than benign. However, benign class is composed of five different kinds of healthy lesions, not of normal moles, which are not frequently found in other works, which compare the melanoma against normal moles.

Intra-class and Inter-class variability was under consideration during different meetings with the medical team. In these meetings, different measures based on the ABCD rule were evaluated to detect the variability and select the best ones.

However, it was concluded that Inter-class and Intra-class variability was high due to the fact that the two classes were composed of different kinds of lesions. This fact is one of the reasons why decision tree architecture was selected to develop the final system.
3.2. Experiments and Results

The experiments were designed in order to increase the Sensitivity of the experiment. As discussed before, this point of view tries to emphasize the medical aspect of automatic cancer diagnosis, where false negatives are not allowed.

Experiments aim to set the parameters of both classifiers, combining them to obtain the highest possible sensitivity. Moreover, the alternative labeling method is also applied, trying different decision thresholds, to ensure false negatives are avoided.

Leave-one out validation method was applied to the experiments. It was repeated for all the 48 samples. Leave-one out validation was applied according to [34].

Results were evaluated based on the values of accuracy, sensitivity and specificity. These values are obtained according to Equations (11)–(13), respectively [35]:

\[
\text{Accuracy} = \frac{\text{TruePositives} + \text{TrueNegatives}}{\text{TruePositives} + \text{TrueNegatives} + \text{FalsePositives} + \text{FalseNegatives}} \tag{11}
\]

\[
\text{Sensitivity} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalseNegatives}} \tag{12}
\]

\[
\text{Specificity} = \frac{\text{TrueNegatives}}{\text{TrueNegatives} + \text{FalsePositives}} \tag{13}
\]

Table 5 shows the results obtained for different thresholds when the Gaussian kernel was used with the features set number 2. Table 6 shows the best configuration for each of the classifiers. Linear classifier uses features set number 1 with a threshold value equal to 1. On the other hand, the non-linear classifier uses features set number 2 with a threshold value equal to 0.1.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Threshold</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian kernel</td>
<td>0.15</td>
<td>91.66%</td>
<td>66.66%</td>
<td>79.16%</td>
<td>$4 \times 10^{-6}$</td>
</tr>
<tr>
<td>Gaussian kernel</td>
<td>0.10</td>
<td>91.66%</td>
<td>70.83%</td>
<td>81.25%</td>
<td>$4 \times 10^{-6}$</td>
</tr>
<tr>
<td>Gaussian kernel</td>
<td>0.01</td>
<td>87.50%</td>
<td>75.00%</td>
<td>81.25%</td>
<td>$4 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Table 6. Chosen configurations for each of the classifiers.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Threshold</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>1.00</td>
<td>83.33%</td>
<td>83.33%</td>
<td>83.33%</td>
<td>–</td>
</tr>
<tr>
<td>Gaussian kernel</td>
<td>0.10</td>
<td>91.66%</td>
<td>70.83%</td>
<td>81.25%</td>
<td>$4 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Where Gamma, the inverse of the standard deviation of the Gaussian kernel, was set to $4 \times 10^{-6}$ as a result of developing a heuristic method in order to obtain the best configuration for the SVM with Gaussian kernel. For this classifier, several configurations were tried depending on different combinations of threshold and gamma.

When both classifiers were combined to build the classification tree system, the results improved. The final performance is shown in Table 7. Table 8 shows the True Positives, True Negatives, False Positives and False Negatives obtained for both individual classifiers and for the final system.
Table 7. Results of the classification tree system.

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>66.66%</td>
<td>83.33%</td>
</tr>
</tbody>
</table>

Table 8. Results for each of the classifiers and the final system.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>True Positives</th>
<th>False Positives</th>
<th>True Negatives</th>
<th>False Negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>20</td>
<td>4</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Gaussian kernel</td>
<td>22</td>
<td>7</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>Final system</td>
<td>24</td>
<td>8</td>
<td>16</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 11 shows the False Acceptance Rate and the False Rejection Rate curves obtained with the Linear Classifier for different threshold configurations. The threshold is the one applied to the Alternative Labelling Method.

Figure 11. ROC curve of the Linear Classifier.

All the experiments have been performed on a commercial computer with a processor Intel(R) Core(TM) i7-4700MQ CPU 2.40 GHz, 8 GB RAM and using MatLab (Mathworks, Inc., Natick, MA, USA) software.

In Table 9, the analysis of the computational speed for the image processing step (pre-processing and feature extraction) and for the classification step is shown:

Table 9. Time consuming of the proposed approach.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Image Processing</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time consuming (s)</td>
<td>13.98 ± 4.0316</td>
<td>(19.38 ± 15.18) × 10⁻³</td>
</tr>
</tbody>
</table>

The high time consuming of the image processing step is due to the characteristics of the dermoscopic images (see Table 3).
3.3. Discussion

Based on previous experiments, some authors have considered the scientific aspect of the problem as the most important goal by prioritizing the final accuracy of their systems. Although in this experiment, similar features have been used, the aim was to prioritize the medical aspect, i.e., the sensitivity of the system. Thus, this work proposes both the alternative labeling method and the classification tree system as tools to achieve the highest sensitivity.

As it can be observed, focusing on the sensitivity leads to obtaining false positives. These false positives mean additional tests should be applied by doctors in order to confirm the positive, but the system does not label any disease as a healthy mole.

Finally, a comparison between references of the state-of-the-art and the proposed approach is shown in Tables 10 and 11. While Table 10 offers a comparison between results, Table 11 shows a comparative between the compositions of the used databases.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Number of Samples (Benign/Melanoma)</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13]</td>
<td>251 (181/70)</td>
<td>90.00%</td>
<td>98.30%</td>
<td>94.00%</td>
</tr>
<tr>
<td>[16]</td>
<td>163 (146/17)</td>
<td>94.10%</td>
<td>77.40%</td>
<td>85.50%</td>
</tr>
<tr>
<td>[20]</td>
<td>977(927/50)</td>
<td>96.41%</td>
<td>87.16%</td>
<td>91.78%</td>
</tr>
<tr>
<td>[22]</td>
<td>34 (14/20)</td>
<td>93.00%</td>
<td>100%</td>
<td>97.00%</td>
</tr>
<tr>
<td>[25]</td>
<td>200</td>
<td>71.30%</td>
<td>93.50%</td>
<td>82.00%</td>
</tr>
<tr>
<td>This proposal</td>
<td>48 (24/24)</td>
<td>100%</td>
<td>66.66%</td>
<td>83.33%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reference</th>
<th>Used Databases</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>Melanoma vs. Nevus</td>
</tr>
<tr>
<td>[22]</td>
<td>Melanoma vs. Dysplastic Nevus</td>
</tr>
<tr>
<td>This proposal</td>
<td>Melanoma and Dysplastic Nevus vs. 5 kinds of Nevus</td>
</tr>
</tbody>
</table>

Taking into account the difficulty to evaluate state-of-the-art approaches against this approach, because they do not use the same database, or classifier, in Table 10 it can be seen that the state-of-the-art approach performs better than this approach from the final accuracy point of view. However, if the sensitivity of the experiments is taken as the most important aspect, it means that all patients with cancer are detected, and this approach is the best system in the comparison.

Therefore, it can be concluded that the presented approach is a good and robust option to avoid false negatives when diagnosing melanoma cancer.

Moreover, this work shows how asymmetry in not only on the shape, but also on the color distribution, radius evolution, etc. Evaluating symmetry or asymmetry as it is done in this approach ensures avoiding false negatives due to the visual symmetry.

It can be concluded that symmetry gives important information when developing systems with high sensitivity, which are useful in experiments where false negatives should not be allowed.
4. Conclusions

An original approach has been built for automatic melanoma diagnosis, using feature extraction based on well-known techniques, but highlighting the symmetry of the information. The classification system has been designed as a decision tree with two different SVM classifiers, one with linear kernel and the other one using RBF kernel. The success rates are around 83.33% with the database provided by Hospital Universitario Doctor Negrín. However, the system gets a sensitivity of 100%, what means no false negatives are allowed in the experiments. This fact is the strongest point of the approach, since it has been developed to optimize the medical aspect of automatic diagnosis systems.

This approach shows a methodology which gives excellent results when applying it to images which are difficult to classify by doctors. Using this approach, a second opinion is given and 66.66% of biopsies could be avoided.

In future works, the authors plan to increase the database in order to improve the success rate, without reducing the obtained sensitivity.
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