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Abstract: With the continuous development and progress of wireless self-organizing network com-
munication technology, how to carry out long-distance cooperative control of multiple intelligences
under the framework of an air–ground integrated wireless high-mobility self-organizing network has
become a hot and difficult topic that needs to be solved urgently. This paper takes the air–ground
integrated wireless high-mobility self-organizing network system as the basic framework and focuses
on solving the long-distance cooperative fault-tolerant control of multi-intelligent bodies and the
topological stability of a wireless mobile self-organizing network. To solve the above problems, a
direct neural network with a robust adaptive fault-tolerant controller is designed in this paper. By
constructing a symmetric population neural network model and combining it with the Lyapunov
stabilization criterion, the system feedback matrix K has the ability of autonomous adaptive learn-
ing, and symmetrically distorts, rotates, or scales the training data to instantly adjust the system’s
fault-tolerant corrections and adaptive adjusting factors to resist the unknown disturbances and
faults, to achieve the goals of multi-intelligent body stable control and the stable operation of a
wireless high-mobility self-organizing network topology. Simulation results show that with the
feedback adjustment of the multi-system under the designed controller, the multi-system as a whole
has good fault-tolerant performance and autonomous learning approximation performance, and the
tracking error asymptotically converges to zero. The experimental results show that the multi-flight
subsystems fly stably, the air–ground integrated wireless high-mobility self-organizing network
topology has good stability performance, and the maximum relative improvement of the topology
stability performance is 50%.

Keywords: air–ground integrated wireless high-mobility self-organizing network; long-distance
transmission; multi-intelligence; cooperative fault-tolerant control

1. Introduction

With the continuous development of wireless communication technology, an air–
ground integrated wireless high-mobility self-organizing network has become one of the
focuses of current research [1–5]. This kind of network can achieve a high speed and high
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reliability under long-distance transmission, while at the same time having the characteris-
tics of self-organization and adaptability. However, the need for the cooperative control of
multiple intelligences in the network [6,7], accompanied by various fault tolerance prob-
lems in transmission, poses a challenge for the design and optimization of the network. The
cooperative control of multiple intelligences refers to cooperation and information exchange
among various intelligences to achieve a common goal in an air–ground integrated wireless
high-mobility self-organizing network. This coordinated control must consider each intelli-
gent body’s position, speed, transmission state, and other factors in the network to achieve
efficient data transmission and rational resource utilization. However, the complexity of the
wireless communication environment leads to problems such as signal attenuation, the mul-
tipath effect, and channel interference that often occur during transmission, thus reducing
the reliability and transmission quality of the network. To solve these fault-tolerance prob-
lems, suitable fault-tolerance mechanisms need to be designed, including error-correction
codes [7–9], retransmission mechanisms [10,11], and distributed algorithms [11,12], etc.,
to ensure the integrity of the data and the reliability of the transmission. This paper will
explore the key technologies and methods of multi-intelligence collaborative fault-tolerant
control under long-distance transmission in air–ground integrated wireless high-mobility
self-organizing networks. By reasonably designing the cooperative control algorithm
and fault-tolerant mechanism, the reliability and performance of the network can be im-
proved, and technical support is provided for realizing the collaborative application of
multi-intelligentsia under high-speed, long-distance transmission.

In air–ground integrated wireless high-mobility self-organizing networks, the re-
search on the collaborative fault-tolerant control of multiple intelligences needs to ad-
dress the following key issues. Collaborative control algorithms based on positional
information [13–15]. The positional information of multiple intelligences is crucial for
coordinated control, so it is necessary to design suitable positioning algorithms to obtain
accurate positional data. Meanwhile, cooperative control algorithms based on location in-
formation can help multi-intelligentsia work together, assign tasks, and optimize resources.
Fault-tolerance mechanism design [16–18]: In wireless high-mobility environments, fault
tolerance problems such as channel interference and multipath effects are common. To
improve the reliability and robustness of the network, adaptive fault-tolerance mechanisms
need to be designed, including error detection [18,19], correction codes [20,21], and adap-
tive retransmission [22,23]. These fault-tolerant mechanisms can help multi-intelligentsia
to recover and retransmit data in the face of errors and interferences in transmission, en-
suring data integrity and reliability. Distributed decision-making and cooperative control
strategies [24–26]: In the cooperative control of multiple intelligences, decision-making
and cooperative management need to be carried out by taking into account information
such as the position and transmission state of each intelligence. Distributed algorithms and
collaborative control strategies can enable multi-intelligentsia to adaptively perform task
allocation, resource optimization, and decision-making, thus improving the performance
and efficiency of the whole network. By solving the above fundamental problems and
considering the characteristics of wireless high-mobility self-organizing networks, the
effect of the cooperative fault-tolerant control of multiple intelligences can be improved
to achieve high speed and high reliability under long-distance transmission. This will
provide more stable and reliable communication support for future multi-intelligent body
applications and promote the development of wireless communication technology and the
wide application of applications.

In summary, this paper takes the air–ground integrated wireless high-mobility self-
organizing network system as the primary research object. It takes the internal actuator
faults of multi-flying intelligences (including two types of defects: sudden interruption and
partial failure of actuators) and wireless communication faults of wireless self-organizing
network association links between multi intelligences (including two types of faults: data
transmission delay and packet loss of wireless self-organizing network) as well as external
unknown interference as the system perturbation fault information in the process of long-



Symmetry 2024, 16, 582 3 of 21

distance network transmission. With strange interference as the system perturbation fault
information, the distributed robust adaptive neural network cooperative fault-tolerant
controller is proposed for the multi-intelligent bodies of this system, so that the system
as a whole has good group robust performance, cluster adaptive regulation performance,
autonomous learning performance, and fault-tolerance performance.

Special Note 1: The research objective of this paper is the air–ground integrated
wireless mobile self-organizing network; the network nodes in this network system have
direct symmetry or peer-to-peer. (1) All nodes in the network can act as receivers and
senders in group communication, and this symmetrical structure can enable all nodes
to have the same communication capability. (2) The nodes in the network collaborate to
find the best communication path. (3) All nodes can share each other’s resources, such
as bandwidth, storage space, etc. The symmetric network architecture can promote deep
cooperation between nodes and the full utilization of resources. (4) The symmetric network
structure makes each network node self-consistent, independent, and self-contained, and
it can intelligently decide whether to join or leave the network according to its needs,
without the need for central node control and management. The cooperative symmetric
fault-tolerant controller designed in this paper for multiple intelligences has symmetry:
(1) The neural network in the controller has a symmetric structure, and the symmetric
inter-layer connections can reduce the single point of failure in the network so that even
if part of the connections or nodes are damaged, the network as a whole can still operate
normally. (2) The neural networks in the controller have the same convolutional kernel to
share parameters, improving the generalization ability of the controller model. (3) Symmet-
rically twisting, rotating, or scaling the training data can make the model more robust to
different transformations. (4) Reducing the amount of fitted data simulation computation
by randomly and symmetrically dropping a portion of the nodes or connections during
the training and learning process makes the system network fault-tolerant to the loss of all
or loss of some nodes. The relationship between the “air–ground self-organizing network
system” and the “air–ground self-organizing network subsystem” is inclusive. From a
macroscopic point of view, the network system studied in this paper is homogeneous, and
the difference is reflected in the internal uncertainty.

2. Modeling of the Whole System

Consider an integrated system AG consisting of N consecutive air–ground wireless
self-organizing network subsystems AGi, i = 1, 2, . . . , N.

(
vwj, vwi

)
is used to denote a

corresponding usually valid air–ground wireless self-organizing network association link
from the air–ground wireless self-organizing network system i to j where each air–ground
wireless self-organizing network subsystem is represented by the state equation shown in
Equation (1).

dxi(t)
dt = Axi(t) +

N
∑

j=1,i ̸=j
aij A1

[
xj(t)− xi(t) + dij(t)

]
+B2[βui(t) + fni(t)] + B1ωi(t) + ∆(t)

(1)

In Equation (1), xi(t) ∈ Rn denotes the state of the ith open space wireless self-
organizing network subsystem. ui(t) ∈ Rq indicates the control input of the system as a
whole. aij ∈ R denotes the networking topology of the air–ground wireless self-organizing

network, represented as an element of the Laplace matrix, aii +
N
∑

i ̸=j,j=1
aij = 0. A1 ∈ Rn×n de-

notes the actuator coupling matrix within the system, describing the associative links
between actuators. dij ∈ Rn denotes the wireless self-organizing network association
link failure perturbation between the ith air–ground wireless self-organizing network
subsystem and the jth air–ground wireless self-organizing network subsystem that sat-
isfies dij ≤ dij ≤ dij, where dij and dij represent the lower and upper bound amplitudes
of dij, respectively. fni(t) denotes the nonlinear equation in the air–ground wireless self-
organizing network system defined between the lower and upper bound amplitudes of the
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unknown f
ni
(t), f ni(t). ωi(t) ∈ Lm

2 [0, ∞) represents a continuous energy-bounded signal
indicating unknown external perturbations and possible changes in the typical parameter
values corresponding to the air–ground wireless self-organizing network system. ∆(t) de-
notes a superficial strange concern of the air–ground wireless self-organizing network
system. β represents the unknown nonlinear function. Here, all system matrices are known
constant matrices with proper dimensions. Then, Kronecker’s inner product is introduced,
and then Equation (1) can be expressed as Equation (2).

dxi(t)
dt = [I ⊗ A + L ⊗ A1]x(t) + (I ⊗ A1)d(t)

+(I ⊗ B2)βu(t) + (I ⊗ B2) fni(t) + (I ⊗ B1)ω(t)
+(I ⊗ I)∆(t)

(2)

In Equation (2), x =
(
xT

1 , . . . , xT
N
)T , u =

(
uT

1 , . . . , uT
N
)T , f =

(
f T
1 , . . . , f T

N
)T , ω =(

ωT
1 , . . . , ωT

N
)T , d =

(
dT

1 , . . . , dT
N
)T , ∆ =

(
∆T

1 , . . . , ∆T
N
)T , di(t) =

N
∑

i ̸=j,j=1
aijdij, i = 1, 2, . . . , N.

L denotes the Laplace matrix, defined as shown in Equation (3).

lij =

 −
N
∑

k ̸=i.k=1
aik, i ̸= j

aij, i = j
(3)

To ensure the average convergence objective, the following Assumptions 1–3 are given.
The average convergence objective refers to the eventual asymptotic stabilization of the
overall network system under the feedback regulation of the designed controller.

Assumption 1. For the air–ground wireless self-organizing network integrated system Equation (2)
and any proper dimension matrix Q, there exist matrix equations W and Z of appropriate dimension
such that Equation (4) holds. {

A = B2Z
A1 + B2Q = B2W

(4)

The following definition is then made such that α = 1
N

N
∑

i=1
xi(0), where xi(0),

i = 1, 2, . . . , N denotes the initial value of the known system state.
A discussion of “Assumption 1” begins with the uncertainty that the matrices Z and W are

expressions of a class of nonlinear equations. Equation (4) gives a strong assumption
on the uncertainty of the control input matrix of the network system while relaxing the
existing assumptions on the uptake of the system. If A1 = 0, then there is a degeneration
of Equation (4) to a vanilla-bounded uncertainty term. In addition, “Assumption 1” is a
standard assumption for defining matching conditions for model matching control, which
can address the average convergence of the network system under internal actuator failures
and link perturbations.

Assumption 2. β is known and β(x) ̸= 0. A general conclusion exists for any x ∈ R, and we
assume β > 0.

Assumption 3. There exists a smooth trace function βt such that |β(x)| ≤ βt. And, a smooth
trace function is a function for which all finite order derivatives exist in the domain of definition.

Special Note 2: Compared to the traditional adaptive fault-tolerant controllers de-
signed for associated link and actuator failure faults in distributed systems, they involve
a limited number of faults, many estimation parameters, and a heavy computer compu-
tational burden. In this paper, we consider the more general associated link and internal
actuator failures, where “Assumption 1” and “Assumption 2” are the standard assumptions
for defining the matching conditions for the mathematical model matching control, and
“Assumption 3” are also standard assumptions. The standard assumptions are generally
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not restricted by limiting conditions. In addition, since the controller designed in this
paper targets multiple intelligences, it contains two separate parts, one for robust adaptive
fault-tolerant parameter settings and one for neural-network-related parameter settings.
Among them, Assumption 1 addresses the robust adaptive fault-tolerant control part, and
Assumptions 2 and 3 address the neural network adaptive regulation part. While overall
without loss of generality Assumptions 2 and 3 appear to be negligible, the assumptions cor-
responding to the use of the relevant parameters in the neural network adaptive regulation
part should not be completely ignored.

To solve the problem of the stable convergence of the air–ground wireless self-organized
network system under the unknown control faults of the internal actuators, the unknown
communication faults of the air wireless self-organized network associated with the ground
wireless self-organized network link failure, and the unknown external perturbations, this
paper proposes a direct neural network robust and adaptive fault-tolerant control law
shown in Equation (5).

ui(t) = −Q

[
N
∑

i ̸=j,j=1
aij

[
xi(t)− xj(t) + dij

]
+ ci[xi(t)− α]

]
+vi(t)− ΓN

[
z(t)Eerr + σŴF

]
i, j = 1, . . . , N

(5)

In Equation (5), aij is defined in Equation (1). ci denotes a positive constant. Q indicates
the control gain equation. vi(t) displays the multi-task cooperative robust adaptive fault-
tolerant control equation to be designed subsequently in this paper. ΓN = ΓT

N > 0 indicates
the multi-task neural network adaptive gain matrix. σ > 0 indicates the constant num-
ber. ŴF indicates the estimation of the weight value Ŵ∗

F of the ideal multi-task air–ground
wireless self-organizing network. z(t) represents the Gaussian radial function vector. Here,
the perfect tracking control signal vector of the air–ground wireless self-organizing network
system is defined as xideal . The tracking error of the system is err. The tracking error
function of the system is Eerr. Then, it satisfies Equation (6) and holds.

xideal =
[

xideal1, dxideal1
dt , . . . , xidealN , dxidealN

dt

]T

err = ∆x = x − xideal =
[
err1, derr1

dt , . . . , errN , derrN
dt

]
Eerr = [λ, 1]err = λerr +

derr
dt

(6)

In Equation (6), λ denotes a constant greater than zero. Then, using Kronecker’s inner
product, Equation (5) can be written as Equation (7).

u(t) = −(L + CN)⊗ Qx(t) + CN ⊗ (Qα) + (I ⊗ Q)d + v
−CN ⊗ ΓN

[
z(t)(I ⊗ Eerr) + σ

(
I ⊗ ŴF

)] (7)

Substituting Equation (7) into Equation (2), we have the closed-loop system model
which becomes Equation (8).

dx(t)
dt = [I ⊗ A + L ⊗ A1]x(t) + (I ⊗ B2) f (t)

+(I ⊗ B1)ω(t) + (I ⊗ I)∆(t)− (L + CN)⊗ (B2Qα)β
+[I(A1 + βB2Q)]d(t) + (I ⊗ B2)βv(t)
−CN ⊗ (B2ΓN)

[
z(t)(I ⊗ Eerr) + σ

(
I ⊗ ŴF

)]
β

(8)

Next, let ∆x(t) = x(t)− α. With the characterization of the Laplacian matrix, Equation (9)
holds.

(L + CN)⊗ Q[x(t)− α] = (L + CN)⊗ Qx − CN ⊗ (Qα) (9)
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According to Equation (9), Equation (10) can be obtained by substituting ∆x(t) into
Equation (8).

d∆x(t)
dt = (I ⊗ B2) f (t) + (I ⊗ B1)ω(t) + (I ⊗ I)∆(t)

+[I(A1 + βB2Q)]d(t) + CN ⊗ (B2Qα)β + (I ⊗ B2)βu(t)
−CN ⊗ (B2ΓN)

[
z(t)(I ⊗ Eerr) + σ

(
I ⊗ ŴF

)]
β

−[I ⊗ A + L ⊗ A1 − β(I ⊗ B2)(L + CN)⊗ Q]∆x(t)

(10)

According to Assumption 1, Equation (10) can be rewritten as Equation (11).

d∆x(t)
dt = (I ⊗ B2)βv(t) + (I ⊗ B1)ω(t) + (I ⊗ I)∆(t)

−CN ⊗ (B2ΓN)
[
z(t)(I ⊗ Eerr) + σ

(
I ⊗ ŴF

)]
β

−[I ⊗ A + L ⊗ A1 − β(I ⊗ B2)(L + CN)⊗ Q]∆x(t)
+(I ⊗ B2)es(t)

(11)

In Equation (11), CN = diag(ci), es =
[
eT

1 , . . . , eT
N
]T , esi(t) = fni(t) + Wdi(t) + Zα.

Here, since fni(t), di(t), and α are bounded wireless self-organizing network signals, de-
fine esi and esi as unknown constants larger than the lower and upper bounds of esi,
respectively.

To ensure that the system Equation (11) is asymptotically stabilized in the presence
of air–ground wireless self-organizing network perturbations associated with link fail-
ures, unknown internal actuator failures, and unknown external concerns, there exists
Equation (12) that holds. {

lim
t→∞

∆x(t) = 0

lim
t→∞

x(t) = α
(12)

In Equation (12), lim
t→∞

∆x(t) = 0 denotes that the network system (11) is asymptotically

stabilized under an associated perturbation link and an unknown failure of an internal
actuator. lim

t→∞
x(t) = α denotes that the network system (11) has the L2 performance metric.

3. Robust Adaptive Fault-Tolerant Controller Design for Multiple Intelligences

For the above closed-loop system, the composite robust adaptive sliding mode surface
shown in Equation (13) is given in this paper.

slide[∆x(t)] = 0 (13)

In Equation (13), the relevant definition is shown in Equation (14).

slide[∆x(t)] ≡: [slide1(∆x1(t)), . . . , slideN(∆xN(t))]
T (14)

And, the relevant definitions in Equations (13) and (14) are shown in Equation (15).

slidei[∆xi(t)] = ∆xi(t)− ∆xi(t0)

−
∫ t

0



[
A∆xi(τ) +

N
∑

i ̸=j,j=1
aij A1

[
∆xj(τ)− ∆xi(τ)

]]

−B2Q1

[
N
∑

i ̸=j,j=1
aij

[
∆xj(τ)− ∆xi(τ)

]
+ ci∆xi(τ)

]
dτ

(15)

In Equation (15), Q1 is the control gain matrix in Equation (5) and can be obtained by
solving the LMI matrix Equation (16).

[I ⊗ A + L ⊗ A1 − β(I ⊗ B2)(L + CN)⊗ Q1]
T(I ⊗ P)

+(I ⊗ P)[I ⊗ A + L ⊗ A1 − β(I ⊗ B2)(L + CN)⊗ Q1] < 0
(16)
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In Equation (16), P denotes the positive definite matrix and the control gain ma-
trix Q1 is designed to stabilize the regular air–ground wireless self-organizing network
fault-free integrated system. Next, consider the control gain Q1 resolved in Equation (16)
by the air–ground wireless self-organizing network combined system Equation (5), and
design the controller as shown in Equation (17).

ui = Ω̂i∥slideiPB2∥sgn
(
sT

lideiPB2
)T

+Q2
[
(I − ρi)êsi(t) + ρi êsi(t)

]
−
[

1
εβ(x) +

1
εβ2(x) −

1
2β2(x) ·

dβ(x)
dt

]
Eerr

− 1
β(x) [α(t) + γ]

(17)

In Equation (17), Ωi is an existent unknown sufficiently large positive constant satisfy-
ing Equation (18).

2Ωi∥slideiPB2∥2 ≥ ∥slideiPB1∥2 + γi∥slidei∥2 (18)

In Equation (18), γi is any given performance parameter. Ω̂i denotes the estimation
of Ωi, which is regulated by the robust adaptive law of the neural network shown in
Equation (19).

dΩ̂i(t)
dt

= γi∥slideiPB2∥2 (19)

In Equation (19), γi > 0 denotes the weighting coefficient of the robust adap-
tive fault-tolerant regulation law Ω̂i of the direct neural network. The symbolic equa-
tion sgn

(
sT

lideiPB2
)T

=
[
sgn(bi1), . . . , sgn

(
biq

)]T , where bil , l = 1, 2, . . . , q is the lth element
of the vector sT

lideiPB2 and sgn(bil) is defined as shown in Equation (20).

sgn(bil) =


−1, bil > 0
1, bil < 0
0, bil = 0

(20)

Next, the direct neural network moderator is introduced into Equation (17), which
leads to Equation (21).

ui = Ω̂i∥slideiPB2∥sgn
(
sT

lideiPB2
)T

+ Q2
[
(I − ρi)êsi(t) + ρi êsi(t)

]
+β(x)

(
∆ŴTz(t)− µNl

)
−

[
1

εβ(x) +
1

εβ2(x) −
1

2β2(x) ·
dβ(x)

dt

]
Eerr

(21)

In Equation (21), β(x) is the coefficient of ∆ŴT , ∆ŴT = Ŵ − W∗. z(t) is the Gaussian
radial basis function vector. µNl denotes the approximation error of the direct neural
network, which satisfies |µNl | ≤ µN0. Ŵ indicates the estimation of the ideal weights W∗ for
the air–ground wireless self-organizing network. P is a positive definite symmetric matrix
designed in Equation (16). ρi characterizes as the robust adaptive fault tolerant switching
factor of the neural network between constant values 0 and 1, as shown in Equation (22).

ρi = diag
[
ρi1, . . . , ρiq

]
ρil =

{
0, bil ≥ 0
1, bil < 0

(22)

êsil(t) and êsil(t) are the estimates of eil(t) and eil(t), respectively, which are upgraded
by the direct neural network robust adaptive fault tolerance law shown in Equation (23).{

dêsil(t)
dt = ξilmaxbil

dêsil(t)
dt = ξilminbil

(23)
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In Equation (23), both ξilmin, ξilmax > 0 are the robust adaptive fault-tolerant gains
of the direct neural network designed through the operation of the air–ground wireless
self-organizing network system. Then, Equation (24) is given.

∆Ωi(t) = Ω̂i(t)− Ωi
∆esi(t) = êsi(t)− esi
∆esi(t) = êsi(t)− esi

(24)

For Equation (24), the relevant parameters are defined in Equation (25).
esi = [esi1, . . . , esiN ]

T

esi = [esi1, . . . , esiN ]
T

i = 1, 2, . . . , N
(25)

Since both Ωi, esi, esi are constants, the error system shown in Equation (26) can be obtained.
d∆Ωi

dt = dΩ̂i
dt

d∆esi
dt = dêsi

dt
d∆esi

dt = dêsi
dt

(26)

For the air–ground wireless self-organizing network system Equation (11), the direct
neural network robust adaptive fault-tolerant control strategy equation is proposed, and
the control gain Q2 is shown in Equation (27).

−Q2 = I (27)

As a result, the following theorem is given in this paper to ensure the consistent
stabilization of the closed-loop system and error system of the dynamic closed-loop periodic
and error system of air–ground wireless self-organizing network is bounded.

Theorem 1. Considering the air–ground wireless self-organizing network closed-loop system
Equation (11) satisfies Assumptions 1–3, and using the control strategy expressed in Equation (7),
the direct neural network robust adaptive fault-tolerance law Equation (19), and the control gain
Equation (28), then it can be guaranteed that all the signals of the air–ground wireless self-organizing
network sub-closed-loop system are bounded and satisfy lim

t→∞
xi(t) = α for any initial value

of x(t) |t=0 , and the system has an arbitrary L2 performance gain metric γi, and it is assumed that
there exists a positive definite matrix P > 0 satisfying Equation (16). The following proof procedure
is then given.

Proof. First, for the air–ground wireless self-organizing network closed-loop system Equa-
tion (11), define the following Lyapunov generalized function as shown in Equation (28).

V(t) = V1(t) + V2(t) (28)

In Equation (28), the relevant parameters are shown in Equation (29).
V1(t) = sT

lide(I ⊗ P)slide +
N
∑

i=1

∆Ω2
i

γi

+
N
∑

i=1

n
∑

i=1

(1−ρil)∆e2
sil

ξilmax
+

N
∑

i=1

n
∑

i=1

ρil∆e2
sil

ξilmin

V2(t) = 1
2

[
Eerr
β(x) + ∆WT

F Γ−1∆WF

] (29)
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According to Assumptions 1–3, the derivative of V(t) with respect to time t when t > 0
is shown in Equation (30).

dV(t)
dt

=
dV1(t)

dt
+

dV2(t)
dt

(30)

In Equation (30), the relevant parameters are defined as shown in Equations (31) and (32).

dV1(t)
dt = 2

N
∑

i=1
Ω̂i

∥∥sT
lidePB2

∥∥sT
lide + 2

N
∑

i=1
slidePB1ωi

+2sT
lide(I ⊗ P)

N
∑

i=1

n
∑

i=1
Biesil

+2sT
lide(I ⊗ P)

N
∑

i=1

n
∑

l=1
Bik2l

(
êsil + ρil êsil − ρil êsil

)
+

N
∑

i=1

2∆Ωi
γi

· d∆Ωi
dt +

N
∑

i=1

n
∑

l=1

2(1−ρil)∆esil
ξilmax

· d∆esil
dt

+
N
∑

i=1

q
∑

l=1

2ρil ∆esil
ξilmin

· d∆esil
dt

(31)

In Equation (31), Bi is the ith column of I ⊗ B2.

dV2(t)
dt = −

[
1

εβ(x) +
1

εβ2(x)

]
E2

err +
d(t)
β(x)Eerr

−µNlEerr − σ∆WT
F ŴF

(32)

Against dV1(t)
dt , it can be noted that Equation (33) holds.

sT
lide(I ⊗ P)

N
∑

i=1

n
∑

i=1
Biesil

≤ sT
lide(I ⊗ P)

N
∑

i=1

n
∑

i=1
Bi(esil + ρilesil − ρilesil)

(33)

In Equation (33), ρil is defined in Equation (22), and Equation (31) can be written as
Equation (34) by utilizing the direct neural network robust adaptive fault-tolerance law
Equation (19) and control gain Equation (27).

dV1(t)
dt ≤ 2

N
∑

i=1
Ω̂i

∥∥sT
lidePB2

∥∥sT
lidePB2sgn

(
sT

lidePB2
)T

+2
N
∑

i=1
slidePB1ωi + 2sT

lide(I ⊗ P)
N
∑

i=1

n
∑

i=1
Bi(esil + ρilesil − ρilesil)

+2sT
lide(I ⊗ P)

N
∑

i=1

n
∑

l=1
Bik2l

(
êsil + ρil êsil − ρil êsil

)
+

N
∑

i=1

2∆Ωi
γi

· d∆Ωi
dt +

N
∑

i=1

n
∑

l=1

2(1−ρil)∆esil
ξilmax

· d∆esil
dt

+
N
∑

i=1

n
∑

l=1

2ρil ∆esil
ξilmin

· d∆esil
dt

≤ 2
N
∑

i=1
Ω̂i

∥∥sT
lidePB2

∥∥sT
lidePB2sgn

(
sT

lidePB2
)T

+2
N
∑

i=1

∥∥sT
lidePB1

∥∥∥ωi∥+
N
∑

i=1

2∆Ωi
γi

· d∆Ωi
dt

(34)
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From Equation (20), the inequality sT
lidePB2sgn

(
sT

lidePB2
)T ≤ −

∥∥sT
lidePB2

∥∥ always
holds, then Equation (35) holds according to Equations (18) and (19).

dV1(t)
dt ≤ −

N
∑

i=1

(
2Ω̂i

∥∥sT
lidePB2

∥∥2 −
∥∥sT

lidePB1
∥∥2 − γi∥slide∥2

)
+

N
∑

i=1

(
∥ωi∥2 − γi∥slide∥2

)
+

N
∑

i=1

2∆Ωi
γi

· d∆Ωi
dt

=
N
∑

i=1

(
∥ωi∥2 − γi∥slide∥2

) (35)

Obviously, assuming ∥slide∥ ≥ ∥ωi∥√
γi

, we have dV1(t)
dt < 0, implying that the air–ground

wireless self-organizing network signals are consistent and ultimately bounded, as shown
in Equation (36).

lim
t→∞

∥slide∥ ∈
{

slide ∈ Rn
∣∣∣∣∥slide∥ ≥ ∥ωi∥√

γi

}
(36)

For inequality (35), integrating with the interval t ∈ [0, ∞) is as shown in Equation (37).

V1(t)− V1(t0) ≤
N

∑
i=1

(
−
∫ ∞

0
γi∥slide(τ)∥2dτ +

∫ ∞

0
∥ωi(τ)∥2dτ

)
(37)

Equation (38) can be obtained from Equation (37).

N

∑
i=1

∫ ∞

0
γi∥slide(τ)∥2dτ ≤ V1(t0) +

N

∑
i=1

∫ ∞

0
∥ωi(τ)∥2dτ (38)

Equation (38) defines the relevant parameters as shown in Equation (39).

V1(t0) = sT
lide(t0)(I ⊗ P)slide(t0) +

N
∑

i=1

∆Ω2
i (t0)
γi

+
N
∑

i=1

n
∑

l=1

(1−ρil)∆e2
sil(t0)

ξilmax
+

N
∑

i=1

n
∑

l=1

ρil∆e2
sil(t0)

ξilmin

(39)

Assuming that the initial value of 0 is selected, the L2 gain can be expressed as
Equation (40).

γi
∫ ∞

0 ∥slide(τ)∥2dτ ≤ ∆Ω2
i (t0)
γi

+
∫ ∞

0 ∥ωi(τ)∥2dτ

+
n
∑

l=1

(1−ρil)∆e2
sil(t0)

ξilmax
+

n
∑

l=1

ρil∆e2
sil(t0)

ξilmin

(40)

Since ωi ∈ Lm
2 [0, ∞), we denote

∫ ∞
0 ∥ωi(τ)∥2dτ < ∞, and then we have

∫ ∞
0 ∥slide(τ)∥2dτ <

∞ according to Equation (41). Invoking Barbalat’s Lemma [27,28], we have lim
t→∞

slide(t) = 0,

i.e., the error ∆x converges asymptotically to zero. And, it can be guaranteed that
Equation (41) holds. 

lim
t→∞

dΩi(t)
dt = 0

lim
t→∞

desi(t)
dt = 0

lim
t→∞

desi(t)
dt = 0

(41)

According to Equation (40) and references [29–31], the disturbance attenuation L2 gain
level in integrated wireless ad hoc network systems can be ensured to be a sufficiently
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small value controlled by γi. For dV2(t)
dt , based on Equations (17), (21), and (32), we can

derive Equation (42).

2∆WT
F ŴF = ∆WT

F (∆WF + W∗
F ) +

(
ŴF − W∗

F
)TŴF

= ∆WT
F ŴF +

(
ŴF − W∗

F
)TW∗

F + ŴT
F ŴF − W∗T

F ŴF

=
∥∥ŴF

∥∥2
+ ∥∆WF∥2 − ∥W∗

F∥
2 ≥ ∥∆WF∥2 − ∥W∗

F∥
2

(42)

Based on the derivation, we can also obtain Equation (43).
d(t)
β(x)Eerr ≤ E2

err
εβ2(x) +

εd2(t)
4

|µNlEerr| ≤ E2
err

2εβ(x) +
ε
2 µ2

Nl β(x) ≤ E2
err

2εβ(x) +
ε
2 µ2

Nl β
(43)

Since |µNl | ≤ µN0, |d(t)| ≤ d0, Equation (44) holds.

dV2(t)
dt ≤

− E2
err

2εβ2(x) −
σ
2 ∥∆WF∥2 + ε

2 µ2
N0β + ε

4 d2
0 +

σ
2 ∥W∗

F∥
2 (44)

In this case, since ∆WT
F Γ−1∆WF ≤ γ∥∆WF∥2 and γ represents the maximum eigen-

value of Γ−1, Equation (45) holds.

dV2(t)
dt

≤ − 1
α0

V2(t) +
ε

2
µ2

N0β +
ε

4
d2

0 +
σ

2
∥W∗

F∥
2 (45)

Equation (45) states that α0 = max
{

ε, γ
σ

}
. If we solve the inequality in Equation (45),

we have Equation (46) holding.{
dV2(t)

dt ≤ e−
t

α0 V2(0) + α0

(
ε
2 µ2

N0β + ε
4 d2

0 +
σ
2 ∥W∗

F∥
2
)

t ≥ 0
(46)

In Equation (46), since V2(0) is bounded, the inequality (46) implies that both Eerr and

ŴF(t) are bounded. By Equation (29), it follows that V2(t) ≥ E2
err

2β(x) , and, consequently,
Equation (47) holds.

Eerr ≤
√

2β(x)V2(t) ≤
√

2βV2(t) (47)

By combining Equation (46) along with the inequality
√

ab ≤
√

a +
√

b(a > 0, b > 0),
we can conclude that Equation (48) holds.

|Eerr| ≤
e−

t
2α0

√
2βV2(0) +

√
α0β ·

√
εµ2

N0β + ε
2 d2

0 + σ
∥∥W∗

F

∥∥2

t ≥ 0

(48)

The proof is complete. □

Moreover, similar to the proof of Theorem 1, according to Equation (33), Equation (49)
holds if and only if slide = 0.

sT
lide(I ⊗ P)

N

∑
i=1

n

∑
i=1

Bi flesil = sT
lide(I ⊗ P)

N

∑
i=1

n

∑
i=1

Bi fl(esil + ρilesil − ρilesil) (49)
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And dV1(t)
dt = 0 if and only if slidei = 0, i = 1, 2, . . . , N. A set as shown in Equation (50)

can be found.

CE =

{(
s, ê, ê

)
:

dV1(t)
dt

= 0
}

=
{(

s, ê, ê
)

: slidei = 0
}

(50)

where, in Equation (50), the relevant parameters are defined as shown in Equation (51).
s = (s1, . . . , sN)

T

ê = (ê1, . . . , êN)
T

ê =
(
ê1, . . . , êN

)T
(51)

Starting from any initial value s1(0), ê(0), ê(0), the ideal target optimal trajectory con-
verges asymptotically and stably to s1 = 0, êi = ei, êi = ei, where ei, ei is a constant. Based on
the LaSalle invariant set principle, the optimal tracking trajectory of the network system con-
verges to the maximum positive invariant subset ME =

{(
s, ê, ê

)
: s = 0, dê

dt = 0, dê
dt = 0

}
.

According to Equations (11) and (31), it can be found that the system error converges
asymptotically to 0. It is assumed that there exists Q1 and P such that inequality (16) holds.

4. Simulation and Experiment Test Analysis
4.1. Simulation Analysis

In this paper, MATLAB software is used for simulation verification and analysis
to simulate and test the performance of the controller designed in this paper, and the
following initial conditions are given in reference [32–34]. The overall simulation time is
50 s. Considering an extensive system composed of two identical air–ground integrated
dynamic subsystems, the relevant parameters are defined in Equation (52). For the sake of
generality, both “System 1” and “System 2” in the simulation analysis of this paper contain
four subsystems with the same dynamics.

A =

[
−1.24 0.261
1 0.124

]
, B1 =

[
1.2461 1
−2.14 −1.24

]
A1 =

[
0.61 0
0 0.61

]
, B2 =

[
2.14 −1.2461
1 −1.24

] (52)

The air–ground integrated wireless mobile self-organizing network topology matrix L
is defined in Equation (53).

L =


−1.24 0.223 0.567 0.312
0.161 −1.24 0.611 0.337
0.215 0.497 −1.24 0.342
0.117 0.312 0.611 −1.24

 (53)

The simulation parameters and initial values in Equation (54) are given.
γi = 124, ξilmax = 100, c = 0.99
∆esil = 12, ∆esil(0) = −12
x1(0) = [2,−1.0]T , x2(0) = [1,−0.5]T

x3(0) = [0.5,−1.5]T , x4(0) = [0.5,−3]T

(54)

The MATLAB 2020b software was used to solve the LMI to obtain Equation (55).
P =

[
0.1261 −0.0214
−0.0214 0.0278

]
K1 =

[
1.8127 −2.6914
1.8127 −3.6641

] (55)
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This paper considers the following two modes: one for normal operation and one for
faulty operation. They are described as follows.

Simulation Test 1
(1) Cooperative flight control of UAV subsystems in normal operation mode: all the

subsystems are in normal operation mode. To show the performance of the controller
intuitively, this paper makes the ideal output values of the quadcopter UAV set as follows:
the three significant angles of the subsystem 1 are 80, 60, and 40, respectively; the three
significant angles of the subsystem 2 are −90, −70, and −50, respectively. Then, the
simulation can be obtained as shown in Figure 1.
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Figure 1. UAV subsystem flight control in normal operating mode.

From Figure 1, it is very intuitive to see that when the subsystems are all in regular
operation, the overall flight control performance can reach the ideal output state very
accurately under the feedback control of the controller designed in this paper.

(2) Subsystem wireless self-organizing network association link in normal working
mode: all the subsystem wireless self-organizing network association links are in normal
working mode. To show the performance of the controller intuitively, this paper makes the
ideal output value of the wireless self-organizing network association link set as follows: the
response of the association link of subsystem 1 is 2.5 sin(t); the reaction of the association
link of subsystem 2 is 1.5 sin(t); the answer of the association link between subsystem 1 and
subsystem 2 is 0.5 sin(t). Then, the simulation curve, as shown in Figure 2, can be obtained.
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From Figure 2, it is intuitive to see that when the subsystems are all in regular opera-
tion, the overall wireless self-organizing network association link performance can reach
the ideal output state precisely under the feedback control of the controller designed in
this paper.

Simulation Test 2
(1) Cooperative flight control of UAV subsystems in faulty operation mode: All sub-

systems are in normal operation mode. Subsystem 1 suffers from sudden interruption
failure of the internal actuator of the UAV and random time delay failure of wireless self-
organized network communication at the 10th and 30th seconds simultaneously, and the
failure continues until the end of the simulation; subsystem 2 suffers from the partial failure
of the internal actuator of the UAV and slight probability of packet loss failure of wire-
less self-organized network communication at the 20th and 40th seconds simultaneously.
Subsystem 2 suffers from a partial failure of the internal actuator of the UAV and a small
probability of packet loss in the wireless self-organizing network communication at the 20th
and 40th seconds, and the failure continues until the end of the simulation. To visualize the
controller’s performance, this paper makes the ideal output value setting of the quadcopter
UAV consistent with the ordinary operation mode, and the perfect output value setting of
the wireless self-organized network association link compatible with the ordinary operation
mode. Then, the simulation curves can be obtained, as shown in Figures 3–7.
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Figure 3 shows that a total of 4 peaks and three troughs (defining upward fluctuations
of the curve as peaks and downward fluctuations as troughs) occur when subsystem 1
and subsystem 2 encounter faulty disturbances during the simulation. Among them, for
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subsystem 1, between 10 s and 20 s, two wave peaks appeared in the three significant
angles of the quadcopter UAV, with mountains of 85.74, 63.65, and 42.14, and 83.56, 61.44,
and 41.76, and fluctuation errors of +5.74, +3.65, and +2.14, and +3.56, +1.44, and +1.76,
respectively, and between 30 s and 35 s, there are two troughs in the three significant angles
of the quadcopter UAV, with tracks of 72.31, 51.97, 33.77, 76.75, 56.72, 36.58, and fluctuation
errors of −7.69, −8.03, −6.23, and −3.25, −3.28, −3.42, respectively. For subsystem 2,
between 20 s and 25 s, the three significant angles of the quadcopter UAV appeared as two
wave peaks, with peaks: −47.19, −63.78, −86.97; −48.27, −68.44, −89.23, and fluctuation
errors: +2.81, +6.22, +3.03; +1.73, +1.56, 0.77, respectively, and at the 40th s, the three major
quadcopter UAV angles appear in one trough; the troughs are −63.21, −88.64, −102.37, and
the fluctuation errors are −13.21, −18.64, −12.37, respectively. In summary, the fluctuation
errors are within the allowable range, i.e., the three significant angles of the quadcopter
UAVs of subsystem 1 and subsystem 2, the pitch, the roll, and the yaw angles can be
gradually stabilized and accurately reach the system’s expected values with the designed
controllers, and the system’s desired values can be precisely achieved with the designed
controllers stabilization and accurately reach the desired values of the system.

From Figure 4, it can be intuitively seen that, for subsystem 1, the wireless self-
organizing network association link has one peak at the 10th s, with a fluctuation error of
+1.51, and one trough at the 30th s, with a fluctuation error of −1.47. The fluctuation errors
are all in the permissible range, i.e., the wireless self-organizing network association link of
subsystem 1 can be gradually stabilized along with the designed controller and accurately
meet the desired value of the system. They stabilize and accurately reach the expected
value of the system.

From Figure 5, it can be seen very intuitively that for subsystem 2, there is one wave
peak with a fluctuation error of +0.58 for the wireless self-organizing network association
link at 20 s and one wave peak with a fluctuation error of +0.49 at 40 s. The fluctuation errors
are all within the permissible range, i.e., the wireless self-organizing network association
link of subsystem 2 can gradually stabilize with the designed controller to reach the system’s
accurately desired value.

From Figure 6, it can be intuitively seen that for the wireless self-organizing network
association link between subsystem 1 and subsystem 2, there are three peaks and one
trough between the 10th and 40th s, with fluctuation errors of +0.24, +0.37, −0.26, and +0.32,
respectively. The fluctuation errors are within the permissible range, i.e., the wireless self-
organizing network association link between subsystem 1 and subsystem 2 can gradually
stabilize with the designed controller to reach the desired value of the system accurately.

From Figure 7, it can be seen very intuitively that the overall tracking error system
under the failure modes of subsystem 1 and subsystem 2 can be adjusted with the feedback
control of the controller designed in this paper. After a short period of feedback adjustment,
the error asymptotically converges to zero and finally reaches a stable state.

4.2. Experiment Test Analysis

To verify the practical application performance of the controller designed in this
paper, the experimental equipment shown in Figure 8 is used in this paper, and the field
experiment contains one signal source node, two airborne relay self-organizing network
nodes, one vehicle-mounted relay self-organizing network node, and one letter-host self-
organizing network node. Among them, the wireless self-organizing network node self-
organizing network protocol is 802.15.4, the operating frequency is 2.4 GHz, and the UAV
models are M100 and W100. The maximum moving speed of the air self-organizing network
node 1 is 91 km/h, the maximum moving speed of the air self-organizing network node 2
is 65 km/h, the maximum moving speed of the vehicle self-organizing network node 1 is
70 km/h, and the transmission distance between nodes range d ∈ [8, 10] km. Compared to
the analysis of simulation results, the performance of the controller cannot be fully reflected
from the generality at present due to the limitation of the experimental equipment, but this
paper has provided three mobile self-organizing nodes as far as possible, including one
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ground mobile organizing node and two airmobile organizing nodes. This research team
will continue to conduct in-depth research and discuss the subsequent purchase plan and
will improve the general experimental results as much as possible in future research.
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Figure 8. The overall experimental framework structure.

As shown in Figure 8, 1⃝ denotes the experimental test environment. 2⃝ denotes
the signal source node. 3⃝ denotes the on-board signaling node. 4⃝ denotes the air self-
organizing network node 1: M100. 5⃝ denotes the air self-organizing network node 2:
W100, where the signal source network node is numbered as “65CB”, the vehicle network
node is numbered as “65FD”, the air network node one is numbered as “5F0C”, and the
air network node two is numbered as “A “5F0C”, and air network node two is numbered
“A230”. In the first test, without adding the controller designed in this paper, there is a
wireless self-organizing network topology shown in Figure 9.
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It can be intuitively seen from Figure 9 that when the controller designed in this paper
is not added, when the highest moving speed of the vehicle-based networking node is
70 km/h, the highest moving rate of the airborne networking node 1 is 91 km/h, the
highest moving speed of the airborne networking node 2 is 65 km/h. The communication
distance between the networking nodes is up to 10,000 m, and the unknown topology of the
networking topology occurs in the process of the network test. When interference occurs,
the air–ground integrated wireless self-organizing network topology appears to have two
kinds of abnormal and unstable topologies, which seriously affect the performance index of
wireless self-organizing network nodes. The 1⃝ in Figure 9 represents the irregular topology
1, and the 2⃝ in Figure 9 illustrates the irregular, unstable topology 2. Then, the wireless
self-organizing network topology is tested when the controller designed in this paper is
added, as shown in Figure 10.
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The experimental environment and experimental parameter settings in Figure 10 are
consistent with those in Figure 9. From Figure 10, it can be intuitively seen that by adding
the controller designed in this paper, the air–ground integrated wireless self-organizing
network topology is stable and reliable, and the wireless self-organizing network nodes
all usually work with good performance. Comparing with Figure 9, it can be seen that
the stability of the wireless self-organizing network topology is significantly improved, in
which the strength of the performance is maximally enhanced by 50%.

5. Conclusions and Outlook
5.1. Conclusions

This paper takes the air–ground integrated wireless mobile self-organizing network
cluster system as the research object, based on the neural network intelligent control and ro-
bust adaptive fault-tolerant control theory, designs the intelligent, cooperative fault-tolerant
controller applicable to the mobile cluster system under the long-distance transmission,
and from the simulation results: the cluster subsystem, in the face of the wireless mobile
self-organizing network communication faults and the unknown faults of its actuator,
the dynamic fluctuation of rotary-wing UAV in the subsystem is within the permissible
error range. The emotional change of the wireless self-organized network association link
among the three angles/subsystems is within the allowable error range, and the cluster
system conforms to the asymptotic stabilization principle and shows good robustness, fault
tolerance, and self-learning adaptive regulation, which provides a specific research basis
for the subsequent research. From the experimental results: when the farthest transmission
distance between nodes of air–ground self-organizing network is 10 km, and the nodes
move at the speed interval of [0, 91] km/h, the overall loop success rate of air–ground
integrated clustered mobile grouping system is relatively stable, with minor fluctuations,
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the wireless self-organizing network signal transmission is relatively stable, and the wire-
less self-organizing network topology is stable, which is of particular application value.
The controller proposed in this paper effectively improves the long-distance transmission
performance of air–ground integrated wireless high-mobility self-organizing network, and
this paper provides a certain research basis for the future multi-intelligent flying network-
ing economic system, and the fields involved include border patrol, forest fire prevention,
unmanned courier in the air–ground, post-disaster reconstruction, and early warning
of accidents.

5.2. Outlook

In this paper, we design an intelligent, cooperative fault-tolerant controller for the
long-distance transmission of a high-mobility trunking system, which achieves good results
in simulation and experiments for the long-distance trunking transmission system of air–
ground integrated wireless high-mobility self-organizing network. The controller designed
in this paper still has certain deficiencies from a long-term perspective, such as how to
realize cooperative computation, control, and decision-making among bits of intelligence
on the edge networking nodes; how to ensure the robustness and safety of air–ground
integrated wireless high-mobility self-organizing network system in the long-distance
transmission process, etc., which still needs to be in-depth and closely combined with the
discipline of artificial intelligence, and take into account the close connection of reinforce-
ment learning, deep learning, edge computing, and other technologies. Computing and
other technologies are closely linked. This paper also provides a specific research basis for
the stability control of multi-intelligent body clusters under the long-distance transmission
of an air–ground integrated wireless high-mobility self-organizing network system.
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