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Abstract: Graph neural networks (GNNs) have shown significant success in graph representation
learning. However, the performance of existing GNNs degrades seriously when their layers deepen
due to the over-smoothing issue. The node embedding incline converges to a certain value when
GNNs repeat, aggregating the representations of the receptive field. The main reason for over-
smoothing is that the receptive field of each node tends to be similar as the layers increase, which
leads to different nodes aggregating similar information. To solve this problem, we propose an
adaptive multi-channel deep graph neural network (AMD-GNN) to adaptively and symmetrically
aggregate information from the deep receptive field. The proposed model ensures that the receptive
field of each node in the deep layer is different so that the node representations are distinguishable.
The experimental results demonstrate that AMD-GNN achieves state-of-the-art performance on node
classification tasks with deep models.

Keywords: graph neural networks; graph representation learning; over-smoothing

1. Introduction

The purpose of graph representation learning is to encode graph information into
node embedding. In recent years, graph representation learning has been extensively
applied in various application scenarios, such as node classification [1–6], node cluster-
ing [7–10], link prediction [11–13], and graph classification [14–17]. Graph neural networks
(GNNs) [18] are generally considered one of the most effective graph representation learn-
ing methods. They have gained significant attention because they can naturally integrate
the information of graph structure and node attributes simultaneously. The message pass-
ing mechanism in GNNs is inspired by the convolution operation of convolutional neural
networks (CNNs) [19]. In CNNs, a deeper layer makes a larger receptive field size to
capture a more expressive representation. Typically, more depth leads to better recognition
performance [20,21]. However, some GNN models [5,6] always achieve the best expres-
siveness with shallow architectures, i.e., two or three layers. Generally, GNN architectures
contain fewer than three layers because of the over-smoothing problem [22,23].

In GNNs, over-smoothing means that as the depth of the neural network increases,
node representations gradually become indistinguishable. This phenomenon makes node
representations unrelated to the input features, leading to vanishing gradients and poor
performance in downstream tasks. The main reason for over-smoothing is that the number
of nodes in the receptive field for each node increases exponentially along with increases in
the depth of GNNs. Furthermore, the receptive field of different nodes tends to be similar.
Then, different nodes aggregate similar information. As a result, the representation of every
node becomes indistinguishable.

Some researchers [3,16,24–29] have worked on designing deep GNN models to over-
come the over-smoothing problem. For example, Xu et al. [27] selected the receptive field
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by adding the representation of each layer to the representation of the last layer, which is
the well-known JKNet algorithm. Rong et al. [26] proposed creating a random receptive
field by randomly removing a certain number of edges from the original graph, which is
the well-known DropEdge algorithm. However, these algorithms generally change aggre-
gation operations on the fixed receptive field or make a random receptive field. Recently,
adaptive selecting receptive field algorithms [16,29] have been proposed. For instance,
Ma et al. [16] used anonymous random walks and mutual information to capture node
structure information and then adaptively constructed a receptive field for each node with
structural information. Zhou et al. [29] applied the Dirichlet energy of node embedding to
quantify over-smoothing and adaptively build the receptive field by constraining Dirichlet
energy in an appropriate range. However, these methods construct the receptive field using
the entire feature vectors as a whole. In fact, not all feature vector dimensions play the
same role. We need to consider each dimension of information of the feature vector at a
fine granularity. Characterizing every dimension of the personalized feature vector may
help the node representations in deep receptive fields to be distinctive. At the same time,
the level of the feature vector can provide coarse-grained information.

To adaptively build a unique receptive field for each node, in this work, we devel-
oped a model with two different granularity channels called adaptive multi-channel deep
graph neural network (AMD-GNN), shown in Figure 1. Our method combines the node
embedding learned by the coarse-grained receptive field (i.e., feature vector level) and
the fine-grained receptive field (i.e., dimension level) in a certain ratio. Then, we obtain
a unique node embedding for each node. The unique receptive field can ensure node
embedding remains different for a deep model. In addition, we decouple transformation
and propagation to avoid feature over-smoothing in the propagation process. Meanwhile,
decoupling can significantly reduce the number of parameters in a multi-channel deep
model and optimize the training process. By combining decoupling and multi-channel
symmetrically aggregation of the receptive field, our deep graph neural network model can
prevent the over-smoothing issue and be trained quickly. In summary, this paper provides
the following three major contributions:
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Figure 1. The framework of AMD-GNN model. AMD-GNN decoupled representation transformation
and propagation, and it obtained node representations from two channels. In fine-grained channel,
S is the set of projection vectors that compute retainment scores for different dimensions in a node
feature vector. In coarse-grained channel, α0, α1, αk represent the retainment scores of different nodes
feature vectors. β is the balance ratio between two channels.

1. We propose a new deep GNN model that creates a unique receptive field for each
node by combining adaptive receptive fields at different granularities. The unique
receptive field ensures node embedding remains different for a deep model.



Symmetry 2024, 16, 406 3 of 12

2. With decoupling transformation and propagation, the original features are retained
and the parameters and training time are reduced, which ensures the robustness of
the model in deep layers.

3. We conducted extensive experiments on four real datasets and compared them with
state-of-the-art models. The experimental results demonstrate the effectiveness of the
proposed model.

2. Related Works

In this section, we will give a brief introduction to graph neural networks related to
the over-smoothing issue.

Graph neural networks have a powerful ability to deal with graph data and have
attracted widespread attention in recent years. Chebyshev [18] generalized a convolutional
neural network (CNN) from regular grids (i.e., images) to irregular grids (i.e., graphs),
which is an early version of GNN. GCN [5] simplifies the previous work and has become a
popular GNN model. Based on guidance from the topological structure, GCN learns node
representations by aggregating information from neighboring nodes. GraphSAGE [30]
provides mean/max symmetrical aggregation methods and an asymmetric LSTM pooling
method to sample and aggregate features within a neighborhood. GAT [6] uses an attention
mechanism to learn the attention score between nodes and their neighbors. GIN [31] aims
at distinguishing different graph structures. SGC [32] simplifies GCN on the aspect of
nonlinearity and adjacency matrix normalization.

Unlike CNNs, node embeddings in GNNs tend to be similar as the layers deepen.
This phenomenon is called over-smoothing. There have been some related works focused
on this problem. ResNet [20] gives GNNs the ability of the original CNNs to deepen the
model by introducing residual connections and dense connections. JKNet [27] adds the
residual connections of each layer to the representation of the last layer, which flexibly
leverages the different neighborhood ranges of each node. Pairnorm [28] keeps the distance
between the features of all nodes as a constant at each layer, which prevents all the nodes’
representations from becoming indistinguishable. DropEdge [26] discards a certain number
of edges during each epoch training. In this way, over-smoothing is avoided. APPNP [25]
uses the personalized PageRank matrix to replace the power of the graph convolution
matrix, which extends the model to a deeper layer. GCNII [3] uses residual connections
from the initial layer and the identity mapping to overcome the over-smoothing problem.
Additionally, there are other methods that employ adaptive mechanisms for aggregating
multi-channel features, such as AM-GCN [33]; however, they do not explore the over-
smoothing problem.

We aimed to overcome over-smoothing by adaptively constructing unique receptive
fields to maintain the difference of deep node representation. Additionally, we decoupled
the transformation and propagation processes, resulting in the preservation of original
features while concurrently reducing parameters and training time, which ensures the
robustness of the model in deep layers.

3. Preliminary

In this section, we first introduce the semi-supervised node classification task and the
problem formulation. Then, we briefly review graph neural networks.

3.1. Semi-Supervised Node Classification

We consider an undirected unweighted graph G = (V, E) with |V| = n nodes and
|E| = m edges. The feature matrix is denoted as X = [x1, x2, · · · , xn]

T , where xi ∈ Rd

represents a d-dimensional feature vector of node vi. Every node belongs to a class, and c
is the number of classes in a given dataset. In a semi-supervised node classification task,
the goal is to predict the labels for nodes in the unlabeled set Vu with the supervision of
labeled set Vl .
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3.2. Graph Neural Networks

In the message-passing graph neural networks, the aggregating neighborhood uses
aggregation and combination operations to capture the information from neighbor nodes
that are one or more hops away from the target node. The operation on node vi at the k-th
graph neural network layer can be defined as follows:

h(l)i = COMBINE(l)
(

h(l−1)
i , a(l)i

)
(1)

where
a(l)i = AGGREGATE(l)

({
h(l−1)

j : vj ∈ N(vi)
})

(2)

where h(l)i is the feature vector of node vi in the l-th layer, and h(0)i = xi. N(vi) is a set of
neighbor nodes of vi. COMBINE (·) and AGGREGATE (·) result in different models for
different values of N(vi). For instance, the two-layer vanilla GCN equation [5] can be
described as follows:

Z = so f tmax
(

ÂReLU
(

ÂXW(0)
)

W(1)
)

(3)

where Â =
∼
D

− 1
2 ∼

A
∼
D

− 1
2
;
∼
D and

∼
A are the degree matrix and adjacency matrix with self-loops,

respectively.

4. AMD-GNN Model

We propose a novel adaptive method to obtain the receptive field, which combines the
coarse-grained and fine-grained receptive fields. The framework of the proposed approach
is shown in Figure 1. We decouple transformation and propagation to retain the original
features and optimize the training so that different nodes still retain differences when the
networks extend to the deep level. Next, we introduce each component of our approach
and conclude with the overall model architecture.

Decoupling. The number of parameters in representation transformation intertwine
with the receptive fields of propagation due to the entanglement of representation transfor-
mation and propagation [34]. When considering a large receptive field, every propagation
process requires a transformation function, leading to a large number of parameters. So, it
is hard to train a deep GNN with numerous parameters. In fact, representation transfor-
mation and propagation can be regarded as two separate operations. MLP performs well
without using graph structure information because the initial features of a node are used to
predict its class completely. Propagation uses the graph’s topology to make node represen-
tations similar if they belong to the same class. Based on the above analysis, representation
transformation produces effects using features, and propagation uses structure to play a
role. They are two independent processes. So, we decouple representation transformation
and propagation in Equation (3), described as

Z = MLP(X) ∈ Rn×c (4)

where
H(l) = ÂlZ ∈ Rn×c (5)

where MLP indicates a multi-layer perception network that transforms the original feature

matrix X to the node feature hidden representation matrix Z ∈ Rn×c.Â =
∼
D

−1/2∼
A

∼
D

−1/2
,

where
∼
D = D + I, and

∼
A = A + I. l denotes the number of layers, and Âl represents the

symmetric normalized adjacency matrix propagating the l-th layer, which means that H(l)

captures the node information from l-hop neighbors.
Coarse-Grained Channel. In Equation (5), the over-smoothing phenomenon is rep-

resented as lim
l→∞

Al H(0) = H∞, where the H∞ of different nodes become indistinguishable
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because of aggregating the same receptive field. This suggests that the model loses discrim-
inative information provided by the node features as the number of layers increases. In the
coarse-grained channel, we take the complete vector representation of nodes as the unit
and provide a learnable adaptive weight to the node representations of each layer. In this
simple way, AMD-GNN can adaptively control the contribution of the propagation step of
each layer. These learnable weights also show the topological information of a graph under
coarse granularity. The coarse-grained channel is described as

Zcoarse =
k

∑
l=0

α(l)H(l) ∈ Rn×c. (6)

where H(l) ∈ Rn×c is the node representations in the l-th layer, and H(0) = Z. α(l) =

diag
(

α
(l)
1 , α

(l)
2 , · · · , α

(l)
n

)
, where α

(l)
i , s.t.i = 1, 2, · · · , n denotes the learnable adaptive weight

in the l-th layer. Zcoarse indicates node embedding under the coarse-grained channel.
Fine-Grained Channel. In the fine-grained channel, we adaptively select the receptive

field by taking each dimension of the node representation as the unit. For each feature vector,
we assign an adaptive score to each feature dimension in each layer, which is obtained by
multiplying the learnable set of s =

{
s(1), s(2), · · · , s(c)

}
, s(j) ∈ Rc, s.t. j = 1, 2, · · · , d is a

trainable project vector. We describe the fine-grained channel as

S(l)
j = H(l)s(j), s.t. l = 0, 1, · · · , k, j = 1, 2, · · · , c ∈ Rn×1. (7)

S(l) = stack
(

S(l)
1 , S(l)

2 , · · · , S(l)
c

)
, s.t. l = 0, 1, · · · , k ∈ Rn×c (8)

Z(l)
f ine = S(l) ⊙ H(l), s.t. l = 0, 1, · · · , k ∈ Rn×c (9)

Z f ine =
k

∑
l=0

Z(l)
f ine, s.t. l = 0, 1, · · · , k ∈ Rn×c (10)

where S(l)
j is an adaptive score vector of node representations to the j-th feature dimension

in the l-th layer, and k is a hyper-parameter indicating the depth of AMD-GNN. The stack
function stacks all adaptive score vectors of feature dimensions along the first-dimension
axis to obtain an adaptive score matrix containing all feature dimensions of all nodes.
Z(l)

f ine denotes node embedding of the l-th layer under the fine-grained channel, which

can be obtained by the Hadamard product of S(l) and H(l). Z f ine indicates the final node

embedding under the fine-grained channel by summing over Z(l)
f ine belonging to various

layers. By adding the representations under the two channels in a certain ratio, we obtain
the representations of different nodes under the adaptive receptor field. The final output
can be expressed as

Xout = so f tmax
(
(1 − β)Zcoarse + βZ f ine

)
(11)

where β is a hyper-parameter used to balance the results of two channels, for which we
finally determined the optimal value to be 0.681 with the aid of prior knowledge and a grid
search with a step size of 0.001.

5. Experiments

In this section, we evaluate the performance of AMD-GNN against the state-of-the-art
graph neural network models on a wide variety of open graph datasets and demonstrate
the effectiveness of AMD-GNN.

5.1. Experimental Setup

Datasets. We used three real-world datasets, Cora, Citeseer, and Pubmed, for semi-
supervised node classification and used the Cornell dataset for stability analysis. Cora,
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Citeseer, and Pubmed are citation network benchmark datasets [35]. In these citation
datasets, nodes correspond to papers, and edges correspond to citations between papers.
Node features are the bag-of-words representation of papers, and node labels are academic
topics. Cornell is a webpage dataset, where nodes and edges represent web pages and
hyperlinks, respectively [36]. Node features are the bag-of-words representation of web-
pages, and node labels are page categories (student, project, course, staff, and faculty). The
statistics of the datasets are summarized in Table 1.

Table 1. Dataset statistics.

Dataset Classes Nodes Edges Features

Cora 7 2708 5429 1433
Citeseer 6 3327 4732 3703
Pubmed 3 19,717 44,338 500
Cornell 5 183 295 1703

Baselines. We compared our AMD-GCN with the following baseline methods: (1) Ba-
sic GNN models: GCN [5] and GAT [6]; (2) GNN models with a fixed receptive field:
APPNP [25] and JKNet [27]; (3) GNN models with a random receptive field: GCN + DropE-
dge [26] and IncepGCN + DropEdge [26]; (4) a GNN model with an adaptive receptive
field: DAGNN [22].

Settings. We conducted full-supervised node classification tasks and chose node clas-
sification accuracy as the metric to evaluate all models. Following the approach in [10,37],
we performed random training/validation/testing splits on all datasets, allocating 48%
of the nodes for training, 32% for validation, and the remaining nodes for testing. We
generated 10 random splits for all datasets and applied the same splits to all models. All
baseline models were implemented in PyTorch with the Adam optimizer [38], and their
hyper-parameters followed their original settings. For our AMD-GNN, we set β = 0.681
and 1 − β = 0.319 as the aggregation coefficients for two channels, respectively, based
on experiments and previous experience. Early stopping with a patience of 40 epochs
was employed. We tuned the remaining hyper-parameters of our model based on the
performance on the validation set, and detailed configurations can be found in Table 2. To
verify the performance of each model at different depths, we varied the number of layers
between 2, 4, 8, 16, 32, and 64. We ran experiments 10 times and report the mean values in
Table 3.

Table 2. The hyperparameters for AMD-GNN.

Dataset Hyperparameters

Cora hidden units: 64, lr: 0.01, dropout: 0.5, L2 : 0.005
Citeseer hidden units: 64, lr: 0.01, dropout: 0.5, L2 : 0.005
Pubmed hidden units: 64, lr: 0.01, dropout: 0.5, L2 : 0.005
Cornell hidden units: 64, lr: 0.01, dropout: 0.5, L2 : 0.005

Table 3. Summary of classification accuracy (%) results for different depths.

Dataset Method
Layers

2 4 8 16 32 64

Cora

GCN 86.29 84.53 55.47 29.56 29.46 29.54
GAT 82.9 82.9 21.15 16.38 OOM OOM
Jknet – 82.73 83.84 83.18 84.5 73

APPNP 14.37 57.1 84.72 86.11 85.65 85.63
GCN + DropEdge 81.49 83.1 29.54 29.54 29.54 29.54
Incep + DropEdge – 85.92 85.61 84.37 84.29 84.41

DAGNN 86.12 86.94 87.05 86.62 85.86 85.15
AMD-GNN 87.73 88.79 88.83 88.29 88.01 86.88
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Table 3. Cont.

Dataset Method
Layers

2 4 8 16 32 64

Citeseer

GCN 74.67 71.27 54.53 20.17 20.64 20.5
GAT 74.53 47.71 19.93 OOM OOM OOM
Jknet – 70.93 70.55 69.48 69.74 64.61

APPNP 5.99 52.62 72.54 72.82 73.01 73.45
GCN + DropEdge 71.32 69.27 33.3 21.72 19.67 18.77
Incep + DropEdge – 74.1 74.15 73.66 72.15 53.67

DAGNN 74.73 75.63 75.45 74.39 73.02 72.43
AMD-GNN 76.7 76.96 76.86 76.11 75.09 74.65

Pubmed

GCN 86.05 85.11 39.94 40.16 40.04 39.48
GAT 79.46 80.65 OOM OOM OOM OOM
Jknet – 80.44 80.2 76.08 76.23 77.37

APPNP 21.04 74.25 84.18 84.36 84.82 82.94
GCN + DropEdge 68.84 60.95 56.64 67.99 49.48 41
Incep + DropEdge – 87.89 86.6 84.28 OOM OOM

DAGNN 87.47 87.88 87.16 86.12 84.91 83.75
AMD-GNN 87.34 87.7 87.22 86.07 85.07 83.85

5.2. Analysis of the Deep Architecture

We investigated the performance of different deep methods under different depths
on the three citation datasets, as shown in Table 3, where the highest accuracy in each
column is highlighted in bold, and the second highest accuracy is underlined. Below are
the detailed observations.

Classification performance. As we can see from Table 3, DAGNN and AMD-GNN
with adaptive receptive fields are significantly capable of obtaining higher accuracy at
most depths on all three datasets. Furthermore, for the same number of layers, AMD-GNN
consistently achieves the best performance in all cases on the Cora and Citeseer datasets
and the best or second-best performance in most cases on the Pubmed dataset. Note that
AMD-GNN outperforms the classic GCN and GAT by 2.16% and 5.14% in mean accuracy,
respectively, compared with their best performance on the three datasets. These results
demonstrate the effectiveness of AMD-GNN on node classification.

Alleviating the over-smoothing problem. As shown in Table 3, for the basic GNN
models, GCN and GAT achieve the best results for shallow layers (i.e., two-layer or four-
layer). However, their performance decreases rapidly as the number of layers increases,
which indicates that GCN and GAT seriously suffer from over-smoothing. In particular,
memory overflow occurs in GAT as the number of layers increases. As the number of layers
increases, the performance of GCN with DropEdge declines. Particularly, its performance
drops sharply on the Cora and Citeseer datasets when the number of layers exceeds four.

The above observations indicate that GCN with DropEdge still suffers from over-
smoothing. Instead, the results of AMD-GNN are stable and significantly higher than those
of GCN, GAT, and GCN with DropEdge on the different datasets. Notably, AMD-GNN
with 64 layers can also achieve stable and comparable performance. Overall, the results
suggest that by adaptively selecting the optimal receptive field through dual granularity
channels, AMD-GNN alleviates the over-smoothing problem.

5.3. Ablation Study

We analyzed the node classification results of the fine-grained channel (AMDGNN-
Fine) and the coarse-grained channel (AMDGNN-Coarse) on various datasets (Cora, Cite-
seer, Pubmed). The horizontal axis represents the number of layers, while the vertical
axis denotes mean node classification accuracy on the test datasets. The detailed experi-
mental results are listed in Figure 2: (1) The blue bar represents AMD-GNN utilizing only
fine-grained channels for the node classification task. (2) The light blue bar represents
AMD-GNN utilizing only coarse-grained channels for the node classification task. (3) The
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cyan bar represents AMD-GNN utilizing both fine-grained and coarse-grained channels
for the node classification task.
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Figure 2. These are the results of the ablation study with fine-grained channels and coarse-grained
channels: (a) Cora dataset results; (b) Citeseer dataset results; (c) Pubmed dataset results.

The experimental results from the three datasets demonstrate that AMD-GNN, which
aggregates information from two channels, achieves the highest accuracy. Additionally,
the accuracy of AMD-GNN, only aggregating the fine-grained channel, surpasses that of
the coarse-grained channel. This finding suggests that each dimension’s importance in the
feature vector varies, and learning individual weights for each feature dimension aids in
creating more distinguishable node representations. However, the experiments also show
that the combined results of both channels consistently outperform those of the fine-grained
channels alone, indicating that the coarse-grained channel provides structural information
that the fine-grained channel cannot capture. Based on this analysis, our two-channel
design yields positive effects and proves more effective in mitigating over-smoothing.

5.4. Model Depth Study

To study the ability of our model to mitigate the over-smoothing issue, we further
conducted experiments to assess the performance of our model with varying depths on
the Cora, Citeseer, and Pubmed datasets. The depths of our model ranged from 2 to 64,
increasing layer by layer, and the hyper-parameters followed the settings in Table 2. We
conducted 100 runs for each layer and show the relationship between the average test
accuracy and the number of layers in Figure 3. The results suggest that the performance of
our model remains stable or degrades slightly with an increasing number of layers. This
can be largely attributed to learning node representations through adaptive, receptive field
aggregation mechanisms combining fine-grained and coarse-grained channels in AMD-
GNN. Conversely, once the number of layers surpasses 32, certain deep learning models
like Jknet and DropEdge demonstrate significant performance deterioration, whereas the
traditional GCN experiences severe over-smoothing issues, as shown in Table 3.
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5.5. Convergence Speed Analysis

The convergence speed is an important factor for deep learning models. Consequently,
we conducted experiments using the Cora dataset as an example to verify the convergence
speed of AMD-GNN with different numbers of layers (i.e., 2, 4, 8, 16, 32, 64). We utilized
identical hyper-parameters and followed the same training/validation/test data splits
as detailed in Section 5.1 for the Cora dataset. As shown in Figure 4, the convergence
speed of AMD-GNN remains stable with an increasing number of layers, achieving optimal
performance within approximately 11 epochs. However, beyond 32 layers, a slight decrease
in convergence speed is observed, with even the 64-layer AMD-GNN converging within
approximately 30 epochs. This observation can be attributed to the decoupling mechanism
of AMD-GNN, which effectively learns the graph structure and node attributes while
concurrently reducing training parameters and time through decoupled transformation
and propagation operation, thereby ensuring the robustness of our model in deep layers.
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5.6. Analysis of the Heterophily Graphs

GCN is based on the homophily assumption that nodes with the same label or sim-
ilar attributes tend to connect [5]. The homophily ratio measures the fraction of edges
connecting nodes with the same label [38]. The existing GNN models perform well on
graphs with a high homophily ratio, and the existing deep models that overcome over-
smoothing are also generally applied to homophily graphs [3,26,39], i.e., Pubmed, Cora,
and Citeseer. However, their performance on heterophily graphs (i.e., a network structure
with a low homophily ratio in which nodes with distinct labels tend to be connected) is
not as good as that on homophily graphs. Consequently, we extended the full-supervised
node classification experiment to the Cornell dataset (i.e., a heterophily graph) to assess
the performance of AMD-GNN on heterogeneous graphs. We selected basic GNN models
(i.e., GCN [3] and GAT [4]), a GNN model with a fixed receptive field (i.e., APPNP [25]),
and the state-of-the-art GNN model with a random receptive field (i.e., DAGNN [22]) as
the baseline models, with the number of layers in the baseline model varying from 2 to 10.
The split of the Cornell dataset and the hyper-parameters setting of the baseline models
were the same as those for the homophily graph datasets. The detailed experimental results
on the heterophily graph Cornell dataset are listed in Figure 5.

As depicted in Figure 5, AMD-GNN consistently achieves superior mean accuracy for
the various depths, which proves that AMD-GNN can also maintain high performance
on heterophily graphs. Furthermore, it suggests that our model is more stable and less
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affected by the number of layers and performs with higher accuracy, for both homophily or
heterophily graphs in comparison to the baseline models.
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6. Conclusions

In this paper, we proposed a deep GNN model to prevent over-smoothing by adap-
tively selecting the receptive field in different granularity conditions. In our model, the
receptive field of the nodes in the deep layer is distinct, so that the node representations
are distinguishable. We decouple nonlinear transformation and symmetrical propagation
to solve the problem of excessive parameters and the training challenges that arise from
deep GNNs. Our comprehensive experiments show that AMD-GNN outperforms current
state-of-the-art models, demonstrating its superiority.
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