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Abstract: The coexistence of different cultures is a distinctive feature of human society, and global-
ization makes the construction of cities gradually tend to be the same, so how to find the unique
memes of urban culture in a multicultural environment is very important for the development of
a city. Most of the previous analyses of urban style have been based on simple classification tasks
to obtain the visual elements of cities, lacking in considering the most essential visual elements of
cities as a whole. Therefore, based on the image data of ten representative cities around the world,
we extract the visual memes via the dictionary learning method, quantify the symmetric similarities
and differences between cities by using the memetic similarity, and interpret the reasons for the
similarities and differences between cities by using the memetic similarity and sparse representation.
The experimental results show that the visual memes have certain limitations among different cities,
i.e., the elements composing the urban style are very similar, and the linear combinations of visual
memes vary widely as the reason for the differences in the urban style among cities.

Keywords: urban style; visual meme; memetic similarity; style similarity

1. Introduction

With the acceleration of urbanization and the deepening of cultural exchanges around
the world, the construction of cities gradually tends to be together, and the coexistence of
multiple cultures has become a distinctive feature of human society. Battiston [1] believes
that it is very important for a society or a group to find the unique urban style of a city in a
multicultural environment to maintain the uniqueness of the culture itself. The urban style
is a comprehensive embodiment of the city’s culture, heritage, history and image, and is
an important symbol of city culture. As the previous research on the characteristics of
urban style was in the initial stage, it neglected to combine its own historical monuments,
humanistic style and other important elements, which made the city construction lose its
proper characteristics. Therefore, how to find the unique elements of the urban style and
explore the reasons for the differences and similarities of urban style is especially important
for the construction of the characteristic culture of cities.

Previous research on the urban style has mainly gone through two stages: qualitative
and quantitative. In the first stage, people relied more on subjective discrimination for
qualitative analysis, combined with questionnaires and interviews [2] to condense the
characteristics of the urban style, but this method not only requires a lot of human and
material resources but also the obtained results are not objective and accurate. With the
advent of the era of big data, the use of quantitative models can excavate rich information
from big data [3,4], and the image data recording the appearance of the city as a source of
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information that directly responds to the urban style, enables quantitative analysis of the
urban style. With the advanced data collection systems, huge storage functions, various
visualization methods, and broad data acquisition channels, people can obtain urban image
data more conveniently and comprehensively, making a qualitative leap in the quantitative
study of urban landscape.

The study of the urban style involves the similarity determination of urban architec-
tural style and the identification of urban elements [5]. However, most of them analyze
the similarities and differences of urban style from a simple image classification task to
quantify the visual differences between cities, which not only ignores the important role of
style features of images for urban style studies, but also lacks the analysis of the reasons
for their similarities and differences.

Therefore, in order to analyze the causes of the visual similarities and differences in
cities, based on the “memes” theory proposed by Richard Dawkins [6], we propose that
urban style is an important manifestation of urban culture, which is also composed of
“memes” just like culture. From the perspective of visual memes, it is important to grasp the
style of urban architectural images accurately for urban style cognition. At the same time,
in order to obtain the style features of the whole city, we use dictionary learning to obtain
the smallest components of urban style from a large number of urban architectural images.

In this paper, firstly, images of ten different urban architecture classes located around
the world were selected as the base study data by GMM clustering [7] and data cleaning.
The style features of the images are obtained through the ResNet50 network, thus replacing
the traditional convolutional layer features. Secondly, the dictionary learning method of
DPC [8] is used to uniformly extract dictionaries that represent the overall style features of
different cities, and such dictionaries are used as visual memes for characterizing the overall
style features of cities. Finally, based on the dictionary learning to discern the similarity of
urban styles, the cultural similarities and differences among cities are numerically specified
using the style similarity, and the reasons for the similarities and differences of urban
styles are interpreted by combining the memetic similarity and sparse representation.
The innovative points of this paper are:

• We compute style features based on the deep-level features derived from the ResNet50
network, rather than employing convolutional layer features directly as in traditional
methods, to better characterize urban styles.

• We employ dictionary learning methods to extract the visual memes that are the basic
components of urban styles in order to interpret the similarities and differences among
urban styles at a finer granularity.

• To further understand and quantify how urban styles differ, we define the symmetric
memetic similarity and the style similarity based on sparse representations, which
measure differences among urban styles from multi-levels.

The rest of the paper is organized as follows. Section 2 describes the work related
to this study, Section 3 discusses the data sources for the experiments and the associated
processing and error analysis. Section 4 provides a detailed description of the methods and
related theories used in this study. Section 5 is an analytical description of the experimental
results. Section 6 presents the relevant conclusions of this paper and the outlook for
future work.

2. Relation Work
2.1. Urban Style Analysis

The urban style is a kind of portrait of urban culture, in which historical sites, urban
buildings, and street names are specific representations of the urban style. Data sources for
studies on urban style are text-based data and image-based data. Text-based methods tend
to be obtained and analyzed through attributes such as names of specific representations
of urban style. Daniel [9] found that street names with religious beliefs are closely related
to the cultural factors it captures and can be closely linked to local economic development,
which can reflect its social and urban style. Livia [10] collected georeferenced and tagged



Symmetry 2022, 14, 175 3 of 17

metadata associated with eight million Flickr images to explore the terms used to describe
urban centers, explore where urban cultural centers are concentrated, and also explore the
boundaries of urban cultural center communities at the level of individual cities. Zhou [11]
analyzed the visual similarity of different urban styles by describing the identity of a city
through attribute analysis of 2 million geo-tagged images from 21 cities on three continents.

Compared with text-based data, image-based data contains rich visual information
and is a more intuitive representation of urban landscape. Abhimanyu [12] used a convolu-
tional neural network approach to quantify the perception of urban appearance by looking
at six perceptual attributes: safe, lively, boring, rich, frustrated, and beautiful, to obtain the
relationship between the appearance of a city and the behavior and health of its inhabi-
tants. Carl [13] argued that windows, balconies, and street signs are the most distinctive
geographic visual elements for Paris and the unique signs that can distinguish it from
other cities. Therefore, a discriminative clustering method was used to identify and classify
them from streetscape images to find representative urban style elements. Abraham [5]
used convolutional neural networks to identify images of Mexican architectural cultural
heritage to obtain its architectural style and the type of style. Most of the above studies on
the urban style are about the identification of urban elements, and although there are also
analyses of the similarity of style between different cities, they lack the consideration of the
overall style characteristics of cities, and they cannot explain the reasons for the differences
and similarities of the urban style.

2.2. Meme Theory

Richard Dawkins first introduced the term meme in their book “The Selfish Gene” [6],
which is a cultural unit and the most essential feature of culture. Therefore, the meme
theory provides a new way of thinking to find the essential characteristics of the urban style
and to interpret the reasons for the dissimilarity of the urban style. Jesse [14] calls meme a
genome of tags that enhances the form of user interaction through an extended traditional
tagging data structure, and Krzysztof [15] considers meme as the frequency of culinary
experiences and related comments. Qiu Yan extracted factors such as ornamentation
and color in Qiang embroidery and defined them as memes. The definition of memes is
different according to different environments and forms of representation, and there are
various ways of extracting memes. Memes can be extracted from texts. Neil Malhotra [15]
extracted cultural memes from a data collection of “tort stories” and used them to explore
the influence of attitudes toward tort reform. Shin S [16] argued that the label of a movie is
a brief description of the characteristics of a movie, and extracted movie memes through
movie labels, just like the inheritance and variation of biological genes movie,memes
also have their specific rise and fall changes. Robert Walker [17] extracted music memes
from western music behaviors as a representation of the cultural assimilation of western
individuals or groups, a mechanism for the transmission of western culture. Memes can be
extracted not only from texts but also from images. Theisen W [18] used a visual recognition
pipeline that automates the discovery of political memetic types with different appearances
to explore the extraction of their political memetic types using general election images with
particular contexts. Jia Keng-Yun [19] used dictionary learning to automatically annotate
Ming and Qing court dress images to study them from the perspective of memes. Through
the review of the above studies, it can be found that the combination of memes and urban
style research can well realize the quantitative analysis of the urban style, explore the
essential characteristics of the urban style as a whole, and be able to interpret the reasons
for their similarities and differences.

2.3. Dictionary Learning

Just as a finite dictionary can represent a large volume of knowledge, a large dataset
can be represented by a limited number of low-dimensional features. The goal of dictionary
learning is to extract the most essential features of things, which is refered as dictionary
atom, to be able to reduce the dimensionality while preserving the information in the
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data. Class-specific dictionary learning is a class of dictionary learning methods, its main
purpose is to learn the relationship between atoms and class labels, which can be achieved
in different ways by adding appropriate penalty and constraint term. It has applications in
different areas of classification tasks. On the basis of constructing the sparse representations
of the training samples used for classification in each category into a dictionary separately,
Binjie Gu et al. [20] considered the combination of the representation-constrained term and
the coefficients incoherence term and input theses two jointly into the classification model,
then get the cognition of human action.Incoherence promoting term is used to make the
dictionaries associated to the different category as independent as possible [8]. A modified
Gaussian mixture model is used to model the prior distribution for learned dictionary
atom [21]. To satisfy the aim of learning shared dictionaries in different expressions of
the same knowledge, cross-lingual dictionary learning method is used to implement text
classification for different languages [22]. For image tasks,dictionary learning has very
mature applications in image recovery and denoising [23–25], texture synthesis [26,27] and
texture classification [28], and face recognition [29–32]. It has been shown that dictionary
learning is able to learn essential features from image data and performs well on a variety
of visual tasks.

3. Data
3.1. Data Resource

Urban image data is mainly used in the YFCC-100M (Yahoo Flickr Creative Commons
100 Million) dataset, with a total of nearly 100 million pieces of data, mainly image data,
which contains rich attribute information such as shooting locations, user tags, latitude and
longitude. The data is available in a variety of scenes, both indoor and outdoor, and the
amount of data is very rich due to the multiple camera angles. The images of these city
street scenes highlight the style of a city and indirectly reflect the culture of a city. A partial
example is shown in Figure 1.

3.2. Data Processing

The urban image data is too rich and contains a lot of information that is not useful for
the study of this paper, so a basic pre-processing of the data is required, and the amount of
data variation in the processing is shown in Table 1 below.

Table 1. Statistical results of urban image data processing.

City Image Volume Building Volume Duplicate Sample Screening

Beijing 29,604 18,288 6190
Hong Kong 37,724 17,166 7617

London 121,724 74,300 22,964
Montreal 11,148 9252 6182
New York 107,967 63,887 24,066

Paris 73,487 10,865 5728
Shanghai 15,376 14,500 5655
Sydney 23,108 10,904 5262
Tokyo 86,044 33,701 13,938

Toronto 28,585 17,716 7184

The number of images for each city after three steps of processing is shown in Table 1,
respectively. First, the images were classified into images of 10 cities (Beijing, Shanghai,
Hong Kong, Tokyo, Toronto, New York, Montreal, Paris, London, and Sydney) located
in four continents (Asia, Europe, North America, and Oceania) using the image latitude
and longitude information. Second, based on this, the GMM clustering algorithm was
used to cluster the images, eliminating images related to people, flowers, food, etc., which
do not have a special representation of the city style, and only images about buildings
were retained. Third, since the same image involves multiple angles, the screened image
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samples contain many duplicate samples, so this paper performs similarity screening on
the data and keeps the images that are not duplicated as much as possible.

Figure 1. A part of urban image data example.

3.3. Data Error Analysis

Since the data used in this paper belongs to social network data, people have certain
preferences and randomness for the data taken, mainly favoring some ancient buildings
and iconic buildings with the special city, etc., and cannot analyze the whole appearance of
the city more comprehensively. Based on such a basis, this paper only selects the images of
architecture, and the study of the urban style is specific to the architectural style. Second,
the division of data spatial attributes in this paper is based on the geographic location
uploaded by users or manually edited geographic location, but both of them will lead to
inaccurate or wrong positioning, which will affect the spatial categorization of image data
to a certain extent. However, due to the very large amount of data in this paper, such an
error will not affect the overall results. Third, the results obtained by GMM clustering [7] do
not completely screen out the building class samples, and there will still be misclassification
of the remaining samples, but the number of images in this part is very small and will
not affect the overall results. Finally, the screening of duplicate samples can only reduce
duplicate samples as much as possible and cannot be completely avoided, and there will
still be a certain problem of sample bias, but there is no necessary impact on the conclusions
obtained in this paper, so the impact caused by sample bias is ignored in this paper.
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4. Method
4.1. Research Framework

The research idea of this part can be mainly composed of four parts: data pre-
processing, obtaining style features, dictionary learning and city culture analysis, as shown
in Figure 2.

1. Data pre-processing: In this paper, some images of flowers and grasses that are not
related to buildings are deleted and categorized according to cities. Because of the
large sample size, this paper adopts the way of random sampling to select samples,
for each city randomly sampled 5000 images each time, resize them to the size of the
uniform specifications, and divide the training set and test set according to the ratio of
6:4, this paper sampled a total of five times, and the test set with the highest accuracy
as the final result.

2. Obtaining style features: After dividing the test set and training set, the style features
are extracted from the samples and the style vector of each sample is obtained.

3. Dictionary learning: Using the DPC method [8] to learn the dictionary of the style
vectors of the training set, the dictionary and sparse matrix of each city are obtained,
and the style vectors of the test set are tested to detect the similarity and difference
of style between cities, and then the memetic similarity between cities is calculated
by the dictionary to analyze the reasons for the similarity and difference of style
between cities.

4. Urban style analysis: it includes three aspects of style similarity, meme type and
sparse representation, respectively, among which style similarity is used to quantify
the similarity and difference of style between cities; meme type is to detect the com-
position of memes; and sparse representation can not only detect the style between
cities as a whole but also analyze the linear combination of vs. factors of the style of
building images of a city, as well as the difference between two images of buildings
from different cities. The sparse representation can not only detect the inter-city style
as a whole but also analyze the linear combination of the meme factors of the style of
a city’s architectural images and the reasons for the similarity of the style between
two architectural images from different cities.

Figure 2. Research framework.
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4.2. Style Feature

It is well known that images are composed of individual pixel points, and deep
learning makes it very convenient to obtain shallow features or deep features of images,
and the commonly used convolutional neural networks are Resnet [33–35] series networks,
VGG [36,37] series networks, CNN [38–40] networks, etc. However, with the deepening
and interpretation of the network structure, it has been found that deep neural networks
encode not only the content features of images, but more importantly, the style informa-
tion of images [41], that is, the style information, and the style and content of images
have separability. In the past, people generally used the mid-level features of images for
style recognition, but Sergey [42] found that the features learned in multilayer networks
outperformed the mid-level features, which means that the rise of deep neural networks
allows us to obtain deeper image features more conveniently. Based on the knowledge
of Gatys [41] that deep-level images can be divided into content and style, we found that
style information among the features of images is an important element that more directly
reflects the urban style. Among them, Huang [43] et al., each channel corresponding to
that layer of feature map is expanded into a one-dimensional vector, and the mean and
standard deviation of each channel is calculated separately, which is defined as the style
feature of the image, both the style feature of the image.

In this paper, the ResNet-50 deep convolutional neural network is used to extract the
style features of urban images. The fourth layer of the ResNet-50 network is selected to
obtain 2048 feature maps of corresponding size, and the one-dimensional representation
of each feature map is: A = (a1, a2, . . . , a14×14)

T , and the mean and standard deviation of
the corresponding feature maps are calculated as A∗ = (amean, astd), so the vector feature
composed of all feature maps in this layer is the style feature vector of the image, which can
be written as: style =

(
A∗1 , A∗2 , . . . , A∗n

)
=
(
amean1 , amean2 , . . . , ameann , astd1 , astd2 , . . . , astdn

)
.

4.3. Dictionary Learning

Understanding dictionary learning is inseparable from the interpretation of the two
words dictionary and sparse. Dictionaries can be composed of sentences, and all human
knowledge, whether existing or to be discovered, can be represented by sentences. Fur-
thermore, knowledge is endless, the sentences forming knowledge are also varied, but the
essence of such a huge amount of knowledge is composed of relatively limited dictionaries,
and dictionaries are the most essential feature of knowledge, that is, the smallest element
constituting knowledge. Conversely, the dictionary is essentially a reduced dimensional
representation of a huge data set, which also contains its most essential features. The sparse
understanding of dictionary learning is similar to the familiarity of knowledge. After learn-
ing and accumulating a large amount of knowledge, one can be more proficient when
facing similar problems, that is, one can perform the same efficient computation with less
energy. Therefore, for an important signal, such as audio and natural images, it can be
approximated as a linear combination of several atoms with some redundant basis, and the
matrix composed of these atoms is usually called a dictionary, while the sparse coefficients
corresponding to these atoms are obtained as a sparse representation, and the process of
finding this dictionary is called dictionary learning. There are three basic conditions for dic-
tionary learning: first, it is necessary to learn the most essential features behind the sample
as much as possible; second, the learned dictionary should have a sparse representation
for the specified signal, and third, the number of atoms in the learned dictionary should
be as small as possible. Since dictionary learning can obtain the most essential features
behind the image signal, this paper obtains the dictionary of different cities and the sparse
representation of the dictionary of different cities based on the acquisition of the image
style features by dictionary learning of urban architecture images.

4.4. Sparse Representation

For an image, the information involved is very complex and redundant. In order to
obtain a more concise representation of the image signal, the signal is generally converted
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into a set of vectors with very few atoms being non-zero and most of the atoms being equal
to zero or close to zero for representation, which is the sparse representation of the signal.
A sparse representation means that the signal is represented as a linear combination of a
few atoms in a given super-complete dictionary.

The essence of sparse representation is to describe as much knowledge as possible
with as little information as possible, which is usually used in large datasets to speed up
operations and improve the efficiency of classification. Suppose we use a two-dimensional
matrix M× N to represent the data set X, where each row represents a sample and each
column represents a feature of the sample, the meaning of sparse representation is to select
the appropriate number of atoms K, learn a M× K size dictionary matrix D and a K× N
size coefficient matrix A, while ensuring that A is as sparse as possible, the error between
D× A and X is minimized to restore X as much as possible. The sparse representation
usually consists of two steps: the encoding stage is the encoding of a dictionary of learned
atomic features; the classification stage is the process of learning to classify a new signal
using the learned sparse matrix and the dictionary.

The traditional sparse representation classification is to directly use samples as dictio-
naries, but such a method is easy to introduce sample noise, and the learning efficiency and
computational speed are low under large datasets. Therefore, this paper mainly adopts
the dictionary learning method based on sparse representation for classification learning,
which can better improve the classification accuracy and efficiency by uniformly learn-
ing dictionaries for samples of each category and using them for sparse representation.
The dictionary classification process based on sparse representation is as follows.

A′i = arg min
{
‖y− Di Ai‖2

2 + γ‖Ai‖1

}
, (1)

L(y) = arg min{‖y− Di Ai‖2}, (2)

where Ai = [Ai1, Ai2, . . . , Ain], n refers to the number of samples in category i, A′ =
dA′1, A′2, . . . A′ce, A′i is the vector of coefficients associated with category i, c refers to cate-
gory number and Y refers to new test sample signal.

4.5. Memetic Similarity

A dictionary is a representation of a city style. By selecting the same values of different
city style images for dictionary learning, the corresponding dictionaries are obtained to
discern the similarity and difference of culture between cities. In order to be able to
quantitatively analyze urban culture, the similarity of dictionaries between cities is called
memetic similarity in this paper, and its calculation formula is as follows.

Simmeme(X, Y) = Simmeme(Y, X) = 1− 2 ∗ ‖arrX − arrY‖
‖arrX‖+ ‖arrY‖

, (3)

where ‖ · ‖ represent the sum of the absolute values of the squared elements of the so-
lution matrix, arrX, arrY represent the vectors after the conversion of DX, DY into one-
dimensional vectors.

4.6. Style Similarity

Opposite to the memetic similarity is the style similarity of the city, which is finite by
the essential characteristics of the dictionary, but the sparse representation of its dictionary
is varied, and is an important factor for the difference of the city culture. Therefore, in this
paper, the sparse matrix of the whole city is summed and re-averaged by columns to obtain
the sparse representation of the style characteristics of the city as a whole, and the formula
is shown as follows:

Āi =
∑n

k=1 Aik

n
, (4)
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where, in order to facilitate the quantification of the style between different cities, this paper
defines the Euclidean distance between different cities Āi as the style similarity to measure
the difference and similarity of the style between different cities, as follows:

Diststyle(X, Y) = Diststyle(Y, X) =

√
n

∑
i=1

(xi − yi)
2, (5)

Simstyle(X, Y) = Simstyle(Y, X) = 1/Diststyle(X, Y) (6)

xi, yi represent the component of vector AX , AY, respectively.

5. Results
5.1. Parameter Settings

The Resnet50 is trained in the following manner. The data set is divided into three
parts: training, validation, and testing, with a 6:2:2 ratio. The validation set is mostly used
to adjust parameters during model training in order to determine when training should
be stopped. The image scale feed to the network for training is 256 because the original
images vary in size and the batch size is set to 1024. We use stochastic gradient descent to
update the network’s parameters, with momentum = 0.9, learning rate = 0.001, and weight
decay = 10. Using a cosine annealing technique, we train the Resnet50 over 800 iterations.
Finally, we compute the style features using the feature map of the fourth layer, which
results in a dimension of 4096.

5.2. Dictionary Classification

Dictionary learning based on urban classification task not only can generate urban
visual memes but also can roughly discern the similarities and differences among urban
cultures. The samples in this research were generated using random sampling, and the
training and test sets were divided in a 6:4 ratio, with 30 iterations and a dictionary K
atomic number of 300. In order to avoid the randomness of the experimental results,
this paper randomly samples five times, and the best accuracy of the test set is taken
as the final classification result, as shown in Table 2. It can be found that the accuracy
difference of the five random samplings visual style classification is not too large, which
ensures the generality of the random sampling results, and its average accuracy is 0.351,
with the fifth random sampling classification result having the highest accuracy. Therefore,
the subsequent paper is elaborated with the fifth result.

Table 2. Statistics of urban image dictionary classification result.

Time of Random Sample Accuracy

1 0.3565
2 0.3552
3 0.3504
4 0.3562
5 0.3567

Average accuracy 0.351

The classification results of the fifth random sampling are presented in a confusion
matrix, as shown in Figure 3. The value located on the diagonal line refers to the proportion
of samples in which urban images are correctly classified, reflecting the uniqueness of
urban style; while the off-diagonal value denotes resemblance to other urban cultures,
and the higher value represents the more similar style among cities. From Figure 3, we
can see that the value on the diagonal is the highest, indicating that urban styles can
be distinguished using the urban dictionary. Beijing (0.52) and Shanghai (0.63) have the
highest classification accuracy, implying better uniqueness compared with other cities.
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Meanwhile, London (0.246), Montreal (0.270), Tokyo (0.285) are less distinguishable from
other cities.

Figure 3. Urban dictionary classification result.

In addition to discovering the uniqueness of cities, more crucially, we can trace the
reasons for the similarity between cities through the misclassified samples. We visualize
three exemplary sets of misclassified samples in Figure 4 to provide a better understanding
of why misclassification occurs. The first and second sets are Beijing and Tokyo, Hong
Kong and Tokyo, respectively, to demonstrate how Tokyo misclassified as Beijing and
Hong Kong. The third set contains London, Montreal, New York and Paris, four cities
that are easily confused with each other in terms of style. The comparison of Beijing
and Tokyo reveals that Tokyo’s architecture is very similar to Beijing’s, owing to similar
eaves architectural styles; the comparison of Hong Kong and Tokyo reveals that Hong
Kong’s architectural complex is famous for being crowded, and images of Tokyo city being
misclassified to Hong Kong also reflect the characteristics of crowding, as well as some
images having similar shooting perspectives; and the comparison of London, Montreal,
and New York reveals similar Gothic architecture and special domed buildings style.
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Figure 4. Visualization of comparison on similarity of urban dictionary classification results.

5.3. Memetic Similarity

After obtaining the visual memes of different cities, we calculate the Memetic similarity
between cities, the result is shown in Figure 5, where the similarity between the city and
itself is set to 0.74 for the sake of visualization. We can observe that the memetic similarity
between cities is fairly large, implying that the differences in styles between cities are not
due to differences in the visual memes, i.e., differences in the basic components of urban
style. For example, the memetic similarity (0.743) between Beijing and Shanghai, two cities
with distinct urban styles (which cannot be easily misclassified into each other as shown
in Figure 3), has the largest memetic similarity, indicating that the visual meme is not the
cause of the stylistic differences. Actually, urban style is a linear combination of visual
memes, and the differences in styles between cities may be related to the way the visual
memes are combined.

5.4. Style Similarity

To further verify that the linear combination of visual memes is the root cause of
cultural differences between cities, we calculated the style similarity between different
cities using the average value of the overall sparse representation of cities as an expression
of the urban style, which is shown in Figure 6, where the larger value indicates the more
comparable culture between cities, and diagonal entries are set to 0. Montreal and Toronto
have the highest level of style similarity (0.48), indicating that their cultures are more
comparable. At the same time, Beijing has a rather low degree of style similarity with other
cities, which is in accordance with its urban uniqueness. Moreover, the style similarity
between Beijing and Shanghai is small, which, when combined with the large memetic
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similarity shown in Figure 5, confirms that the reason for the difference in city cultures
does not lie in visual memes but in whether the sparse representation of visual memes
is similar.

Figure 5. Urban visual memetic similarity.

Combining the results of memetic similarity, dictionary classification, and style simi-
larity, it is found that a visual meme itself has certain limitations, i.e., the elements of the
style that make up a city are relatively certain, and the cultural differences among cities are
mainly attributed to the different sparse expressions of a visual meme in different cities,
while style similarity can effectively measure the cultural differences among cities.

5.5. Meme Type and Sparse Representation

The above study uncovers the reasons for cultural disparities between cities. Al-
though the visual meme itself has some limitations, the exploration for the differences
between cities can be benefit from the study of visual memetic types. Therefore, we feed
the visual memes into the K-means clustering algorithm to generate diverse memetic types.
The clustering results with the number of clusters of seven are selected for visualization
and analysis, based on the calinsko harabaz index and the principle of classification balance,
as shown in Figure 7.
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Figure 6. Urban style similarity.

Figure 7. Visual memetic type.

Table 3 provides statistics on the composition of visual meme types in different cities,
where each column represents a visual meme type and each row represents the distribution
of visual meme types in a city.
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Table 3. Visual memetic type.

City 0 1 2 3 4 5 6

Beijing 45 27 69 42 41 35 41
Hong Kong 37 31 69 55 54 27 27

London 46 27 80 51 33 35 28
Montreal 41 34 77 43 35 38 32
New York 46 29 80 47 39 32 27

Paris 21 60 83 44 40 34 18
Shanghai 41 26 73 45 41 34 40
Sydney 51 32 77 58 23 35 24
Tokyo 43 26 76 64 39 26 26

Toronto 43 32 82 61 29 27 26
Total 414 324 766 510 374 323 289

It can be found that the distribution of visual meme types is relatively balanced for
each city, which further indicates that the styles of cities can be represented by several
different visual meme types, but there is very little difference between the visual memes
that are the stylistic constituents of cities.

Then, we can represent every image as a linear combination of visual memes and
convert it into a combination of meme types so that we can explore how two images from
different cities are alike in terms of meme types. The sparse representations of Hong
Kong and London are given in Figure 8 below. Visual memes belonging to the same
type are grouped in the same row, and the numbers in parentheses are the corresponding
coefficients. The final coefficients of meme types are obtained by calculating the average of
the coefficients of the same type of visual meme.

Figure 8. Overall sparse representation of cities.

We can see that for the two different images of Hong Kong and London, the sparse
expressions of type 0 visual memes are very close, at 1.2105 and 1.2154, respectively, while
the sparse expressions of the other visual memes differ greatly. As a result of the type
0 visual meme, these two images have comparable characteristics, and the causes of the
differences in image styles in other cities may also be investigated by quantifying the
distinct types of visual memes.
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6. Conclusions

The urban style is a key emblem of urban culture, so it is critical to acknowledge the
characteristics of the urban style for the dissemination of urban culture and the construction
of distinctive cities.In this paper, we explore how urban styles are similar and different in
terms of their overall style and basic components. First, we compute style features based on
deep-level features derived by the Resnet50 network, and then extract visual memes that
represent the style composition of the city by the dictionary learning method. To measure
how urban styles differ quantitatively, we define style similarity and memetic similarity.

Using the Yahoo Flickr dataset, we investigated the similarities and differences in
urban styles across ten cities, and the following are the primary findings. The city classifi-
cation based on the learned dictionaries shows that Beijing (0.52) and Shanghai (0.63) are
the two most distinct cities among the ten; they are more easily distinguished from other
cities and classified into the right categories, while the differences in the styles of other
cities are less obvious. We also found that the memetic similarities between cities are large,
indicating that the visual memes that make up the urban style are alike, and the small
style similarities (determined by the coefficients of sparse representations) between cities
further confirm that the differences in style between cities are due to different combinations
of visual memes. Moreover, similar images from two different cities can be compared
by comparing the combination coefficients of different types of visual memes, allowing
researchers to investigate the types of memes that produce similarity and difference, as well
as decipher the finer reasons for urban style differences.

When memes and urban style research are coupled, it becomes possible to comprehend
not only the overall urban style, but also the reasons for similarities between cities at a
finer granularity. Our work, however, has a number of drawbacks. We know how many
different elements compose the urban style without understanding what they are since
the visual memes obtained through dictionary learning in this research are unlabeled and
hence lack interpretability. The urban style is also a complicated blend, and photos of urban
buildings from Flickr alone can not adequately convey it. We can expand our research
in the future by combining multi-source and multi-class urban images to extract visual
memes with labels for a more accurate interpretation of urban style.
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