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#### Abstract

In a real-life scenario, it is undoable and unmanageable to solve a decision-making problem with the single stand-alone decision-aid method, expert assessment methodology or deterministic approaches. Such problems are often based on the suggestions or feedback of several experts. Usually, the feedback of these experts are heterogeneous imperfect information collected from various more or less reliable sources. In this paper, we introduce the concept of multi-sets over type- 2 fuzzy sets. We have tried to propose an extension of type- 1 multi-fuzzy sets into a type-2 multi-fuzzy set (T2MFS). After defining T2MFS, we discuss the algebraic properties of these sets including set-theoretic operations such as complement, union, intersection, and others with examples. Subsequently, we define two distance measures over these sets and illustrate a decision-making problem which uses the idea of type-2 multi-fuzzy sets. Furthermore, an application of a medical diagnosis system based on multi-criteria decision making of T2MFS is illustrated with a real-life case study.
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## 1. Introduction

According to Cantor, a set is a well-defined collection of distinct objects, but let us see what happens if we consider a collection of objects where one or some or all objects occur more than once. The answer to this question is a different type of set known as multi-set or $m$-set which was first studied by Bruijn [1]. Afterwards, Yager [2] proposed a new and more generalized concept of multi-sets named as multi-fuzzy sets (MFS) which can deal with many real life problems with some degree of ease. Sebastian and Ramakrishnan [3] also studied multi-fuzzy sets and concluded that multi-fuzzy set theory is an extension of Zadeh's fuzzy set theory, Atanassov's intuitionistic fuzzy set theory and L-fuzzy set theory. Yang et al. [4] discussed applications of multi-fuzzy soft sets in decision making. Furthermore, Das et al. [5] proposed an approach of group multi-criteria decision-making using intuitionistic multi-fuzzy sets.

A type-2 fuzzy set (T2FS) is an extension of ordinary fuzzy sets, i.e., type-1 fuzzy set (T1FS). The membership value of a type- 1 fuzzy set is a real number in the closed interval $[0,1]$. On the other hand, the membership value of a T2FS is a type-1 fuzzy set. The concept of T2FS was introduced by Zadeh [6-8]. Mizumoto and Tanaka [9,10], and Dubois and Prade [11] investigated the logical operations of T2FS. Later, many researchers did a lot of theoretical work on the properties of T2FS [12-14] and figured out many applications [15-21].

Although there are various mathematical tools such as fuzzy sets, rough sets, multi-sets, multi-fuzzy sets, intuitionistic fuzzy sets, and type-2 fuzzy sets to deal with uncertainties [22-24], there might be some physical problems where the primary membership function may have more than one secondary membership grade with the same or different values. In those particular cases, the existing mathematical tools might not be adequate. That is why we introduce a new concept of type-2 multi-fuzzy sets. Type- 2 multi-fuzzy sets are supposedly a new approach which will be an extension of the existing concepts and shall be helpful to deal with problems related to uncertainties. T2MFS is a type-2 fuzzy set whose primary membership function has a sequence of secondary membership values lying in the closed interval [0, 1]. In this paper, we first give definitions of classical multi-sets, multi-fuzzy sets and type-2 fuzzy sets and also provide examples of each.

The main contributions of this article are highlighted as follows:
(i) A type-2 multi-fuzzy set is proposed in this article.
(ii) Some set-theoretic operations of T2MFS, e.g., complement, inclusion, union, and intersection of T2MFS are presented in this article.
(iii) Two distance measure: (a) Hamming distance and (b) Euclidian distance are proposed in this study.
(iv) A suitable application based on a medical diagnosis system is presented by using the distance measure of T2MFS.

The rest of the paper is organized as follows. Some relevant studies of the literature are surveyed in Section 2. The preliminary concepts of our study are discussed in Section 3. In Section 4, we define type-2 multi-fuzzy set (T2MFS) and give examples. Subsequently, in Section 5 , the algebraic operations on T2MFS like complement, inclusion, union, and intersection are discussed. Consequently, in Section 6, set-theoretic properties like idempotency, commutativity, associativity, and distributivity are verified for T2MFSs. In Section 7, we define the two distance measures of T2MFS. We provide a real-life application based on a medical diagnosis system, which applies the concept of type-2 multi-fuzzy sets in Section 8. In Section 9, we conduct a case study based on the application presented in Section 8. Finally, the study is concluded in Section 10.

## 2. Literature Review

In this section, we present a brief overview of different variants of the multi-fuzzy set (MFS) which have been proposed in previous studies. The survey, by no means, encompasses all the related researches in the literature. However, some related studies having significant contributions are reviewed.

The concept of MFS has originated as an extension of the fuzzy set [25], $L$-fuzzy set [26] and intuitionistic fuzzy set [27]. In a MFS, the membership function is an ordered sequence of ordinary fuzzy membership functions. Here, an element of the universe can repeat itself with possibly the same or different membership values. Motivated by the study of Yager [2] on MFS, several contributions can be observed in the field of multi-fuzzy sets and its variants. Muthuraj and Balamurugan [28] proposed some algebraic structures of multi-fuzzy subgroup and investigated their properties. Sebastian and Ramakrishnan [29] proposed the multi-fuzzy subgroup and normal multi-fuzzy subgroups. Furthermore, various bridge function like lattice homomorphisms, order homomorphisms, $L$-fuzzy lattices, and strong $L$-fuzzy lattices have been developed by Sebastian and Ramakrishnan [30]. Subsequently, multi-fuzzy topology was proposed by Sebastian and Ramakrishnan [31]. In addition, a progressive development of MFS can be observed from the contributions of several researchers [32-34].

Enlightened by the development of MFS, Dey and Pal [35] proposed multi-fuzzy complex numbers and multi-fuzzy complex sets. Using the concepts of their studies, the authors introduced multi-fuzzy complex nilpotent matrices over a distributive lattice [36]. The authors also developed multi-fuzzy vector space and multi-fuzzy linear transformation over a finite-dimensional multi-fuzzy set [37].

Shinoj and John [38] introduced the intuitionistic fuzzy multi-sets (IFMS). After that, several investigations were conducted to develop various features of IFMS. Ejegwa and Awolola [39] determined the binomial probability of IFMS, where for each trial, it was assumed that the probability of the membership degree was constant and the intuitionistic fuzzy multi-set index was negligible. Rajarajeswari and Uma [40] proposed three distance measures and their corresponding similarity measures of IFMS. These measures are based on the Hausdorff distance measure, the geometric distance measure and the normalized distance measure. Subsequently, different studies of IFMS [41-44] can be observed in the literature. Besides, Das et al. [5] proposed an efficient approach for group multi-criteria decision-making (MCDM) based on IMFS.

## 3. Preliminaries

Before introducing the concept of type-2 multi-fuzzy sets, we first present some essential concepts of a crisp multi-set or $m$-set, multi-fuzzy sets, type- 2 fuzzy sets with examples, and set theoretical operations of multi-fuzzy sets.

### 3.1. Classical Multi-Sets

A classical multi-set or $m$-set (in short) is a set, where any element of the set may occur more than once. The definition can be found in the work of (Girish and John [45]). An $m$-set $M$ drawn from set $X$ is represented by a function Count- $M$ or $C_{M}$ defined as $C_{M}: X \rightarrow N$ where $N$ represents the set of non-negative integers.

Here, $C_{M}(x)$ is the number of occurrences of the element $x \in X$ in the $m$-set $M$. We present the $m$-set $M$ drawn from the set $X=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ as $M=\left\{m_{1} / x_{1}, m_{2} / x_{2}, \cdots, m_{n} / x_{n}\right\}$, where $m_{i}$ is the number of occurrences of the element $x_{i}, i=1,2, \cdots, n$ in the $m$-set $M$. However, those elements which are not included in the $m$-set $M$ have zero count.

Example 1: Let us consider the universal set of some object as $X=\{a, b, c, d, e\}$ and let object a appear three times, $c$ appear five times, $d$ appear one time and e appear two times in set $M$. Then, this appearance of the objects can be represented in set form $M=\{a, a, a, c, c, c, c, c, d, e, e\}$. It can also be represented in the form as

$$
M=\{3 / a, 0 / b, 5 / c, 1 / d, 2 / e\}
$$

which is a $m$-set.

### 3.2. Multi-Fuzzy Set

A multi-fuzzy set (Yager [2]) is a fuzzy set, where for each element of the universal set there may be more than one membership value. It can be defined mathematically as follows. Let $X$ be a nonempty set. A multi-fuzzy set (MFS) $A$ on $X$ is characterized by a function, count membership of $A$ denoted by $C_{M_{A}}$ such that $C_{M_{A}}: X \rightarrow Q$, where $Q$ is the set of all crisp multi-sets drawn from the unit interval $[0,1]$. Then, for any $x \in X$, the value $C_{M_{A}}(x)$ is a crisp multi-set drawn from $[0,1]$. For each $x \in X$, the membership sequence is defined as the decreasingly ordered sequence of elements in $C_{M_{A}}(x)$. It is denoted by $\left(\mu_{A}^{1}(x), \mu_{A}^{2}(x), \cdots, \mu_{A}^{p}(x)\right)$, where $\mu_{A}^{1}(x) \geq \mu_{A}^{2}(x) \geq \cdots \geq \mu_{A}^{p}(x)$.

Example 2: Let us consider fuzzy set $A$ as follows

$$
R=\{0.7 / x, 0.5 / x, 0.2 / x, 1.0 / y, 1.0 / y, 0.4 / y, 0.6 / y, 0.3 / z\}
$$

of the universal set $X=\{x, y, z\}$. From this fuzzy set, we see that the element $x$ occurs three times with membership values $0.7,0.5$ and 0.2 respectively; the element $y$ occurs four times with membership values
1.0, 1.0, 0.4 , and 0.6 respectively and the element $z$ occurs once with a membership value 0.3 . Thus, the set can be rewritten in the form as

$$
R=\{(0.7,0.5,0.2) / x,(1.0,1.0,0.4,0.6) / y, 0.3 / z\}
$$

which essentially is a multi-fuzzy set.

The graphical representation of the multi-fuzzy set $R$ is shown in Figure 1, where we consider $x=3, y=7$ and $z=9$.


Figure 1. The membership function of the multi-fuzzy set $R$ is represented by four different combinations of membership functions of 3, 7 and 9 , where (a) the graphical representation of $0.7 / 3+1.0 / 7+0.3 / 9$, (b) the graphical representation of $0.5 / 3+1.0 / 7$, (c) the graphical representation of $0.2 / 3+0.4 / 7$ and (d) the graphical representation of $0.6 / 7$ are presented respectively.

We now discuss some basic operations such as inclusion, equality, union, and intersection of MFSs. Let $A$ and $B$ be two MFSs defined on $X$.
3.2.1. Inclusion

$$
A \subseteq B \Longleftrightarrow \mu_{A}^{j}(x) \leq \mu_{B}^{j}(x), j=1,2, \cdots, L(x), \forall x \in X
$$

where $L(x)=L(x ; A, B)=\max \{L(x ; A), L(x ; B)\}$ and $L(x ; A)=\max \left\{j: \mu_{A}^{j}(x) \neq 0\right\}$.
Example 3: Let us consider two multi-fuzzy sets $A$ and $B$ over a nonempty universe $X$ as

$$
\begin{gathered}
A=\{(0.8,0.6,0.5) / x,(0.6,0.4,0.2) / y,(0.7,0.1) / z\} \\
B=\{(0.8,0.7,0.6) / x,(0.9,0.8,0.4) / y,(1.0,0.8,0.5) / z\}
\end{gathered}
$$

Then, from the definition it is clear that $A \subseteq B$.
3.2.2. Equality

$$
A=B \Longleftrightarrow \mu_{A}^{j}(x)=\mu_{B}^{j}(x), j=1,2, \cdots, L(x), \forall x \in X
$$

3.2.3. Union

$$
\mu_{A \cup B}^{j}(x)=\mu_{A}^{j}(x) \vee \mu_{B}^{j}(x), j=1,2, \cdots, L(x), \forall x \in X
$$

3.2.4. Intersection

$$
\mu_{A \cap B}^{j}(x)=\mu_{A}^{j}(x) \wedge \mu_{B}^{j}(x), j=1,2, \cdots, L(x), \forall x \in X
$$

Example 4: Let us consider two multi-fuzzy sets over a nonempty universe $X$ as

$$
A=\{(0.8,0.7,0.4) / x+(1.0,1.0,0.8,0.5) / y+(0.4,0.3) / z\}
$$

and

$$
B=\{(0.6,0.5,0.2) / x+(1.0,0.9,0.7,0.6) / y+(0.7,0.6,0.5) / z\}
$$

Then

$$
\begin{aligned}
A \cup B= & \left\{\begin{array}{c}
(0.8 \vee 0.6,0.7 \vee 0.5,0.4 \vee 0.2) / x+ \\
(1.0 \vee 1.0,1.0 \vee 0.9,0.8 \vee 0.7,0.5 \vee 0.6) / y+ \\
(0.4 \vee 0.7,0.3 \vee 0.6,0.0 \vee 0.5) / z
\end{array}\right\} \\
& =\{(0.8,0.7,0.4) / x+(1.0,1.0,0.8,0.6) / y+(0.7,0.6,0.5) / z\}
\end{aligned}
$$

and

$$
A \cap B=\left\{\begin{array}{c}
(0.8 \wedge 0.6,0.7 \wedge 0.5,0.4 \wedge 0.2) / x+ \\
(1.0 \wedge 1.0,1.0 \wedge 0.9,0.8 \wedge 0.7,0.5 \wedge 0.6) / y+ \\
(0.4 \wedge 0.7,0.3 \wedge 0.6,0.0 \wedge 0.5) / z
\end{array}\right\}
$$

Here, $L(x)=L(x ; A, B) \max \{L(x ; A), L(x ; B)\}=\max \{3,3\}=3$. Correspondingly, $L(y)=$ $\max \{4,4\}=4, L(z)=\max \{2,3\}=3$.

### 3.3. Type-2 Fuzzy Set (T2FS)

A type-2 fuzzy set is a fuzzy set whose membership degree includes uncertainty i.e., membership degree is a type- 1 fuzzy set. A T2FS introduces a third dimension to the membership function via the second membership grades. A T2FS $\widetilde{A}$ is mathematically expressed as follows according to (Mendel and John [46])

$$
\widetilde{A}=\left\{\left((x, u), \mu_{\widetilde{A}}(x, u)\right): \forall x \in X, \forall J_{x} \subseteq[0,1]\right\}
$$

where $0 \leq \mu_{\widetilde{A}}(x, u) \leq 1$ is the secondary membership function and $J_{x}$ is the primary membership of $x \in X$, which is the domain of $\mu_{\tilde{A}}(x, u) . \widetilde{A}$ can be expressed as

$$
\widetilde{A}=\int_{x \in X}\left(\int_{u \in J_{x}} \mu_{\widetilde{A}}(x, u) / u\right) / x, J_{x} \subseteq[0,1]
$$

where $\iint$ denotes union over all admissible $x$ and $u$. For a discrete universe of discourse, $\int$ is replaced by $\sum$.

For each value of $x$, the secondary membership function $\mu_{\tilde{A}}(x, u)$ is defined as

$$
\mu_{\widetilde{A}}(x, u)=\int_{u \in J_{x}} \mu_{\widetilde{A}}(x, u) / u
$$

such that for a particular $u=u^{\prime} \in J_{x}$, the secondary membership grade of $(x, u)$ is called $\mu_{\tilde{A}}(x, u)$.
Example 5: Let the set of infant age be represented by a type-2 fuzzy set $\widetilde{A}$. Let youthness be the primary membership function of $\widetilde{A}$ and the degree of youthness be the secondary membership function. Let $E=\{8,10,14\}$ be an age set with the primary membership of the members of $E$ respectively being $J_{8}=\{0.8,0.9,1.0\}, J_{10}=\{0.6,0.7,0.8\}, J_{14}=\{0.4,0.5,0.6\}$. The secondary membership function of 8 is $\widetilde{\mu}_{\widetilde{A}}(8, u)=(0.9 / 0.8)+(0.7 / 0.9)+(0.6 / 1.0)$, i.e., $\mu_{\widetilde{A}}(8,0.8)=0.9$ is the secondary membership grade of 8 with primary membership 0.8 .

In the same way, $\widetilde{\mu}_{\widetilde{A}}(10, u)=(0.8 / 0.6)+(0.7 / 0.7)+(0.6 / 0.8)$ and $\widetilde{\mu}_{\widetilde{A}}(14, u)=(0.9 / 0.4)+$ $(0.8 / 0.5)+(0.5 / 0.6)$.

So the discrete type- 2 fuzzy set $\widetilde{A}$ can be represented by

$$
\begin{gathered}
\widetilde{A}=(0.9 / 0.8)+(0.7 / 0.9)+(0.6 / 1.0) / 8+(0.8 / 0.6)+(0.7 / 0.7)+(0.6 / 0.8) / 10 \\
+(0.9 / 0.4)+(0.8 / 0.5)+(0.5 / 0.6) / 14
\end{gathered}
$$

## 4. Type-2 Multi-Fuzzy Sets (T2MFS)

Let $X$ be the universe of discourse. Let $A$ be a type-2 fuzzy set defined on $X$ and $u \in J_{x} \subseteq[0,1]$ be a primary membership value of an element $x \in X$. Then, $A$ is said to be a type- 2 multi-fuzzy set if it is characterised by a count function denoted by $C_{A}$ and is defined as $C_{A}: J_{x} \rightarrow Q$, where $Q$ is the set of all crisp multi-sets taken from the unit interval $[0,1]$, which are the secondary membership values of $x \in X$. For each $x \in X$, the secondary membership sequence is defined in decreasing order as $\mu_{A}^{1}(x, u) \geq \mu_{A}^{2}(x, u) \geq \cdots \geq \mu_{A}^{p}(x, u)$ and is denoted by $\left(\mu_{A}^{1}(x, u), \mu_{A}^{2}(x, u), \cdots, \mu_{A}^{p}(x, u)\right)$. Then, set $A$ can be represented as

$$
A=\sum_{x \in X}\left(\sum_{u \in J_{x} \subseteq[0,1]}\left(\mu_{A}^{1}(x, u), \mu_{A}^{2}(x, u), \ldots, \mu_{A}^{p}(x, u)\right) / u\right) / x
$$

if the universe is discrete, whereas if $X$ is a continuous universe, then $A$ can be written as

$$
A=\int_{x \in X}\left(\int_{u \in J_{x} \subseteq[0,1]}\left(\left(\mu_{A}^{1}(x, u), \mu_{A}^{2}(x, u), \cdots, \mu_{A}^{p}(x, u)\right)\right) / u\right) / x .
$$

Let us illustrate this idea with an example.
Example 6: Let us consider a type-2 fuzzy set T defined in the universal set $X=\{x, y, z\}$

$$
T=\begin{gathered}
(0.8 / 0.6,0.5 / 0.6,0.2 / 0.6,0.3 / 0.9,0.7 / 0.9) / x+ \\
(0.7 / 0.3,0.6 / 0.3,0.8 / 0.5,0.5 / 0.7,0.3 / 0.7+0.1 / 0.7) / y
\end{gathered}
$$

From the structure of $T$, we see that three $x$ 's with primary membership values of 0.6 have secondary membership values $0.8,0.5$ and 0.2 respectively; two $x$ 's with primary membership values of 0.9 have the corresponding secondary membership values of 0.3 and 0.7 ; two $y$ 's with a primary membership value of 0.3 have secondary membership values of 0.7 and 0.6 respectively; one $y$ with a primary membership value of 0.5 has a secondary
membership value of 0.8 ; and three $y$ 's with primary membership values of 0.7 with secondary membership values $0.5,0.3$ and 0.1 respectively. Therefore, $T$ can be represented as

$$
T=\begin{gathered}
((0.8,0.5,0.2) / 0.6+(0.3,0.7) / 0.9) / x+ \\
((0.7,0.6) / 0.3+0.8 / 0.5+(0.5,0.3,0.1) / 0.7) / y
\end{gathered}
$$



Figure 2. The membership function of T2MFS $T$ is represented by three different combinations of primary membership and secondary membership functions of 3 and 8 , where (a) the graphical representation of $(0.8 / 0.6+0.3 / 0.9) / 3+(0.7 / 0.3+0.8 / 0.5+0.5 / 0.7) / 8$, $(\mathbf{b})$ the graphical representation of $(0.5 / 0.6+0.7 / 0.9) / 3+(0.6 / 0.3+0.3 / 0.7) / 8$ and (c) the graphical representation of $(0.2 / 0.6) / 3+(0.1 / 0.7) / 8$ are presented respectively.

Thus, $T$ is a type-2 multi-fuzzy set. The graphical representation of T2MFS $T$ is shown in Figure 2, where we consider $x=3$ and $y=8$.

Again, let us denote the collection of all T2MFSs over the universe $X$ by $\operatorname{T2MF}(X)$. When we define operations between two T2MFSs, say $A$ and $B$, the lengths of their secondary membership sequences $\left(\mu_{A}^{1}(x, u), \mu_{A}^{2}(x, u), \cdots, \mu_{A}^{p}(x, u)\right)$ and $\left(\mu_{B}^{1}(x, u), \mu_{B}^{2}(x, u), \cdots, \mu_{B}^{p}(x, u)\right)$ for a particular primary membership value of $A$ (say $u$ ) and for a particular primary membership value of $B$ (say $u^{\prime}$ ) should be set to be equal. We hence define the length $L(x, u ; A)$ as

$$
L(x, u ; A)=\max \left\{j: \mu_{A}^{j}(x, u) \neq 0\right\}
$$

and

$$
L\left(x, u, u^{\prime} ; A, B\right)=\max \left\{L(x, u ; A), L\left(x, u^{\prime} ; B\right)\right\}
$$

For the sake of simplicity, we write $L\left(x, u, u^{\prime} ; A, B\right)$ as $L\left(x, u, u^{\prime}\right)$. Let us describe this idea by an example.

Example 7: Let us consider two T2MFSs, say $A$ and $B$, as

$$
A=((0.8,0.6,0.2) / 0.7+(0.9,0.5) / 0.4) / x+((0.7,0.5,0.3) / 0.8+(0.5,0.5,0.4,0.1) / 0.5) / y
$$

and

$$
B=((0.9,0.6) / 0.8+(1.0,1.0,0.6,0.6) / 0.7) / x+((0.6,0.2) / 0.9+0.1 / 0.4) / y
$$

Then

$$
\begin{aligned}
L(x, 0.7 ; A) & =3, L(x, 0.4 ; A)
\end{aligned}=2, L(y, 0.8 ; A)=3, L(y, 0.5 ; A)=4, ~=~ L(x, 0.8 ; B)=2, L(x, 0.7 ; B)=4, L(y, 0.9 ; B)=2, L(y, 0.4 ; B)=1 . ~ \$
$$

Moreover,

$$
\begin{aligned}
& L(x, 0.7 ; 0.8)=3, L(x, 0.7 ; 0.7)=4, L(x, 0.4 ; 0.8)=2, L(x, 0.4 ; 0.7)=4 \\
& L(y, 0.8 ; 0.9)=3, L(y, 0.8 ; 0.4)=3, L(y, 0.5 ; 0.9)=4, L(y, 0.5 ; 0.4)=4
\end{aligned}
$$

## 5. Some Operations on T2MFS

In this section, we discuss four fundamental arithmetical operations: (i) complement, (ii) inclusion, (iii) union, and (iv) intersection of T2MFS.

### 5.1. Complement

Let $A$ be a T2MFS over some universe $X$. Then, the complement of $A$ denoted by $A^{c}$ is defined as

$$
A^{c}=\sum_{x \in X}\left(\sum_{v \in J_{x} \subseteq[0,1]}\left(\mu_{A}^{1}(x, v), \mu_{A}^{2}(x, v), \cdots, \mu_{A}^{p}(x, v)\right) / v\right) / x
$$

where $v=1-u$ and $u$ is the primary membership function of $A$. Let us give an example to illustrate this idea.

Example 8: Let us consider the T2MFS A used in Example 6.

$$
A^{c}=\begin{gathered}
((0.8,0.5,0.2) / 0.4+(0.3,0.3) / 0.1) / x+ \\
((0.7,0.6) / 0.7+0.8 / 0.5+(0.5,0.3,0.1) / 0.3) / y
\end{gathered}
$$

### 5.2. Inclusion

Let $A$ and $B$ be two T2MFSs over some universe $X$. Then we say that $A \subseteq B$ if and only if

$$
u \leq u^{\prime}, \mu_{A}^{j}(x, u) \leq \mu_{B}^{j}\left(x, u^{\prime}\right), j=1,2, \cdots, L\left(x, u, u^{\prime}\right) \forall x \in X
$$

where $u$ and $u^{\prime}$ are primary membership functions of $A$ and $B$, respectively, and $\mu_{A}^{j}$ and $\mu_{B}^{j}$ are the secondary membership functions of $A$ and $B$ respectively. These two sets $A$ and $B$ are said to be equal if and only if

$$
u=u^{\prime}, \mu_{A}^{j}(x, u)=\mu_{B}^{j}\left(x, u^{\prime}\right), j=1,2, \cdots, L\left(x, u, u^{\prime}\right) \forall x \in X
$$

Let us illustrate this idea by an example.
Example 9: Let us consider two T2MFSs, say $A$ and B, where

$$
A=(((0.8,0.6,0.5,0.1) / 0.8+(0.9,0.8,0.6,0.3) / 0.7) / x+((0.7,0.5,0.3) / 0.9+(0.9,0.4) / 0.5) / y)
$$

and

$$
B=(((0.7,0.6) / 0.6+(0.8,0.5,0.4,0.1) / 0.7) / x+((0.6,0.2) / 0.5+0.1 / 0.4) / y)
$$

Then applying the above-mentioned definition, we can see that $B \subseteq A$.

### 5.3. Union

Let $A$ and $B$ be two T2MFSs over the universe $X$. Then the set $C=A \cup B$ is defined as

$$
C=\sum_{x \in X}\left(\sum_{v \in J_{x} \subseteq[0,1]}\left(\mu_{A}^{1}(x, v), \mu_{A}^{2}(x, v), \cdots, \mu_{A}^{L\left(x, u, u^{\prime}\right)}(x, v)\right) / v\right) / x
$$

where $\mu_{C}^{j}(x, v)=\mu_{A \cup B}^{j}(x, v)=\mu_{A}^{j}(x, u) \wedge \mu_{B}^{j}\left(x, u^{\prime}\right)$ and $j=1,2, \cdots, L\left(x, u, u^{\prime}\right), \forall x \in X$, such that $v=u \vee u^{\prime}$, where $u$ and $u^{\prime}$ are the primary membership functions of $A$ and $B$ respectively. $\mu_{A}^{j}(x, u)$ and $\mu_{B}^{j}\left(x, u^{\prime}\right)$ are the secondary membership functions of $A$ and $B$ respectively. Let us illustrate this idea by an example.

Example 10: Let us consider two T2MFSs, say A and B, which are considered in Example 5. Then

$$
A=(((0.8,0.6,0.2) / 0.7+(0.9,0.5) / 0.4) / x+((0.7,0.5,0.3) / 0.8+(0.5,0.5,0.4,0.1) / 0.5) / y)
$$

and

$$
B=(((0.9,0.6) / 0.8+(1.0,0.8,0.6,0.6) / 0.7) / x+((0.6,0.2) / 0.9+0.1 / 0.4) / y)
$$

Then

$$
\begin{aligned}
& A \cup B \\
& =(((0.8,0.6,0.0) / 0.8+(0.8,0.6,0.2,0.0) / 0.7+(0.9,0.5) / 0.8+(0.9,0.5,0.0,0.0) / 0.7) / x \\
& +((0.6,0.2,0.0) / 0.9+(0.5,0.2,0.0,0.0) / 0.9+(0.1,0.0,0.0) / 0.8+(0.1,0.0,0.0,0.0) / 0.5) / y) \\
& =(((\max (0.8,0.9), \max (0.6,0.5)) / 0.8+(\max (0.8,0.9), \max (0.6,0.5), \max (0.2,0.0)) / 0.7) / x \\
& +((\max (0.6,0.5), \max (0.2,0.2)) / 0.9+0.1 / 0.8+0.1 / 0.5) / y) \\
& =(((0.9,0.6) / 0.8+(0.9,0.6,0.2) / 0.7) / x+((0.6,0.2) / 0.9+0.1 / 0.8+0.1 / 0.5) / y) .
\end{aligned}
$$

### 5.4. Intersection

Let $A$ and $B$ be two T2MFSs over the universe $X$. Then set $C$ is the intersection of $A$ and $B$ where it is denoted as $C=A \cap B$ and is defined as

$$
C=\sum_{x \in X}\left(\sum_{v \in J_{x} \subseteq[0,1]}\left(\mu_{A}^{1}(x, v), \mu_{A}^{2}(x, v), \cdots, \mu_{A}^{L\left(x, u, u^{\prime}\right)}(x, v)\right) / v\right) / x
$$

Here, $\mu_{C}^{j}(x, v)=\mu_{A \cup B}^{j}(x, v)=\mu_{A}^{j}(x, u) \wedge \mu_{B}^{j}\left(x, u^{\prime}\right), j=1,2, \cdots, L\left(x, u, u^{\prime}\right), \forall x \in X$, where $v=u \wedge u^{\prime}$, and $u$ and $u^{\prime}$ are the primary membership functions of $A$ and $B$ respectively. $\mu_{A}^{j}(x, u)$ and $\mu_{B}^{j}\left(x, u^{\prime}\right)$ are the secondary membership functions of $A$ and $B$ respectively. Subsequently, we illustrate this idea by an example as shown below.

Example 11: Let us consider two T2MFSs, say A and B, where

$$
\begin{gathered}
A=(((0.8,0.6,0.2) / 0.7+(0.9,0.5) / 0.4) / x+((0.7,0.5,0.3) / 0.8+(0.5,0.5,0.4,0.1) / 0.5) / y) \\
B=(((0.9,0.6) / 0.8+(1.0,0.8,0.6,0.6) / 0.7) / x+((0.6,0.2) / 0.9+0.1 / 0.4) / y)
\end{gathered}
$$

Then

$$
\begin{aligned}
& A \cap B \\
& =(((0.8,0.6,0.0) / 0.7+(0.8,0.6,0.2,0.0) / 0.7+(0.9,0.5) / 0.4+(0.9,0.5,0.0,0.0) / 0.4) / x \\
& +((0.6,0.2,0.0) / 0.8+(0.5,0.2,0.0,0.0) / 0.5+(0.1,0.0,0.0) / 0.4+(0.1,0.0,0.0,0.0) / 0.4) / y) \\
& =(((\max (0.8,0.8), \max (0.6,0.6), \max (0.0,0.2)) / 0.7+(\max (0.9,0.9), \max (0.5,0.5)) / 0.4) / x \\
& +((0.6,0.2) / 0.8+(0.5,0.2) / 0.5+(\max (0.1,0.1)) / 0.4+0.1 / 0.5) / y) \\
& =(((0.8,0.6,0.2) / 0.7+(0.9,0.5) / 0.4) / x+((0.6,0.2) / 0.8+(0.5,0.2) / 0.5+0.1 / 0.4) / y) .
\end{aligned}
$$

## 6. Properties of T2MFS

In this section, we discuss four fundamental properties of T2MFS.
Let $A, B$ and $C$ be three T2MFSs over a universe $X$. Then the following relations hold:
(i) $A \cup A=A, A \cap A=A$. (idempotency)
(ii) $(A \cup B)^{c}=A^{c} \cap B^{c},(A \cap B)^{c}=A^{c} \cup B^{c}$. (De Morgan's law)
(iii) $A \cup B=B \cup A, A \cap B=B \cap A$. (Commutativity)
(iv) $A \cup(B \cup C)=(A \cup B) \cup C, A \cap(B \cap C)=(A \cap B) \cap C$. (Associativity)
(v) $\quad(A \cup B) \cap C=(A \cap C) \cup(B \cap C),(A \cap B) \cup C=(A \cup C) \cap(B \cup C) .($ Distributive law)

The proofs of (i) to (iii) are obvious. We illustrate these results later by example. We now prove the results (iv) and (v).

## Proof of (iv).

$$
\begin{aligned}
& A \cup(B \cup C)=\sum_{x \in X}\left(\sum_{u \in J_{x} \subseteq[0,1]}\left(\mu_{A}^{1}(x, u), \mu_{A}^{2}(x, u), \ldots, \mu_{A}^{L(x, u ; A)}(x, u)\right) / u\right) / x \cup \\
& \left(\sum_{x \in X}\left(\sum_{v, w \in J_{x} \subseteq[0,1]}\binom{\left(\mu_{B}^{1}(x, v) \wedge \mu_{C}^{1}(x, w)\right),\left(\mu_{B}^{2}(x, v) \wedge \mu_{C}^{2}(x, w)\right), \ldots,}{\left(\mu_{B}^{L(x, v, w)}(x, v) \wedge \mu_{C}^{L(x, v, w)}(x, w)\right)} /(v \vee w)\right) / x\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\sum_{x \in X}\left(\sum_{u, v \in J_{x \subseteq[0,1]}}\binom{\left(\mu_{A}^{1}(x, u) \wedge \mu_{B}^{1}(x, v)\right),\left(\mu_{A}^{2}(x, u) \wedge \mu_{B}^{2}(x, v)\right), \ldots,}{\left(\mu_{A}^{L(x, u, v)}(x, u) \wedge \mu_{B}^{L(x, u, v)}(x, v)\right)} /(u \vee v)\right) / x\right) \cup \\
& \sum_{x \in X}\left(\sum_{w \in J_{x} \subseteq[0,1]}\left(\mu_{C}^{1}(x, w), \mu_{C}^{2}(x, w), \ldots, \mu_{C}^{L(x, w ; A)}(x, w)\right) / w\right) / x \\
& =(A \cup B) \cup C \text {. }
\end{aligned}
$$

Similarly, we can prove that $A \cap(B \cap C)=(A \cap B) \cap C$.

## Proof of (v).

$$
\begin{aligned}
& (A \cup B) \cap C=\left(\sum_{x \in X}\left(\begin{array}{c}
\sum_{u, v \in J_{x} \subseteq[0,1]}\binom{\left(\mu_{A}^{1}(x, u) \wedge \mu_{B}^{1}(x, v)\right),\left(\mu_{A}^{2}(x, u) \wedge \mu_{B}^{2}(x, v)\right), \cdots,}{\left(\mu_{A}^{L(x, u, v)}(x, u) \wedge \mu_{B}^{L(x, u, v)}(x, v)\right)} /(u \vee v)
\end{array}\right) / x\right) \cap \\
& \sum_{x \in X}\left(\sum_{w \in J_{x} \subseteq[0,1]}\left(\mu_{C}^{1}(x, w), \mu_{C}^{2}(x, w), \cdots, \mu_{C}^{L(x, w ; A)}(x, w)\right) / w\right) / x= \\
& \left.\sum_{x \in X}\left(\begin{array}{c}
\left(\mu_{A}^{1}(x, u) \wedge \mu_{B}^{1}(x, v) \wedge \mu_{C}^{1}(x, w)\right), \\
\sum_{u, v, w \in J_{x} \subseteq[0,1]}\left(\mu_{A}^{1}(x, u) \wedge \mu_{B}^{2}(x, v) \wedge \mu_{C}^{2}(x, w)\right), \cdots, \\
\left(\mu_{A}^{L(x, u, v, w)}(x, u) \wedge \mu_{B}^{L(x, u, v, w)}(x, v) \wedge \mu_{C}^{L(x, u, v, w)}(x, w)\right)
\end{array}\right) /(u \vee v) \wedge w\right) / x= \\
& \left(\sum_{x \in X}\left(\sum_{u, w \in J_{x} \subseteq[0,1]}\binom{\left(\mu_{A}^{1}(x, u) \wedge \mu_{C}^{1}(x, w)\right),\left(\mu_{A}^{2}(x, u) \wedge \mu_{C}^{2}(x, w)\right), \cdots,}{\left(\mu_{A}^{L(x, u, w)}(x, u) \wedge \mu_{C}^{L(x, u, w)}(x, w)\right)} /(u \wedge w)\right) / x\right) \cup \\
& \left(\sum_{x \in X}\left(\begin{array}{c}
\sum_{v, v \in J_{x} \subseteq[0,1]}\binom{\left(\mu_{B}^{1}(x, v) \wedge \mu_{C}^{1}(x, w)\right),\left(\mu_{B}^{2}(x, v) \wedge \mu_{C}^{2}(x, w)\right), \cdots,}{\left(\mu_{B}^{L(x, v, w)}(x, v) \wedge \mu_{C}^{L(x, v, w)}(x, w)\right)} /(v \wedge w)
\end{array}\right) / x\right)=(A \cap C) \cup(B \cap C)
\end{aligned}
$$

Similarly, we can prove that $(A \cap B) \cup C=(A \cup C) \cap(B \cup C)$.
Let us illustrate these results by an example.
Example 12: Let us consider three T2MFSs over a non-empty universe $X$.

$$
\begin{gathered}
A=(0.8,0.7,0.3) / 0.7 / x+(0.9,0.5,0.1) / 0.4 / y+(0.6,0.5) / 0.3 / z \\
B=(1.0,0.9) / 0.9 / x+(0.7,0.6,0.3) / 0.6 / y+(0.8,0.7,0.1) / 0.2 / z \\
C=(0.9,0.5,0.2,0.0) / 0.6 / x+(0.8,0.4) / 0.9 / y+(0.8,0.2,0.0) / 0.8 / z
\end{gathered}
$$

For simplicity, we have taken $J_{x}$ as a singleton set for each $x \in X$.
Then

$$
A \cup A=A \cap A=(0.8,0.7,0.3) / 0.7 / x+(0.9,0.5,0.1) / 0.4 / y+(0.6,0.5) / 0.3 / z=A
$$

Therefore, the idempotent property holds.

$$
(A \cup B)^{c}=(0.8,0.7) / 0.1 / x+(0.7,0.5,0.1) / 0.4 / y+(0.6,0.5) / 0.7 / z=A^{c} \cap B^{c}
$$

and

$$
(A \cap B)^{c}=(0.8,0.7) / 0.3 / x+(0.7,0.5,0.1) / 0.6 / y+(0.6,0.5) / 0.8 / z=A^{c} \cup B^{c}
$$

Hence, De Morgan's laws hold.

$$
A \cup B=(0.8,0.7) / 0.9 / x+(0.7,0.5,0.1) / 0.6 / y+(0.6,0.5) / 0.3 / z=B \cup A
$$

and

$$
A \cap B=(0.8,0.7) / 0.7 / x+(0.7,0.5,0.1) / 0.4 / y+(0.6,0.5) / 0.2 / z=B \cap A
$$

Consequently, the commutative property holds.

$$
A \cup(B \cup C)=(0.8,0.5) / 0.9 / x+(0.7,0.4) / 0.9 / y+(0.6,0.2) / 0.8 / z=(A \cup B) \cup C
$$

and

$$
A \cap(B \cap C)=(0.8,0.5) / 0.6 / x+(0.7,0.4) / 0.4 / y+(0.6,0.2) / 0.2 / z=(A \cap B) \cap C
$$

Hence, the associative property holds.
$(A \cup B) \cap C=(0.8,0.5) / 0.6 / x+(0.7,0.4) / 0.6 / y+(0.6,0.2) / 0.3 / z=(A \cap C) \cup(B \cap C)$
and
$(A \cap B) \cup C=(0.8,0.5) / 0.7 / x+(0.7,0.4) / 0.9 / y+(0.6,0.2) / 0.8 / z=(A \cup C) \cap(B \cup C)$.
As a result, the distributive property holds.

## 7. Distance Measures of T2MFS

Let $A$ and $B$ be two T2MFSs. Then we can define the following distances as follows:
(1) Hamming Distance

$$
d_{H}(A, B)=\sum_{x \in X} \sum_{u, u^{\prime} \in J_{x}} \sum_{j=1}^{L\left(x, u, u^{\prime} ; A, B\right)}\left|\mu_{A}^{j}(x, u)-\mu_{B}^{j}\left(x, u^{\prime}\right)\right| .
$$

(2) Euclidean Distance

$$
d_{E}(A, B)=\left[\sum_{x \in X} \sum_{u, u^{\prime} \in J_{x}} \sum_{j=1}^{L\left(x, u, u^{\prime} ; A, B\right)}\left|\mu_{A}^{j}(x, u)-\mu_{B}^{j}\left(x, u^{\prime}\right)\right|^{2}\right]^{\frac{1}{2}}
$$

where $u$ and $u^{\prime}$ are the primary membership functions of $A$ and $B$ respectively, and $\mu_{A}$ and $\mu_{B}$ are the corresponding secondary membership functions of $A$ and $B$. Let us now explain this idea with an example.

Example 13: Let $X$ be a non-empty universe. Let $A$ and $B$ be two T2MFSs over $X$ which are given as

$$
\begin{gathered}
A=(0.9,0.6,0.4) / 0.8 / x+(0.8,0.5,0.1) / 0.6 / y+(1.0,0.7) / 0.9 / z \\
B=(0.7,0.7,0.2) / 0.6 / x+(0.9,0.2,0.1) / 0.3 / y+(0.8,0.8) / 0.4 / z \\
d_{H}(A, B)=|0.9-0.7|+|0.6-0.7|+|0.4-0.2|+|0.8-0.9|+|0.5-0.2| \\
+|0.1-0.1|+|1.0-0.8|+|0.7-0.8|=1.2
\end{gathered}
$$

and

$$
\begin{gathered}
d_{E}(A, B)=\left[|0.9-0.7|^{2}+|0.6-0.7|^{2}+|0.4-0.2|^{2}+|0.8-0.9|^{2}+|0.5-0.2|^{2}\right. \\
\left.\quad+|0.1-0.1|^{2}+|1.0-0.8|^{2}+|0.7-0.8|^{2}\right]^{\frac{1}{2}}=0.49
\end{gathered}
$$

## 8. Numerical Illustration

Although fuzzy logic is relatively a newer subject than classical mathematical logic, we use the former extensively in our everyday life. We primarily use fuzzy logic in decision-making problems. However, there may be some cases in decision-making where the primary membership function occurs with a sequence of same or different degrees. In that case, we need to use T2MFS to solve the problem. Let us present an example of medical diagnosis after acquiring the necessary information from Reference [38]. Let $P=\left\{P_{1}, P_{2}, P_{3}, P_{4}\right\}$ be a set of patients, $D=$ \{Viral Fever, Tuberculosis, Typhoid, Throat Disease $\}$ be a set of diseases and $S=$ \{Temperature, Cough, Throat Pain, Headache, Body Pain\} be a set of symptoms. Let us consider the intensity of the disease symptoms to be the secondary membership functions.

Now, if we look at one set of data, there is a chance that some errors may occur since we know that at different times during a day the disease symptoms have different intensities. To minimize these errors, we study three different samples at three different times of the day. The details of one such example are provided below.

In Table 1, each symptom is described by their primary and secondary membership function.
Table 1. Symptoms vs. Diseases.

| Disease | Viral Fever | Tuberculosis | Typhoid | Throat Disease |
| :---: | :---: | :---: | :---: | :---: |
| Temperature | $0.8 / 0.7$ | $0.3 / 0.1$ | $0.4 / 0.6$ | $0.3 / 0.2$ |
| Cough | $0.4 / 0.3$ | $0.8 / 0.9$ | $0.2 / 0.4$ | $0.4 / 0.4$ |
| Throat Pain | $0.3 / 0.4$ | $0.9 / 0.8$ | $0.5 / 0.3$ | $0.8 / 0.9$ |
| Headache | $0.7 / 0.6$ | $0.6 / 0.7$ | $0.6 / 0.1$ | $0.2 / 0.3$ |
| Body Pain | $0.9 / 0.5$ | $0.7 / 0.8$ | $0.5 / 0.5$ | $0.1 / 0.2$ |

For proper diagnosis of each patient, we take samples at three different times in a day say at 8 AM , 2 PM and 9 PM. We use the Euclidean distance measure (cf. Section 6) to calculate the distance between the patients and the diseases. Here, the Euclidean distance is determined between each patient $P_{i}$ from every symptoms $S_{j}$ for each diagnosis $d_{k}, i, k=1,2,3,4, j=1,2,3,4,5$.

The data reported in Table 2 is of a T2MFS, where the intensity of the symptoms form a secondary membership sequence. Moreover, in Tables 3 and 4 the Hamming distance and the Euclidean distance are determined respectively for each patient from the set of diseases.

Table 2. Patients vs. Symptoms.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{1}$ | $(0.8,0.4,0.3) / 0.4$ | $(0.6,0.5,0.3) / 0.5$ | $(0.7,0.4,0.2) / 0.7$ | $(0.6,0.4,0.2) / 0.3$ | $(0.4,0.2,0.2) / 0.5$ |
| $P_{2}$ | $(0.3,0.2,0.0) / 0.2$ | $(0.9,0.8,0.7) / 0.8$ | $(0.7,0.6,0.5) / 0.6$ | $(0.2,0.1,0.1) / 0.4$ | $(0.5,0.4,0.2) / 0.7$ |
| $P_{3}$ | $(0.1,0.0,0.0) / 0.1$ | $(0.7,0.5,0.4) / 0.6$ | $(0.9,0.8,0.8) / 0.9$ | $(0.3,0.2,0.2) / 0.3$ | $(0.3,0.3,0.1) / 0.4$ |
| $P_{4}$ | $(0.9,0.9,0.8) / 0.7$ | $(0.5,0.4,0.1) / 0.4$ | $(0.4,0.2,0.2) / 0.3$ | $(0.8,0.6,0.5) / 0.6$ | $(1.0,0.9,0.9) / 0.8$ |

Table 3. Hamming distance between Patients and Diseases.

| Patient | Viral Fever | Tuberculosis | Typhoid | Throat Disease |
| :---: | :---: | :---: | :---: | :---: |
| $P_{1}$ | 2.17 | 2.21 | 1.78 | 1.79 |
| $P_{2}$ | 2.70 | 1.97 | 2.14 | 1.79 |
| $P_{3}$ | 2.77 | 2.07 | 2.24 | 1.34 |
| $P_{4}$ | 1.18 | 2.44 | 2.07 | 2.74 |

Table 4. Euclidean distance between Patients and Diseases.

| Patient | Viral Fever | Tuberculosis | Typhoid | Throat Disease |
| :---: | :---: | :---: | :---: | :---: |
| $P_{1}$ | 1.49 | 1.49 | 0.98 | 1.08 |
| $P_{2}$ | 1.98 | 1.20 | 1.46 | 1.01 |
| $P_{3}$ | 2.18 | 1.26 | 1.33 | 0.65 |
| $P_{4}$ | 0.47 | 1.78 | 1.27 | 2.16 |

According to the principle of minimum distance point, a lower distance point indicates a proper diagnosis of a particular disease. While comparing the data reported in Tables 3 and 4, a similar interpretation is observed. Here, considering both these Tables 3 and 4, the lowest distance point gives the proper diagnosis, and therefore it can be inferred that patient $P_{1}$ suffers from Typhoid and patients $P_{2}$ and $P_{3}$ suffer from Throat Disease, whereas, patient $P_{4}$ suffers from Viral Fever. Hence, out of four patients, we observe that two patients are affected with Throat Disease. In addition, one patient is affected with each of the two diseases, Viral Fever and Typhoid, whereas, none of the patients are diagnosed with Tuberculosis.

## 9. Case Study

For the purpose of simulation, we consider a real case study for 500 patients of the Healthcare Hospital situated in Kolkata, India. Subsequently, we consulted with the specialist doctors of the Healthcare Hospital and received their feedback on the 500 patients at three different times in a day.

A patient suffering from a disease, when visiting a hospital, expresses his/her symptoms, e.g., Temperature, Cough, Throat Pain, Headache and Body Pain to a doctor. Based on these feedbacks, the doctor analyzes the disease (e.g., Viral Fever, Tuberculosis, Typhoid and Throat Disease) the patient is suffering from. These symptoms and the disease of the patients are represented in linguistic terms which involves uncertainty. As an example, in a day, the Temperature of a patient can vary in the morning, afternoon and night. Based on these recorded values of the Temperature, the evaluation of different doctors might change as well. For example, if the Temperature of a patient is recorded 100.5 Fahrenheit (F), 100.2 F and 100.7 F respectively in the morning, afternoon and night, then one doctor might analyze that the patient is having Viral Fever, while the other doctor might not agree that the patient is suffering from Viral Fever and often agree to observe the Temperature for some subsequent days. It can be noted here, that a particular symptom of a patient can fluctuate in a day, and based on these fluctuations, the opinion (analysis) of the experts (doctors) also varies for a particular patient. Therefore, in order to incorporate the uncertainties of the symptoms and the diseases rationally, the parameters of the symptom and the disease of a patient are represented as T2MFS. In our study, the necessary information are received from the doctors of the Healthcare Hospital. It should be mentioned here that while receiving specialist doctors feedback, we consider the set of five symptoms and the four diseases as the same, compared to the one considered in the application mentioned in the numerical illustration section. These data are presented in the tables of the supplementary file. Here, Tables 5 and 6 report the data of the Healthcare Hospital which are similar to the corresponding data presented in Tables 1 and 2. Similar to Table 4, in this case study, we determine the Euclidean distances between patients and diseases. However, instead of the corresponding data of four patients as shown in Tables 2 and 4, Table 6 and Table S1 represent the data of 500 patients. From Table 7, it is observed that 66 patients are affected with Viral Fever. Two-hundred-and-forty-two patients are suspected to have Tuberculosis; 62 patients are suffering from Typhoid and 130 patients are diagnosed with Throat Disease.

Table 5. Symptoms vs. Diseases in Healthcare Hospital.

| Symptom | Viral Fever | Tuberculosis | Typhoid | Throat Disease |
| :---: | :---: | :---: | :---: | :---: |
| Temperature | $0.90 / 0.89$ | $0.38 / 0.76$ | $0.38 / 0.66$ | $0.38 / 0.87$ |
| Cough | $0.85 / 0.58$ | $0.79 / 0.38$ | $0.73 / 0.29$ | $0.61 / 0.40$ |
| Throat Pain | $0.98 / 0.35$ | $0.39 / 0.56$ | $0.32 / 0.73$ | $0.38 / 0.77$ |
| Headache | $0.65 / 0.52$ | $0.49 / 0.23$ | $0.97 / 0.38$ | $0.72 / 0.45$ |
| Body Pain | $0.60 / 0.27$ | $0.77 / 0.79$ | $0.37 / 0.53$ | $0.87 / 0.15$ |

Table 6. Patients vs. Symptoms in Healthcare Hospital.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{1}$ | (0.20,0.89,0.87)/0.73 | (0.13,0.40,0.22)/0.93 | (0.24,0.44,0.87)/0.34 | (0.99,0.85,1.00)/0.20 | (0.49,0.97,0.34)/0.67 |
| $P_{2}$ | (0.28,0.80,0.23)/0.24 | (0.65,0.27,0.53)/0.76 | (0.64,0.11,0.49)/0.95 | (0.62,0.28,0.28)/0.31 | (0.61,0.40,0.58)/0.32 |
| $P_{3}$ | (0.80,0.57,0.20)/0.83 | (0.47,0.66,0.27)/0.81 | (0.67,0.48,0.71)/0.45 | $(0.47,0.74,0.11) / 0.89$ | (0.76,0.90,0.70)/0.36 |
| $P_{4}$ | (0.22,0.60,0.31)/0.47 | (0.35,0.54,0.79)/0.41 | (0.49,0.88,0.14)/0.31 | (0.98,0.56,0.73)/0.25 | (0.99,0.42,0.48)/0.25 |
| $P_{5}$ | (0.27,0.48,0.14)/0.92 | (0.36,0.21,0.62)/0.44 | (0.33,0.69,0.43)/0.27 | (1.00,0.51,0.75)/0.81 | (1.00,0.83,0.89)/0.34 |
| $P_{6}$ | (0.47,0.41,0.83)/0.81 | (0.67,0.63,0.34)/0.60 | (0.14,0.47,1.00)/0.55 | (0.31,0.87,0.48)/0.22 | (0.19,0.96,0.88)/0.94 |
| $P_{7}$ | (0.88,0.98,0.47)/0.31 | (0.65,0.84,0.48)/0.91 | (0.37,0.31,0.78)/0.55 | (0.62,0.45,0.41)/0.75 | (0.57,0.60,0.71)/0.24 |
| $P_{8}$ | (0.69,0.49,0.27)/0.51 | (0.76,0.84,0.46)/0.69 | (0.56,0.16,0.63)/0.81 | (0.41,0.69,0.19)/0.37 | (0.69,0.88,0.39)/0.54 |
| $P_{9}$ | (0.17,0.55,0.92)/0.40 | (0.90,0.22,0.27)/0.86 | (0.95,0.89,0.49)/0.43 | (0.67,0.71,0.21)/0.72 | (0.41,0.62,0.90)/0.74 |
| $P_{10}$ | (0.59,0.14,0.50)/0.41 | (0.82,0.47,0.65)/0.47 | (0.40,0.98,0.69)/0.40 | (0.61,0.66,0.31)/0.75 | (0.37,0.67,0.43)/0.20 |
| $P_{11}$ | $(0.88,0.61,0.27) / 0.22$ | (0.96,0.51,0.84)/0.21 | (0.55,0.11,0.91)/0.77 | (0.69,0.94,0.97)/0.91 | (0.72,0.66,0.29)/0.49 |
| $P_{12}$ | (0.95,0.47,0.19)/0.58 | (0.38,0.39,0.25)/0.75 | (0.27,0.97,0.89)/0.28 | (0.45,0.38,0.44)/0.23 | (0.88,0.10,0.57)/0.52 |
| $P_{13}$ | (0.25,0.50,0.91)/0.60 | (0.83,0.25,0.33)/0.84 | (0.79,0.31,0.55)/0.59 | (0.97,0.52,0.73)/0.47 | (0.72,0.66,0.61)/0.37 |
| $P_{14}$ | (0.18,0.18,0.91)/0.50 | (0.98,1.00,0.65)/0.79 | (0.34,0.34,0.93)/0.84 | (0.26,0.78,0.68)/0.25 | (0.49,0.11,0.66)/0.94 |
| $P_{15}$ | $(0.94,0.86,0.23) / 0.43$ | (0.89,0.11,0.34)/0.36 | (0.96,0.58,0.21)/0.93 | (1.00,0.89,0.16)/0.83 | (0.26,0.26,0.98)/0.63 |
| $P_{16}$ | (0.65,0.86,0.11)/0.68 | (0.66,0.44,0.31)/0.59 | (0.29,0.71,0.22)/0.95 | (0.34,0.17,0.77)/0.83 | (0.63,0.90,0.55)/0.61 |
| $P_{17}$ | (0.20,0.98,0.16)/0.38 | (0.40,0.74,0.85)/0.89 | (0.59,0.54,0.92)/0.76 | (0.63,0.18,0.91)/0.34 | (0.32,0.51,0.42)/0.41 |
| $P_{18}$ | $(0.23,0.96,0.20) / 0.37$ | (0.55,0.74,0.18)/0.95 | (0.77,0.91,0.29)/0.29 | (0.21,0.13,0.29)/0.87 | (0.67,0.75,0.18)/0.77 |
| $P_{19}$ | (0.49,0.20,0.19)/0.44 | (0.48,0.41,0.94)/0.38 | (0.86,0.39,0.54)/0.85 | (0.74,0.14,0.57)/0.36 | (0.22,0.71,0.76)/0.21 |
| $P_{20}$ | (0.66,0.83,0.48)/0.89 | (0.86,0.68,0.80)/0.94 | (0.80,0.68,0.41)/0.50 | (0.42,0.33,0.53)/0.62 | (0.79,0.74,0.50)/0.88 |
| $P_{21}$ | (0.67,0.63,0.78)/0.61 | (0.11,0.42,0.45)/0.52 | (0.43,0.36,0.42)/0.62 | (0.34,0.45,0.83)/0.73 | (0.92,0.19,0.11)/0.45 |
| $P_{22}$ | $(0.41,0.38,0.73) / 0.60$ | (0.78,0.99,0.61)/0.71 | (0.96,0.87,0.34)/0.83 | (0.24,0.87,0.61)/0.28 | (0.93,0.43,0.92)/0.56 |
| $P_{23}$ | (0.88,0.36,0.36)/0.46 | (0.17,1.00,0.49)/0.38 | (0.37,0.22,0.12)/0.92 | (0.31,0.10,0.28)/0.57 | (0.83,0.50,0.95)/0.23 |
| $P_{24}$ | (0.79,0.46,0.13)/0.75 | (0.79,0.56,0.50)/0.51 | (0.61,0.91,0.58)/0.76 | (0.99,0.24,0.85)/0.25 | (0.28,0.26,0.10)/0.95 |
| $P_{25}$ | (0.44,0.13,0.93)/0.86 | (0.37,0.14,0.73)/0.87 | (0.58,0.18,0.98)/0.74 | (0.94,0.32,0.79)/0.41 | (0.95,0.35,0.40)/0.41 |
| $P_{26}$ | (0.18,0.42,0.49)/0.54 | (0.49,0.74,0.71)/0.21 | (0.58,0.91,0.43)/0.51 | (0.57,0.40,0.51)/0.88 | (0.82,0.73,0.52)/0.44 |
| $P_{27}$ | (0.85,0.54,0.87)/0.45 | (0.54,0.61,0.33)/0.32 | (0.35,0.57,0.33)/0.24 | (0.49,0.11,0.35)/0.31 | (0.17,0.17,0.29)/0.56 |
| $P_{28}$ | (0.31,0.94,0.68)/0.76 | (0.89,0.52,0.71)/0.73 | $(0.51,0.28,0.78) / 0.48$ | (0.66,0.12,0.12)/0.43 | (0.52,0.93,0.67)/0.57 |
| $P_{29}$ | (0.82,0.42,0.49)/0.84 | (0.17, $0.49,0.90) / 0.56$ | ( $0.46,0.80,0.64$ )/0.75 | (0.17,0.74,0.36)/0.59 | (0.15,0.90,0.99)/0.73 |
| $P_{30}$ | (0.52,0.43,0.10)/0.77 | (0.13,0.32,0.23)/0.73 | (0.89,0.33,0.18)/0.91 | (0.20,0.63,0.58)/0.71 | (0.95,0.63,0.47)/0.93 |
| $P_{31}$ | (0.22,0.99,0.46)/0.67 | (0.61,0.19,1.00)/0.65 | (0.38,0.82,0.12)/0.28 | (0.92,0.19,0.57)/0.53 | (0.41,0.95,0.78)/0.41 |
| $P_{32}$ | (0.12,0.74,0.88)/0.40 | (0.92,0.21,0.21)/0.86 | (0.53,0.59,0.25)/0.83 | (0.71,0.89,0.52)/0.75 | (0.41,0.98,0.58)/0.22 |
| $P_{33}$ | (0.27,0.91,0.40)/0.71 | (0.81,0.97,0.98)/0.33 | (0.56,0.67,0.16)/0.85 | (0.33,0.92,0.41)/0.38 | (0.79,0.33,0.90)/0.28 |
| $P_{34}$ | (0.11,0.45,0.16)/0.63 | (0.26,0.49,0.50)/0.95 | (0.64,0.98,0.93)/0.59 | (0.35,0.66,0.23)/0.86 | (0.37,0.55,0.39)/0.38 |
| $P_{35}$ | (0.52,0.91,0.77)/0.34 | (0.84,0.48,0.20)/0.59 | (0.94,0.76,0.96)/0.80 | (0.45,0.81,0.30)/0.72 | (0.70,0.81,0.53)/0.50 |
| $P_{36}$ | (0.36,0.44,0.27)/0.26 | (0.76,0.72,0.32)/0.62 | (0.67,0.12,0.20)/0.86 | (0.68,1.00,0.42)/0.51 | (0.39,0.90,0.76)/0.76 |
| $P_{37}$ | (0.73,0.34,0.59)/0.60 | (0.73,0.30,0.21)/0.76 | (0.22,0.17,0.73)/0.47 | (0.43,0.55,0.40)/0.24 | (0.74, 0.84,0.41)/0.76 |
| $P_{38}$ | (0.33,0.92,0.32)/0.80 | (0.69,0.65,0.14)/0.74 | (0.68,0.51,0.62)/0.84 | (0.31,0.91,0.26)/0.41 | (0.65,0.23,0.53)/0.79 |
| $P_{39}$ | (0.63,0.87,0.10)/0.56 | (0.76,0.81,0.53)/0.37 | (0.22,0.39,0.74)/0.30 | (0.23,0.27,0.48)/0.28 | (0.89,0.90,0.45)/0.62 |
| $P_{40}$ | (0.48,0.19,0.71)/0.85 | (0.33,0.45,0.73)/0.49 | (0.51,0.22,0.68)/0.62 | (0.43,0.80,0.99)/0.31 | (0.68,0.37,0.38)/0.32 |
| $P_{41}$ | $(0.58,0.46,0.52) / 0.33$ | (0.24,0.28,1.00)/0.40 | (0.17,0.43,0.15)/0.87 | (0.86,0.11,0.48)/0.52 | (0.25,0.20,0.48)/0.52 |
| $P_{42}$ | (0.27,0.89,0.32)/0.91 | (0.96,0.58,0.54)/0.60 | (0.13,0.15,0.88)/0.21 | (0.83,0.72,0.45)/0.89 | (0.89,0.18,0.59)/0.31 |
| $P_{43}$ | $(0.89,0.68,0.59) / 0.26$ | (0.59,0.25,0.50)/0.91 | $(0.18,0.56,0.93) / 0.52$ | (0.41,0.44,0.48)/0.59 | (0.89,0.61,0.48)/0.66 |
| $P_{44}$ | (0.20,0.27,0.63)/0.78 | (0.62,0.92,0.48)/0.94 | (0.61,0.61,0.61)/0.54 | (0.38,0.10,0.20)/0.58 | (0.65,0.81,0.57)/0.31 |
| $P_{45}$ | (0.47,0.45,0.66)/0.41 | (0.75,0.79,0.32)/0.84 | (0.36,0.16,0.34)/0.65 | (0.33,0.27,0.59)/0.92 | (0.91,0.92,0.25)/0.64 |
| $P_{46}$ | (0.33,0.39,0.75)/0.83 | (0.34,0.54,0.54)/0.94 | (0.19,0.96,0.79)/0.50 | (0.85,0.16,0.99)/0.46 | (0.89,0.87,0.18)/0.41 |
| $P_{47}$ | (0.37,0.57,0.22)/0.60 | (0.83,0.39,0.35)/0.86 | (0.59,0.72,0.26)/0.91 | (0.98,0.94,0.90)/0.31 | (1.00,1.00,0.31)/0.25 |
| $P_{48}$ | (0.10,0.76,0.96)/0.89 | (0.83,0.97,0.63)/0.31 | (0.82,0.27,0.40)/0.50 | (0.60,0.81, 0.48$) / 0.28$ | (0.20,0.15,0.52)/0.33 |
| $P_{49}$ | (0.34,0.66,0.66)/0.83 | (0.37,0.90,0.47)/0.78 | (0.28,0.33,0.27)/0.85 | (0.99,0.22,0.52)/0.92 | (0.60,0.75,0.81)/0.60 |
| $P_{50}$ | (0.24,0.25,0.74)/0.37 | (0.69,0.62,0.76)/0.60 | (0.67,1.00,0.84)/0.82 | $(0.20,0.88,0.20) / 0.74$ | (0.84,0.16,0.48)/0.94 |

Table 6. Cont.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{51}$ | (0.17,0.44,0.47)/0.68 | (0.10,0.67,0.14)/0.62 | (0.84,0.80,0.21)/0.42 | (0.13,0.62,0.32)/0.20 | (0.30,0.55,0.59)/0.57 |
| $P_{52}$ | (0.45,0.43,0.16)/0.56 | (0.70,0.34,0.58)/0.21 | (0.78,0.54,0.45)/0.54 | (0.34,0.39,0.70)/0.72 | (0.93,0.21,0.87)/0.69 |
| $P_{53}$ | (0.99,0.96,0.29)/0.53 | (0.67,0.37,0.43)/0.26 | (0.59,0.43, 0.35 )/0.80 | (0.26,0.79,0.12)/0.75 | (0.84,0.49,0.97)/0.71 |
| $P_{54}$ | (0.26,0.50,0.36)/0.61 | $(0.69,0.68,0.93) / 0.26$ | (0.99,0.31,0.27)/0.41 | (0.15,0.60,0.37)/0.23 | (0.28,0.60,0.91)/0.23 |
| $P_{55}$ | (0.93,0.26,0.61)/0.59 | (0.87,0.51,0.76)/0.71 | (0.44,0.92,0.73)/0.54 | (0.18,0.96,0.35)/0.85 | (0.95,0.54,0.18)/0.69 |
| $P_{56}$ | $(0.69,0.56,0.30) / 0.47$ | (0.67,0.44,0.21)/0.85 | $(0.79,0.97,0.88) / 0.77$ | (0.55,0.93,0.36)/0.54 | (0.69,0.21,0.40)/0.94 |
| $P_{57}$ | (0.12,0.49,0.55)/0.29 | (0.19,0.90,0.35)/0.76 | (0.31,0.13,0.12)/0.55 | (1.00,0.95,0.95)/0.59 | (0.86,0.30,0.79)/0.33 |
| $P_{58}$ | (0.97,0.58,0.20)/0.55 | (0.82,0.16,0.78)/0.93 | (0.43, $0.74,0.34) / 0.42$ | (0.24,0.17,0.40)/0.44 | (0.42,0.63,0.95)/0.67 |
| $P_{59}$ | (0.92,0.76,0.17)/0.56 | (0.36,0.21, 0.81 )/0.32 | $(0.34,0.45,0.60) / 0.68$ | (0.13,0.42,0.25)/0.43 | (0.22,0.80,0.55)/0.87 |
| $P_{60}$ | (0.48,0.31,0.55)/0.94 | (0.53,0.74,0.65)/0.59 | (0.61,0.92,0.15)/0.27 | (0.25,0.58,0.21)/0.46 | (0.91,0.62,0.22)/0.28 |
| $P_{61}$ | (0.25,0.85,0.70)/0.93 | (0.57,0.69,0.24)/0.51 | (0.61,0.16,0.99)/0.22 | (0.96,0.51,0.76)/0.38 | (0.98,0.24,0.71)/0.36 |
| $P_{62}$ | $(0.63,0.50,0.87) / 0.68$ | (0.44,0.33,0.39)/0.27 | (0.71,0.17,0.90)/0.82 | (0.38,0.32,0.99)/0.95 | (0.99,0.61,0.99)/0.37 |
| $P_{63}$ | (0.81,0.14,0.41)/0.71 | (0.38,1.00,0.25)/0.54 | $(0.21,0.98,0.60) / 0.92$ | (0.82,0.79,0.59)/0.94 | (0.97,0.29,0.74)/0.52 |
| $P_{64}$ | (0.87,0.30,0.92)/0.65 | (0.50,0.45,1.00)/0.58 | (0.75,0.57,0.62)/0.85 | (0.69,0.41,0.89)/0.46 | (0.57,0.43,0.16)/0.92 |
| $P_{65}$ | (0.61,0.17,0.88)/0.85 | (0.52,0.73,0.84)/0.65 | (0.19,0.36,0.23)/0.77 | (0.86,0.69,0.55)/0.85 | (0.48,0.76,0.16)/0.93 |
| $P_{66}$ | $(0.25,0.79,0.28) / 0.59$ | (0.64,0.19,0.23)/0.74 | (0.89,0.63,0.95)/0.87 | (0.22,0.76,0.58)/0.20 | (0.56,0.64,0.73)/0.35 |
| $P_{67}$ | (0.34,0.76,0.89)/0.47 | $(0.27,0.48,0.50) / 0.90$ | (0.22,0.52,0.91)/0.72 | (0.34,0.83,0.25)/0.25 | (0.77,0.84,0.63)/0.35 |
| $P_{68}$ | (0.85,0.79,0.17)/0.75 | (0.76,0.37,0.31)/0.54 | (0.87,0.46,0.25)/0.67 | (0.14,0.83,0.67)/0.63 | (0.15,0.50,0.82)/0.20 |
| $P_{69}$ | (0.64,0.18,0.62)/0.90 | (0.30,0.79,0.96)/0.33 | (0.31,0.51,0.43)/0.78 | (0.25,0.64,0.55)/0.48 | (0.78,0.83,0.36)/0.86 |
| $P_{70}$ | (0.48,0.80,0.31)/0.83 | (0.78,0.66,0.27)/0.70 | (0.81,0.78,0.83)/0.61 | (0.90,0.59,0.35)/0.47 | (0.44,0.87,0.66)/0.72 |
| $P_{71}$ | (0.47,0.92,0.42)/0.95 | (0.55,0.87,0.52)/0.60 | (0.37,0.35,0.95)/0.92 | (0.54,0.10,0.88)/0.82 | (0.28,0.17,0.62)/0.34 |
| $P_{72}$ | (0.27,0.88,0.66)/0.38 | (0.53,0.41, 0.40$) / 0.24$ | (0.76,0.92,0.99)/0.27 | (0.30,0.58,0.86)/0.73 | (0.29,0.70,0.97)/0.90 |
| $P_{73}$ | (0.49,0.82,0.39)/0.58 | (0.64,0.96,0.23)/0.24 | (0.23,0.66,0.45)/0.26 | (0.82,0.61,0.32)/0.52 | (0.55,0.72,0.53)/0.56 |
| $P_{74}$ | (0.99,0.84,0.11)/0.33 | (0.47,0.14,0.28)/0.75 | (0.68,0.52,0.67)/0.20 | (0.33,0.44,0.16)/0.58 | (0.53,0.56,0.75)/0.39 |
| $P_{75}$ | (0.58,0.84,0.71)/0.57 | (0.12,0.26,0.82)/0.20 | (0.33,0.85,0.30)/0.80 | (0.19,0.58,0.26)/0.55 | (0.81,0.50,0.79)/0.41 |
| $P_{76}$ | (0.89,0.65,0.99)/0.21 | (0.78,0.99,0.60)/0.69 | (0.18,0.37,0.42)/0.89 | (0.58,0.80,0.19)/0.52 | (0.36,0.79,0.88)/0.58 |
| $P_{77}$ | (0.22,0.57,0.71)/0.86 | (0.68,0.59,0.95)/0.41 | (0.92,0.55,0.87)/0.51 | (0.31,0.79,0.10)/0.34 | (0.85,0.86,0.83)/0.39 |
| $P_{78}$ | (0.13,0.26,0.51)/0.69 | (0.96,0.86,0.48)/0.28 | (0.53,0.33,0.89)/0.39 | (0.12,0.85,0.97)/0.62 | (0.75, $0.46,0.27) / 0.86$ |
| $P_{79}$ | (0.84,0.84,0.86)/0.82 | (0.78,0.58,0.54)/0.58 | (0.38,0.95,0.74)/0.26 | (0.36,0.35,0.35)/0.59 | (0.35,0.51,0.11)/0.47 |
| $P_{80}$ | (0.70,0.19,0.82)/0.89 | (0.48,0.73,0.86)/0.35 | (0.68,0.81,0.68)/0.85 | (0.90,0.68,1.00)/0.69 | (0.55,0.28,0.95)/0.38 |
| $P_{81}$ | (0.85,0.20,0.17)/0.82 | (0.96,0.12,0.90)/0.57 | (0.38,0.31,0.24)/0.52 | (0.97,0.14,0.71)/0.40 | (0.26,0.59,0.25)/0.85 |
| $P_{82}$ | (0.16,0.44,0.35)/0.51 | (0.72,0.47, 0.24 )/0.34 | (0.88,0.54,0.11)/0.53 | (0.85,0.91,0.51)/0.34 | (0.31,0.82,0.56)/0.56 |
| $P_{83}$ | (1.00,0.19,0.57)/0.26 | (0.80,0.38,0.69)/0.63 | (0.92,0.92,0.35)/0.81 | (0.11,0.58,0.41)/0.28 | (0.88,0.32,0.40)/0.55 |
| $P_{84}$ | (0.81,0.22,0.42)/0.80 | (0.59,0.11,0.50)/0.41 | (0.29,0.33,0.10)/0.39 | (0.31,0.93,0.15)/0.58 | (0.92,0.75,0.29)/0.21 |
| $P_{85}$ | (0.39,0.46,0.72)/0.56 | (0.53,0.82,0.48)/0.44 | (0.93, $0.85,0.21$ )/0.33 | (0.63,0.61,0.52)/0.24 | (0.26,0.56,0.73)/0.46 |
| $P_{86}$ | (0.58,0.78,0.99)/0.56 | (0.44,0.33,0.35)/0.23 | (0.43,0.59,0.40)/0.44 | (0.71,0.33,0.74)/0.27 | (0.92,0.73,0.55)/0.75 |
| $P_{87}$ | (0.26,0.30,0.98)/0.30 | (0.90,0.39,0.69)/0.92 | (0.54,0.55,0.45)/0.46 | (0.50,0.74, 0.26$) / 0.30$ | (0.69,0.90,0.45)/0.46 |
| $P_{88}$ | (0.56,0.22,0.34)/0.86 | (0.35,0.30,0.76)/0.45 | (0.42,0.21,0.20)/0.40 | (0.69,0.35,0.10)/0.94 | (0.75,0.81,0.56)/0.91 |
| $P_{89}$ | (0.40,0.81,0.39)/0.62 | (0.61,0.66,0.43)/0.91 | (0.18,0.87,0.88)/0.94 | (0.74,0.74,0.26)/0.77 | (0.34,0.26,0.61)/0.88 |
| $P_{90}$ | (0.97,0.37,0.22)/0.93 | (0.59,0.24,0.67)/0.38 | (0.51,0.11, 0.22$) / 0.33$ | (0.29,0.24,0.88)/0.64 | (0.70,0.56,0.77)/0.32 |
| $P_{91}$ | (0.53,0.42,0.12)/0.73 | (0.25,0.14,0.92)/0.95 | (0.38,0.20,0.51)/0.63 | (0.29,0.91,0.31)/0.80 | (0.92,0.83,0.40)/0.37 |
| $P_{92}$ | (0.83,0.95,0.55)/0.33 | (0.17,0.51,0.99)/0.44 | (0.32,0.66,0.21)/0.66 | (0.69,1.00,0.34)/0.70 | (0.66,0.41,0.59)/0.52 |
| $P_{93}$ | (0.56,0.62,0.89)/0.40 | (0.45,0.25,0.12)/0.92 | (0.44,0.53,0.61)/0.58 | (0.95,0.92,0.54)/0.22 | (0.12,0.30,0.53)/0.71 |
| $P_{94}$ | (0.79,0.86,0.75)/0.61 | (0.38,0.86,0.78)/0.37 | (0.26,0.94,0.10)/0.23 | (0.50,0.83,0.52)/0.62 | (0.34,0.32,0.56)/0.44 |
| $P_{95}$ | (0.79,0.18,0.70)/0.89 | (0.29,0.30,0.23)/0.53 | (0.63,0.11,0.86)/0.45 | (0.31,0.96,0.20)/0.85 | (0.94,0.44,0.90)/0.48 |
| $P_{96}$ | (0.83,0.85,0.24)/0.91 | (0.81,0.56,0.54)/0.39 | (0.61,0.45,0.52)/0.56 | (0.54,0.99,0.21)/0.88 | (0.48,0.91,0.73)/0.69 |
| $P_{97}$ | (0.92,0.49,0.91)/0.41 | (0.32,0.27,0.48)/0.90 | (0.13,0.37,0.29)/0.25 | (0.60,0.19,0.11)/0.67 | (0.37,0.33,0.11)/0.95 |
| $P_{98}$ | (0.72,0.43,0.75)/0.75 | (0.21,0.44,0.98)/0.41 | (0.59,0.51,0.69)/0.49 | (0.51,0.52,0.50)/0.70 | (0.62,0.84,0.87)/0.77 |
| $P_{99}$ | (0.98,0.33,0.81)/0.65 | (0.86,0.43,0.41)/0.95 | (0.14,0.67,0.46)/0.63 | (0.76,0.92,0.30)/0.46 | (0.46,0.21,0.53)/0.95 |
| $P_{100}$ | (0.64,0.20,0.81)/0.80 | (0.79,0.73,0.74)/0.27 | (0.16,0.59,0.29)/0.39 | (0.31,0.51,0.55)/0.34 | (0.53,0.71,0.15)/0.75 |
| $P_{101}$ | (0.21,0.59,0.17)/0.79 | (0.35,0.31,0.63)/0.92 | (0.32,0.27,0.14)/0.57 | (0.76,0.96,0.25)/0.74 | (0.55,0.87,0.70)/0.36 |
| $P_{102}$ | (0.82,0.92,1.00)/0.67 | $(0.75,0.83,0.58) / 0.51$ | $(0.67,0.33,0.59) / 0.83$ | (0.84,0.89,0.92)/0.26 | (0.54,0.49,0.30)/0.95 |
| $P_{103}$ | (0.94,0.61,0.15)/0.76 | $(0.61,0.94,0.23) / 0.57$ | (0.94,0.62,0.86)/0.42 | $(0.15,0.36,0.59) / 0.83$ | (0.55,0.53,0.16)/0.42 |
| $P_{104}$ | (0.61,0.88,0.33)/0.64 | (0.29,0.46,0.89)/0.34 | (0.43,0.46,1.00)/0.53 | (0.13,0.42,0.74)/0.50 | (0.82,0.37,0.39)/0.95 |
| $P_{105}$ | (0.83,0.36,0.18)/0.38 | (1.00,0.11,0.47)/0.57 | (0.79,0.22,0.93)/0.50 | (0.55,0.38,0.18)/0.85 | (0.94,0.11,0.38)/0.79 |
| $P_{106}$ | (0.58,0.26,0.73)/0.86 | (0.46,0.43,0.14)/0.35 | (0.67,0.91,0.82)/0.72 | (0.34,0.43,0.40)/0.26 | (0.19,0.21,0.81)/0.57 |
| $P_{107}$ | (0.85,0.85,0.56)/0.37 | (0.49,0.40,0.87)/0.41 | (0.53,0.58,0.51)/0.58 | (0.38,0.17,0.67)/0.41 | (0.24,0.48,0.36)/0.43 |
| $P_{108}$ | (0.82,0.78,0.40)/0.46 | (0.32,0.82,0.20)/0.29 | (0.12,0.51,0.31)/0.47 | (0.74,0.34,0.67)/0.37 | (0.38,0.78,0.61)/0.78 |
| $P_{109}$ | (0.29,0.45,0.71)/0.65 | $(0.41,0.56,0.61) / 0.68$ | (0.72,0.98,0.70)/0.24 | (0.90,0.36,0.33)/0.93 | (0.50,0.38,0.32)/0.68 |
| $P_{110}$ | (0.31,0.24,0.26)/0.23 | (0.15,0.81,0.79)/0.94 | (0.79,0.98,0.34)/0.36 | (0.18,0.23,0.90)/0.83 | (0.60,0.46,0.11)/0.93 |
| $P_{111}$ | (0.62,0.77,0.46)/0.53 | (1.00,0.86,0.12)/0.42 | (0.10,0.59,0.58)/0.92 | (0.37,0.25,0.59)/0.58 | (0.76,0.82,0.28)/0.60 |
| $P_{112}$ | (0.33,0.89,0.87)/0.30 | (0.10,0.83, 0.28$) / 0.25$ | (0.90,0.33,0.11)/0.54 | (0.71,0.32,0.11)/0.35 | (0.41, $0.56,0.87) / 0.76$ |
| $P_{113}$ | (0.68,0.55,0.16)/0.77 | (0.69,0.58,0.57)/0.35 | (0.84,0.34,0.87)/0.64 | (0.11,0.32,0.75)/0.41 | (0.45,0.12,0.17)/0.80 |
| $P_{114}$ | (0.72,0.44,0.83)/0.84 | (0.36,0.17,0.50)/0.80 | (0.60,0.11,0.18)/0.77 | (0.82,0.27,0.83)/0.49 | (0.16,0.52,0.31)/0.25 |
| $P_{115}$ | (0.45,0.87,0.93)/0.56 | (0.75,0.39,0.29)/0.43 | (0.53,0.95,0.93)/0.69 | (0.97,0.32,0.65)/0.53 | (0.72,0.68,0.42)/0.53 |
| $P_{116}$ | (0.83,0.91,0.61)/0.38 | (0.34,0.27,0.67)/0.51 | (0.81,0.33,0.44)/0.79 | (0.23,0.94,0.25)/0.69 | (0.30,0.38,0.49)/0.39 |
| $P_{117}$ | (0.55,0.13,0.18)/0.79 | (0.77,0.97,0.61)/0.95 | (0.27,0.69,0.63)/0.53 | (0.59,0.76,0.21)/0.63 | (0.51,0.52,0.62)/0.39 |
| $P_{118}$ | (0.51,0.63,0.35)/0.35 | (0.12,0.91,1.00)/0.35 | (0.60,0.50,0.20)/0.28 | (0.59,0.91,0.61)/0.62 | (0.51,0.62,0.74)/0.62 |
| $P_{119}$ | (0.79,0.76,0.81)/0.57 | (0.93,0.32,0.48)/0.56 | (0.43,0.11,0.33)/0.67 | (0.17,0.85,0.33)/0.90 | (0.62,0.89,0.77)/0.82 |
| $P_{120}$ | (0.33,0.64,0.59)/0.85 | $(0.75,0.91,0.51) / 0.57$ | $(0.75,0.31,0.28) / 0.45$ | (0.11,0.35,0.43)/0.51 | (0.59,0.95,0.43)/0.71 |

Table 6. Cont.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{121}$ | (0.28,0.81,0.28)/0.52 | (0.92,0.71,0.75)/0.68 | (0.33,0.43,0.84)/0.75 | (0.99,0.53,0.25)/0.73 | (1.00,0.10,0.30)/0.29 |
| $P_{122}$ | (0.13,1.00,0.81)/0.72 | (0.15,0.89,0.47)/0.74 | (0.35,0.27,0.64)/0.21 | (0.88,0.84,0.93)/0.35 | (0.53,0.90,0.22)/0.27 |
| $P_{123}$ | (1.00,0.88,0.78)/0.34 | (0.47,0.30,0.27)/0.36 | (0.90,0.83,0.82)/0.42 | (0.30,0.24, 0.87$) / 0.33$ | (0.65,0.13,0.75)/0.68 |
| $P_{124}$ | (0.63,0.96,0.55)/0.37 | (0.21,0.49,0.71)/0.95 | (1.00,0.33,0.58)/0.80 | (0.27,0.48,0.51)/0.28 | (0.41,0.66,0.49)/0.35 |
| $P_{125}$ | (0.83,0.44,0.57)/0.66 | (0.39,0.71, 0.61 )/0.92 | (0.31,0.35,0.63)/0.84 | (0.42,0.34,0.78)/0.49 | (0.25,0.65,0.54)/0.38 |
| $P_{126}$ | (0.39,0.22,0.30)/0.69 | (0.17,0.56,0.47)/0.38 | (0.33,0.96,0.77)/0.81 | (0.47,0.22,0.37)/0.71 | (0.13,0.75,0.35)/0.42 |
| $P_{127}$ | $(0.37,0.56,0.50) / 0.40$ | (0.48,0.81,0.35)/0.73 | (0.64,0.68,0.49)/0.88 | (0.79,0.34,0.54)/0.50 | (0.17,0.45,0.40)/0.53 |
| $P_{128}$ | (0.60,0.94,0.38)/0.63 | (0.39,0.91,0.10)/0.57 | (0.25,0.36,0.73)/0.76 | (0.41, $0.73,0.32$ )/0.27 | (0.96,0.11,0.73)/0.22 |
| $P_{129}$ | (0.80,0.88,0.60)/0.28 | (0.64,0.16,0.96)/0.84 | (0.97,0.88,0.49)/0.93 | (0.25,0.25,0.68)/0.41 | (0.81,0.51,0.81)/0.69 |
| $P_{130}$ | (0.95,0.59,0.91)/0.33 | (0.99,0.60,0.47)/0.68 | (0.11,0.99,0.45)/0.39 | (0.77, $0.56,0.72) / 0.25$ | (0.32,0.65,0.90)/0.91 |
| $P_{131}$ | (0.49,0.29,0.63)/0.75 | (0.77,0.64,0.21)/0.91 | (0.36,0.89,1.00)/0.39 | (0.66,0.30, 0.84 )/0.40 | (0.92,0.53,0.31)/0.21 |
| $P_{132}$ | (0.67,0.32,0.45)/0.46 | (0.75,0.12,0.43)/0.33 | (0.27,0.31,0.31)/0.44 | (0.90,0.19,0.47)/0.94 | (0.82,0.99,0.73)/0.92 |
| $P_{133}$ | (0.68,0.66,0.92)/0.36 | (0.53,0.98,0.84)/0.56 | (0.22,0.87,0.99)/0.51 | $(0.43,0.99,0.89) / 0.44$ | (0.28,0.93,0.22)/0.23 |
| $P_{134}$ | (0.25,0.43,0.70)/0.53 | (0.79,0.54,0.95)/0.95 | (0.49,0.97,0.52)/0.28 | (0.53,0.36,0.33)/0.44 | (0.50,0.50,0.37)/0.21 |
| $P_{135}$ | (0.96,0.80,0.17)/0.54 | (0.28,0.97,0.74)/0.25 | (0.74,0.31,0.25)/0.46 | (0.56,0.31,0.79)/0.52 | (0.42,0.24,0.42)/0.57 |
| $P_{136}$ | (0.10,0.50,0.75)/0.22 | (0.79,0.68,0.26)/0.34 | (0.52,0.94,0.22)/0.89 | (0.95,0.59,0.48)/0.73 | (0.66,0.68,0.37)/0.78 |
| $P_{137}$ | (0.32,0.82,0.73)/0.25 | (0.55,0.50,0.67)/0.78 | (0.28,0.54,0.91)/0.91 | (0.45,0.21,0.63)/0.86 | (0.52,0.90,0.32)/0.87 |
| $P_{138}$ | (0.15,0.52,0.22)/0.65 | (0.29,0.15,0.20)/0.40 | $(0.61,0.58,0.13) / 0.47$ | (0.41, $0.48,0.34) / 0.46$ | (0.76,0.94,0.88)/0.49 |
| $P_{139}$ | (0.21,0.99,0.98)/0.31 | (0.58,0.64,0.22)/0.94 | (0.55,0.37,0.21)/0.87 | (0.20,0.85,0.99)/0.59 | (0.61,0.25,1.00)/0.80 |
| $P_{140}$ | (0.78,0.94,0.20)/0.22 | (0.66,0.90,0.22)/0.67 | (0.57,0.65,0.18)/0.81 | (0.51,0.70,0.51)/0.29 | (0.89,0.52,0.14)/0.62 |
| $P_{141}$ | (0.13,0.61,0.83)/0.31 | (0.53,0.60,0.82)/0.94 | (0.13,0.94,0.27)/0.61 | (0.49,0.53,0.51)/0.83 | (0.94,0.81,0.60)/0.41 |
| $P_{142}$ | (0.64,0.27,0.49)/0.80 | (0.74,0.66,0.33)/0.34 | (0.87,0.11,0.18)/0.26 | (0.65,0.82,0.22)/0.41 | (0.68,0.22,0.47)/0.74 |
| $P_{143}$ | (0.65,0.50,0.79)/0.38 | $(0.74,0.48,0.23) / 0.39$ | (0.59,0.99,0.38)/0.59 | (0.42,0.19,0.45)/0.22 | (0.46,0.11,0.83)/0.75 |
| $P_{144}$ | (0.95,0.18,0.51)/0.23 | (0.11,0.52,0.21)/0.43 | (0.93,0.95,0.76)/0.84 | (0.96,0.70,0.10)/0.49 | (0.98,0.99,0.89)/0.83 |
| $P_{145}$ | (0.63,0.11,0.45)/0.81 | (0.74,0.21,0.38)/0.34 | (0.47,0.69,0.64)/0.70 | (0.54,0.14,0.65)/0.44 | (0.73,0.82,0.18)/0.52 |
| $P_{146}$ | (0.27,0.54,0.48)/0.77 | (0.15,0.48,1.00)/0.54 | (0.22,0.67,0.50)/0.21 | (0.36,0.65,0.99)/0.21 | (0.11,0.71,0.90)/0.45 |
| $P_{147}$ | (0.23,0.33,0.93)/0.57 | (0.92,0.29,0.85)/0.77 | (0.75,0.35,0.75)/0.51 | (1.00,0.86,0.25)/0.59 | (0.61,0.80,0.78)/0.91 |
| $P_{148}$ | (0.76,0.65,0.98)/0.57 | (0.30,0.72,0.43)/0.73 | (0.49,0.48,0.83)/0.88 | (0.53,0.22,0.93)/0.36 | (0.17,0.39,0.64)/0.83 |
| $P_{149}$ | (0.95,0.85,0.10)/0.65 | (0.80,0.31, 0.84$) / 0.51$ | (0.39,0.86,0.32)/0.53 | (0.24,0.18,0.29)/0.81 | (0.56,0.18,0.96)/0.22 |
| $P_{150}$ | (0.84,0.56,0.56)/0.61 | (0.31,0.31,0.66)/0.51 | (0.88,0.83,0.37)/0.27 | (0.94,0.43,0.17)/0.47 | (0.85,0.12,0.71)/0.44 |
| $P_{151}$ | (0.22,0.28,0.64)/0.82 | (0.73,0.99,0.63)/0.39 | (0.30,0.63,0.18)/0.74 | (0.66,0.69,0.88)/0.43 | (0.67,0.14,0.91)/0.22 |
| $P_{152}$ | $(0.14,0.14,0.69) / 0.37$ | (0.35,0.52,0.73)/0.43 | (0.80,0.86,0.88)/0.40 | (0.43, $0.30,0.26) / 0.67$ | (0.23,0.65,0.96)/0.72 |
| $P_{153}$ | (0.11,0.89,0.23)/0.61 | (0.78,0.79,0.45)/0.89 | (0.65,0.53,0.83)/0.29 | (0.43, $0.39,0.71$ )/0.27 | (0.45,0.54,0.56)/0.27 |
| $P_{154}$ | (0.28,0.33,0.53)/0.24 | (0.96,0.18,0.22)/0.91 | (0.59,0.86,0.91)/0.47 | (0.35,0.40,0.72)/0.67 | (0.90,0.69,0.40)/0.57 |
| $P_{155}$ | $(0.46,0.56,0.84) / 0.72$ | (0.19,0.61,0.88)/0.35 | (0.89,0.40,0.27)/0.55 | (0.92,0.24,0.12)/0.77 | (0.51,0.65,0.53)/0.80 |
| $P_{156}$ | (0.22,0.19,0.77)/0.61 | (0.45,0.20,0.81)/0.39 | (0.35,0.62,0.65)/0.22 | (0.25,0.78,0.99)/0.21 | (0.77,0.70,0.25)/0.28 |
| $P_{157}$ | (0.49,0.67,0.90)/0.63 | (0.76,0.39,0.87)/0.50 | (0.45,0.11,1.00)/0.26 | (0.45,0.93,0.42)/0.68 | (0.11,0.67,0.84)/0.75 |
| $P_{158}$ | (0.63,0.42,0.22)/0.91 | (0.84,0.92,0.19)/0.85 | (0.28,0.55,0.38)/0.60 | (0.76,0.72,0.22)/0.42 | (0.94,0.16,0.56)/0.43 |
| $P_{159}$ | (0.46,0.74,0.60)/0.21 | (0.92,0.23,0.65)/0.60 | (0.16,0.13,0.63)/0.93 | (0.73,0.92,0.60)/0.37 | (0.29,0.16,0.89)/0.83 |
| $P_{160}$ | (0.54,0.82,0.97)/0.80 | (0.48,0.35,0.39)/0.53 | (0.36,0.70,0.83)/0.80 | (0.28,0.30,0.97)/0.27 | (0.74,0.68,0.66)/0.37 |
| $P_{161}$ | (0.52,0.85,0.83)/0.50 | (0.69,0.34,0.54)/0.86 | (0.18,0.94,0.80)/0.90 | (0.90,0.95,0.85)/0.29 | (0.90,0.11,0.14)/0.66 |
| $P_{162}$ | (0.11,0.66,0.22)/0.60 | (0.29,0.58,0.36)/0.72 | (0.83,0.33,0.91)/0.36 | (0.86,0.60,0.81)/0.42 | (0.74,0.32,0.54)/0.84 |
| $P_{163}$ | (0.19,0.53,0.72)/0.43 | $(0.58,0.94,0.30) / 0.94$ | (0.27,0.98,0.22)/0.80 | (0.91,0.83,0.92)/0.20 | (0.87,0.15,0.96)/0.92 |
| $P_{164}$ | (0.14, $0.80,0.54$ )/0.59 | (0.70,0.38,0.37)/0.88 | (0.36,0.78,0.75)/0.25 | (0.55,0.98,0.94)/0.58 | (0.49,0.68,0.43)/0.77 |
| $P_{165}$ | (0.73,0.42,0.13)/0.72 | (0.22,0.98,0.35)/0.78 | (0.59,0.46,0.12)/0.68 | (0.79,0.47,0.21)/0.75 | (0.46,0.19,0.23)/0.94 |
| $P_{166}$ | (0.66,0.97,0.54)/0.50 | (0.94,0.19,0.65)/0.66 | (0.99,0.59,0.45)/0.21 | (0.73,0.72,0.58)/0.62 | (0.57,0.59,0.34)/0.37 |
| $P_{167}$ | (0.26,0.45,0.29)/0.42 | $(0.75,0.44,0.89) / 0.80$ | (0.52,0.46,0.13)/0.22 | (0.91,0.64,0.41)/0.39 | (0.59,0.29,0.15)/0.60 |
| $P_{168}$ | (0.19,0.68,0.47)/0.54 | (0.91,0.16,0.11)/0.50 | (0.52,0.70,0.71)/0.58 | (0.59,0.96,0.95)/0.68 | (0.12,0.65,0.10)/0.26 |
| $P_{169}$ | (0.72,0.11,0.97)/0.66 | (0.13,0.79,0.62)/0.38 | (0.77,0.89,0.58)/0.72 | (0.53,0.95,0.56)/0.64 | (1.00,0.26,0.82)/0.44 |
| $P_{170}$ | $(0.41,0.69,0.69) / 0.88$ | (0.24,0.71,0.16)/0.53 | (0.57,0.41,0.53)/0.94 | (0.89,0.42,0.59)/0.49 | (0.72,0.65,0.44)/0.62 |
| $P_{171}$ | (0.21,0.24,0.63)/0.26 | (0.93,0.11,0.38)/0.78 | (0.41,0.60,0.60)/0.46 | (0.39,0.58,0.92)/0.53 | (0.60,0.52,0.65)/0.47 |
| $P_{172}$ | (0.37,0.86,0.49)/0.61 | (0.26,0.28,0.54)/0.75 | (0.59,0.37,0.82)/0.60 | (0.52,0.18,1.00)/0.24 | (0.59,0.34,0.89)/0.43 |
| $P_{173}$ | (0.20,0.73,0.63)/0.75 | (0.80, $0.49,0.79) / 0.78$ | (0.46,0.83,0.71)/0.75 | (0.23,0.48,0.16)/0.40 | (0.36,0.44,0.79)/0.81 |
| $P_{174}$ | (0.91,0.74, 0.84 )/0.58 | $(0.79,0.96,0.80) / 0.35$ | (0.38,0.12,0.10)/0.93 | (0.82,0.88,0.81)/0.51 | (0.57,0.30,0.94)/0.62 |
| $P_{175}$ | (0.18,0.24,0.33)/0.46 | (0.38,0.72,0.52)/0.48 | (0.69,0.62,0.51)/0.71 | (0.36,0.12,0.57)/0.95 | (0.82,0.65,0.71)/0.37 |
| $P_{176}$ | (0.52,0.12,0.77)/0.32 | (0.90,0.72,0.51)/0.24 | (0.52,0.39,0.90)/0.72 | (0.66,0.99,0.31)/0.94 | (0.20,0.54,0.10)/0.90 |
| $P_{177}$ | (0.64,0.16,0.66)/0.51 | (0.61,0.38,0.58)/0.41 | (0.15,0.53,0.90)/0.21 | (0.72,0.10,0.41)/0.42 | (0.72,0.75,0.33)/0.41 |
| $P_{178}$ | (0.39,0.63,0.12)/0.86 | (0.42,0.80,0.91)/0.64 | (0.41,0.57,0.64)/0.65 | (0.50,0.34,0.46)/0.61 | (0.22,0.56,0.76)/0.42 |
| $P_{179}$ | $(0.71,0.84,0.71) / 0.46$ | (0.47,0.39,0.56)/0.29 | (0.31,0.46,0.47)/0.70 | (0.86,0.52,0.11)/0.90 | (0.19,0.91,0.63)/0.65 |
| $P_{180}$ | (0.47,0.63,0.37)/0.63 | (0.60,0.26,0.24)/0.33 | (0.55,0.49,0.58)/0.26 | (0.32,0.11,0.19)/0.22 | (0.96,0.82,0.72)/0.45 |
| $P_{181}$ | (0.21,0.51,0.32)/0.40 | (0.20,0.33,0.37)/0.87 | $(0.11,0.63,0.87) / 0.49$ | (0.24,0.54,0.86)/0.53 | (0.45,0.47,0.62)/0.49 |
| $P_{182}$ | (0.75,0.50,0.62)/0.57 | (0.70,0.40,0.17)/0.44 | (0.75,0.85,0.75)/0.68 | (0.60,0.98,0.20)/0.75 | (0.86,0.43,0.40)/0.54 |
| $P_{183}$ | (0.11,0.59,0.12)/0.28 | (0.69,0.31,0.13)/0.60 | (0.76,0.36,0.71)/0.88 | (0.59,0.96,0.75)/0.36 | (0.67,0.48,0.48)/0.95 |
| $P_{184}$ | (0.22,0.73,0.90)/0.21 | (0.16,0.52,0.72)/0.62 | (0.89,0.63,0.52)/0.95 | (0.11,0.11,0.31)/0.61 | (0.29,0.65,0.42)/0.79 |
| $P_{185}$ | (0.20,0.17,0.65)/0.43 | (0.48,0.79,0.70)/0.32 | (0.89,0.51,0.30)/0.40 | (0.27,0.41,0.35)/0.49 | (0.85,0.93,0.80)/0.23 |
| $P_{186}$ | (0.34,0.86,0.58)/0.34 | (0.99,0.25,0.27)/0.59 | (0.12,0.35,0.56)/0.87 | (0.52,0.10,0.91)/0.87 | (0.35,0.52,0.68)/0.25 |
| $P_{187}$ | (0.93,0.95,0.52)/0.92 | (0.59,0.27,0.17)/0.62 | (0.35,0.37,0.49)/0.25 | (0.53,0.80,0.63)/0.72 | (0.18,0.44,0.27)/0.87 |
| $P_{188}$ | (0.78,0.84,0.18)/0.34 | (0.82,0.42,0.61)/0.69 | (0.16,0.26,0.48)/0.90 | (0.10,0.25,0.76)/0.75 | (0.89,0.90,0.94)/0.25 |
| $P_{189}$ | (0.50,0.46,0.33)/0.82 | (0.50,0.36,0.24)/0.60 | (0.42,0.53,0.83)/0.51 | (0.95,0.22,0.43)/0.49 | (0.98,0.82,0.40)/0.68 |
| $P_{190}$ | (0.43,0.99,0.85)/0.21 | (0.47,1.00,0.43)/0.79 | (0.57,0.88,0.83)/0.88 | (0.98,0.91, 0.71 )/0.50 | (0.52,0.30,0.80)/0.78 |

Table 6. Cont.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{191}$ | (0.45,0.41,0.53)/0.21 | (0.15,0.82,0.56)/0.88 | (0.56,1.00,0.12)/0.87 | (0.28,0.24,0.53)/0.75 | (0.48,0.87,0.93)/0.52 |
| $P_{192}$ | (0.34,0.89,0.30)/0.48 | (0.83,0.36,0.47)/0.92 | (0.24,0.48,1.00)/0.36 | (0.30,0.78,0.55)/0.92 | (0.48,0.93,0.89)/0.54 |
| $P_{193}$ | $(0.96,0.76,0.73) / 0.27$ | (0.56,0.13,0.44)/0.42 | (0.84,0.42,0.62)/0.87 | (0.47,0.41,0.13)/0.50 | (0.98,0.90,0.38)/0.69 |
| $P_{194}$ | (0.89,1.00,0.14)/0.60 | (0.22,0.53,0.33)/0.69 | (0.65,0.27,0.62)/0.95 | (0.75,0.88,0.60)/0.75 | (0.70,0.62,0.70)/0.67 |
| $P_{195}$ | $(0.25,0.74,0.56) / 0.89$ | (0.98,0.11,0.85)/0.45 | (0.33,0.17,0.84)/0.33 | (0.32,0.43,0.61)/0.40 | (0.54,0.57,0.97)/0.70 |
| $P_{196}$ | (0.77,0.72,0.21)/0.78 | (0.29,0.12,0.99)/0.55 | (0.71,0.27,0.90)/0.57 | (0.18,0.48,0.37)/0.36 | (0.22,0.54,0.89)/0.66 |
| $P_{197}$ | (0.87,0.92,0.41)/0.27 | (0.47,0.36,0.59)/0.76 | (0.37,0.28,0.90)/0.93 | (0.99,0.84,0.44)/0.70 | (0.17,0.73,0.31)/0.54 |
| $P_{198}$ | (0.30,0.61,1.00)/0.79 | (0.81,0.81, 0.42$) / 0.47$ | (0.59,0.51,0.55)/0.68 | (0.26,0.98,0.50)/0.54 | $(0.40,1.00,0.82) / 0.40$ |
| $P_{199}$ | (0.25,0.29,0.67)/0.90 | (0.26,0.94,0.48)/0.80 | (0.15,0.83,0.60)/0.27 | (0.37,0.40,0.18)/0.73 | (0.89,0.11,0.64)/0.31 |
| $P_{200}$ | (0.66,0.41,0.94)/0.37 | (0.24,0.51,0.95)/0.83 | (0.44,0.39,0.98)/0.75 | (0.47,0.96,0.83)/0.93 | (0.45,0.67,0.44)/0.24 |
| $P_{201}$ | (0.27,0.34,0.46) /0.64 | (0.85,0.96,0.37)/0.62 | (0.51,0.96,0.78)/0.29 | (0.63,0.39,0.18)/0.24 | (0.11,0.77,0.92)/0.49 |
| $P_{202}$ | (0.23,0.33,0.68)/0.25 | (0.69,0.62,0.42)/0.47 | (0.78,0.89,0.74)/0.32 | (0.67,0.52,0.80)/0.65 | (0.12,0.95,0.94)/0.46 |
| $P_{203}$ | (0.61,0.33,0.81)/0.54 | (0.90,0.30,0.91)/0.27 | (0.81,0.62,0.60)/0.20 | $(0.17,0.38,0.67) / 0.75$ | (0.19,0.80,0.60)/0.23 |
| $P_{204}$ | (0.52,0.44,0.51)/0.63 | (0.67,0.91,0.43)/0.65 | (0.48,0.58,0.81)/0.91 | (0.50,0.35,0.76)/0.48 | (0.76,0.43, 0.12 )/0.37 |
| $P_{205}$ | (0.46,0.75,0.94)/0.85 | (0.82,0.25,0.96)/0.29 | (0.87,0.18,0.75)/0.49 | (0.17, $0.86,0.55$ )/0.64 | (0.92,0.25,0.11)/0.22 |
| $P_{206}$ | (0.64,0.63,0.71)/0.20 | (0.17,0.51,0.20)/0.56 | (0.87,0.39,0.70)/0.32 | (0.73,0.70,0.27)/0.53 | (0.24,0.85,0.33)/0.43 |
| $P_{207}$ | (0.63,0.98,0.39)/0.28 | (0.74,0.78,0.12)/0.27 | (0.19,0.35,0.60)/0.78 | (0.64,0.53,0.11)/0.43 | (0.72,0.65,0.92)/0.20 |
| $P_{208}$ | $(0.21,0.57,0.67) / 0.66$ | (0.78,0.32,0.38)/0.69 | (0.77,0.98,0.85)/0.39 | (0.49,0.78,0.43)/0.44 | (0.37,0.89,0.38)/0.39 |
| $P_{209}$ | (0.52,0.47,0.12)/0.84 | (0.91,0.27,0.94)/0.89 | (0.56,0.72,0.36)/0.59 | (0.16,0.93,0.43)/0.44 | (0.44,0.62,0.74)/0.85 |
| $P_{210}$ | (0.88,0.31,0.57)/0.53 | (0.97,0.45,0.19)/0.56 | (0.75,0.18,0.70)/0.34 | (0.18,0.30,0.50)/0.62 | (0.34,0.16,0.42)/0.48 |
| $P_{211}$ | (0.90,0.32,0.15)/0.88 | (0.98,0.53,0.88)/0.90 | (0.85,0.19,0.98)/0.23 | (0.25,0.54,0.76)/0.41 | (0.58,0.30,0.82)/0.68 |
| $P_{212}$ | (0.75,0.11,0.79)/0.27 | (0.28,0.73,0.16)/0.40 | (0.22,0.39,0.58)/0.50 | (0.96,0.76,0.10)/0.61 | (0.88,0.96,0.55)/0.65 |
| $P_{213}$ | (0.62,0.45,0.29)/0.95 | (0.88,0.43,0.95)/0.52 | (0.27,0.63,0.36)/0.28 | (0.27,0.17,0.90)/0.61 | (0.45,0.26,1.00)/0.32 |
| $P_{214}$ | (0.93,0.59,0.26)/0.41 | (0.75,0.99,0.20)/0.93 | (0.35,0.43,0.89)/0.46 | (0.24,0.82,0.89)/0.35 | (0.96,0.83,0.31)/0.55 |
| $P_{215}$ | (0.26,0.32,0.76)/0.87 | (0.74,0.74,0.98)/0.93 | (0.55,0.26,0.98)/0.27 | (0.15,0.14,0.99)/0.56 | (0.21,0.39, 0.46$) / 0.78$ |
| $P_{216}$ | (0.44,0.43,0.48)/0.22 | (0.58,0.62,0.11)/0.44 | (0.16,0.26,0.14)/0.84 | (0.81,0.55,0.28)/0.32 | (0.26,0.29,0.82)/0.95 |
| $P_{217}$ | $(0.67,0.75,0.37) / 0.49$ | (0.54,0.23,0.69)/0.64 | (0.24,0.13,0.76)/0.50 | (1.00,0.69,0.78)/0.72 | (0.25,0.43,0.52)/0.52 |
| $P_{218}$ | (0.40,0.90,0.10)/0.83 | (0.69,0.73,0.32)/0.39 | (0.53,0.86,0.88)/0.72 | (0.58,0.78,0.38)/0.50 | (0.71,0.83,0.95)/0.77 |
| $P_{219}$ | (0.70,0.60,0.66)/0.84 | (0.58,0.52,0.82)/0.70 | (0.12,0.73,0.61)/0.58 | (0.33,0.79,0.74)/0.76 | (0.21,0.47,0.96)/0.85 |
| $P_{220}$ | (0.72,0.43,0.79)/0.72 | (0.95,0.83,0.49)/0.73 | (0.52,0.28,0.75)/0.43 | (0.21,0.32,0.98)/0.49 | (0.75, $0.88,0.20) / 0.86$ |
| $P_{221}$ | (0.85,0.91,0.41)/0.91 | (0.78,0.27,0.45)/0.58 | (0.76,0.97,0.38)/0.33 | (0.51,0.40,0.80)/0.37 | (0.12,0.80,0.42)/0.33 |
| $P_{222}$ | (0.18,0.70,0.30)/0.95 | (0.42,0.69,0.67)/0.72 | (0.54,0.13,0.35)/0.54 | (0.80,0.71,0.29)/0.52 | (0.66,0.63,0.33)/0.35 |
| $P_{223}$ | (0.42,0.31, 0.87$) / 0.22$ | (0.71,0.27,0.44)/0.84 | (0.16,0.21,0.58)/0.47 | $(0.41,0.93,0.37) / 0.25$ | (0.33,0.57,0.11)/0.42 |
| $P_{224}$ | (0.86,0.91,0.54)/0.32 | (0.36,0.31,0.47)/0.78 | (0.53,0.68,0.54)/0.36 | (0.85,0.12,0.88)/0.49 | (0.26,1.00,0.54)/0.76 |
| $P_{225}$ | (0.15,0.52,0.50)/0.50 | (0.52,0.88,0.75)/0.51 | (0.96,0.75,0.30)/0.51 | (0.12,0.35,0.78)/0.70 | (0.61,0.88,0.74)/0.38 |
| $P_{226}$ | (0.43,0.78,0.67)/0.52 | (0.26,0.11,0.25)/0.34 | $(0.46,0.96,0.56) / 0.68$ | (0.85,0.43,0.60)/0.54 | (0.25,0.53,0.35)/0.68 |
| $P_{227}$ | (0.91,0.40,0.69)/0.32 | $(0.35,0.88,0.91) / 0.53$ | (0.94,0.98,0.72)/0.76 | (0.45,0.41,0.84)/0.84 | (0.62,0.62,0.97)/0.46 |
| $P_{228}$ | $(0.78,0.28,0.56) / 0.29$ | (0.19,0.99,0.80)/0.73 | (0.56,0.80,0.44)/0.29 | (0.14,0.28,0.87)/0.75 | (0.45,0.25,0.81)/0.69 |
| $P_{229}$ | (0.88,0.82,0.12)/0.25 | (0.56,0.37,0.97)/0.27 | (0.55,0.68,0.37)/0.28 | (0.93,0.12,0.22)/0.45 | (0.16,0.14,0.40)/0.69 |
| $P_{230}$ | (0.79,0.11,0.96)/0.84 | (0.19,0.56,0.57)/0.25 | (0.53,0.85, 0.24 )/0.56 | (0.57,0.29,0.40)/0.41 | (0.62,0.43, 0.84 )/0.69 |
| $P_{231}$ | (0.55,0.76,0.65)/0.69 | (0.12,0.97,0.43)/0.31 | (0.93,0.36,0.51)/0.47 | (0.98,0.58,0.79)/0.28 | (0.99,0.98,0.23)/0.65 |
| $P_{232}$ | (0.67,0.55,0.94)/0.37 | (0.33,0.98,0.49)/0.87 | (0.35,0.57,0.43)/0.91 | (0.82,0.20,0.30)/0.21 | (0.63,0.52,0.79)/0.83 |
| $P_{233}$ | (0.32,0.81,0.47)/0.40 | (0.11,0.19,0.14)/0.95 | (0.64,0.99,0.54)/0.51 | (0.36,0.19,0.76)/0.48 | (0.18,0.43,0.61)/0.76 |
| $P_{234}$ | (0.11,0.71,0.52)/0.93 | (0.46,0.96,0.76)/0.21 | (0.54,0.48,0.96)/0.45 | (0.80,0.22,0.83)/0.50 | (0.97,0.25,0.78)/0.47 |
| $P_{235}$ | (0.84,0.31,0.82)/0.95 | (0.75,0.39,0.40)/0.84 | (0.78,1.00,0.75)/0.38 | (0.65,0.48,0.32)/0.64 | (0.35,0.26,0.13)/0.22 |
| $P_{236}$ | (0.29,0.76,0.82)/0.87 | (0.81,0.84, 0.21 )/0.22 | (0.20,0.72,0.86)/0.24 | (0.27,0.42,0.97)/0.37 | (0.25,0.10,0.15)/0.72 |
| $P_{237}$ | (0.35,0.44,0.29)/0.82 | (0.18,0.25,0.77)/0.84 | (0.80,0.78,0.28)/0.21 | (0.32,0.44,0.27)/0.29 | (0.98,0.79,0.70)/0.81 |
| $P_{238}$ | (0.12,0.12,0.20)/0.28 | (0.68,0.62,0.76)/0.59 | (0.67,0.64,0.92)/0.22 | (0.64,0.22,0.76)/0.90 | (0.64,0.93,0.61)/0.63 |
| $P_{239}$ | (0.60,0.52,0.21)/0.33 | (0.90,0.71,0.33)/0.77 | (0.73,0.79,0.55)/0.52 | (0.47,0.24,0.38)/0.40 | (0.79,0.90,0.16)/0.70 |
| $P_{240}$ | (0.54,0.11, 0.41 )/0.52 | (0.58,0.12,0.68)/0.84 | (0.90,1.00,0.54)/0.54 | (0.45,0.85,0.98)/0.95 | (0.87,0.10,0.20)/0.62 |
| $P_{241}$ | (0.90,0.85,0.75)/0.33 | (0.15,1.00,0.96)/0.70 | (0.99,0.60,0.21)/0.59 | (0.81,0.23,0.68)/0.83 | (0.10,0.67,0.77)/0.63 |
| $P_{242}$ | (0.59,0.44,0.38)/0.50 | (0.27,0.12,0.50)/0.53 | (0.36,0.48,0.50)/0.60 | (0.86,0.82,0.39)/0.72 | (0.60,0.64,0.48)/0.64 |
| $P_{243}$ | (0.35,0.18,0.50)/0.57 | (0.69,0.30,0.88)/0.52 | (0.26,0.76,0.70)/0.82 | $(0.54,0.30,0.54) / 0.45$ | $(0.69,0.86,0.38) / 0.37$ |
| $P_{244}$ | (0.92,0.87,0.18)/0.48 | (0.13,0.10,0.12)/0.26 | (0.52,0.81,0.68)/0.69 | (0.79,0.53,0.27)/0.81 | (0.73,0.92,0.80)/0.21 |
| $P_{245}$ | (0.42,0.14,0.85) /0.29 | (0.84,0.20,0.57)/0.25 | (0.53,0.33,0.16)/0.90 | (0.66,0.91,1.00)/0.41 | $(0.10,0.99,0.37) / 0.44$ |
| $P_{246}$ | (0.47,0.32,0.90)/0.90 | (0.43,0.52,0.23)/0.91 | (0.66,0.63,0.86)/0.66 | (0.93,0.83,0.56)/0.69 | (0.71,0.60,0.73)/0.25 |
| $P_{247}$ | (0.34,0.21,0.83)/0.28 | (0.53,0.67,0.32)/0.22 | (0.89,0.35,0.89)/0.27 | (0.43,0.94,0.77)/0.85 | (0.52,0.89, 0.16$) / 0.93$ |
| $P_{248}$ | $(0.25,0.16,0.56) / 0.70$ | (0.99,0.43,0.27)/0.28 | (0.64,0.97,0.36)/0.72 | (0.45,0.44,0.62)/0.22 | (0.30,0.34,0.14)/0.51 |
| $P_{249}$ | (0.27,0.37,0.82)/0.56 | (0.31,0.64,0.20)/0.94 | (0.95,0.43,0.23)/0.47 | (0.54, $0.28,0.46) / 0.79$ | (0.24,0.17,0.24)/0.33 |
| $P_{250}$ | (0.10,0.66,0.12)/0.83 | (0.80,0.88,0.65)/0.53 | (0.61,0.68,0.79)/0.60 | (0.83,0.73,0.27)/0.45 | (0.79,0.56,0.79)/0.34 |
| $P_{251}$ | (0.97,0.50,0.22)/0.40 | (0.10,0.45,0.24)/0.45 | (0.25,0.71, 0.25$) / 0.81$ | (0.62,0.54,0.78)/0.55 | (0.18,0.10,0.89)/0.94 |
| $P_{252}$ | (0.42,0.46,0.94)/0.80 | (0.48,0.87,0.32)/0.92 | (0.17,0.17,0.15)/0.71 | (0.96,0.98,0.42)/0.67 | (0.28,0.99, 0.71 )/0.33 |
| $P_{253}$ | (0.87,0.76,0.41)/0.48 | (0.52,0.64,0.83)/0.85 | (0.95,0.84,0.10)/0.93 | (0.31,0.18,0.96)/0.27 | (0.24,0.41, 0.27$) / 0.88$ |
| $P_{254}$ | (0.40,0.20,0.13)/0.82 | (0.79,0.83,1.00)/0.37 | (0.88,0.30,0.70)/0.62 | $(0.42,0.36,0.62) / 0.50$ | (0.83,0.93, 0.56$) / 0.70$ |
| $P_{255}$ | (0.24,0.69,0.21)/0.59 | (0.80,0.37,0.57)/0.35 | (0.43,0.27,0.59)/0.34 | (0.32,0.72,0.48)/0.52 | (0.53, $0.87,0.24) / 0.30$ |
| $P_{256}$ | (0.48,0.15,0.57)/0.59 | (0.41,0.35,0.98)/0.77 | (0.46,0.80,0.57)/0.45 | (0.18,0.14,0.77)/0.51 | (0.13,0.37,0.30)/0.20 |
| $P_{257}$ | (0.52,0.56,0.21)/0.24 | (0.10,0.85,0.87)/0.24 | (0.60,0.21, 0.42 )/0.74 | (0.92,0.83,0.49)/0.30 | (0.62,0.98,0.70)/0.53 |
| $P_{258}$ | (0.58,0.22,0.83)/0.49 | (0.82,0.70,0.37)/0.39 | (0.48,0.82,1.00)/0.79 | (0.17,0.25,0.65)/0.20 | (0.27,0.65,0.48)/0.63 |
| $P_{259}$ | (0.33,0.17,0.90)/0.60 | (0.62,0.13,0.11)/0.63 | (0.23,0.78,0.87)/0.29 | (0.82,0.15,0.61)/0.29 | (0.36,0.84,0.33)/0.82 |
| $P_{260}$ | (0.17,0.12,0.26)/0.58 | (0.89,0.36,0.92)/0.33 | (0.11,0.61,0.89)/0.76 | (0.71,0.83,0.67)/0.75 | (0.77,0.24,0.13)/0.26 |

Table 6. Cont.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{261}$ | (0.36,0.84,0.41)/0.60 | (0.33,0.68,0.45)/0.29 | (0.15,0.70,0.22)/0.57 | (0.43,0.54,0.29)/0.52 | (0.59,0.50,0.46)/0.88 |
| $P_{262}$ | (0.33,0.60,0.51)/0.32 | (0.86,0.22,0.38)/0.29 | (0.42,0.21,0.75)/0.26 | (0.91,0.55,0.74)/0.94 | (0.94,0.16,0.31)/0.74 |
| $P_{263}$ | (0.95,0.74,0.65)/0.44 | (0.87,0.32,0.27)/0.68 | (0.89,0.82,0.57)/0.24 | (0.79,0.35,0.37)/0.73 | (0.11,0.12,0.65)/0.29 |
| $P_{264}$ | (0.44,0.33,0.92)/0.38 | (0.86,0.48,0.38)/0.43 | (0.10,0.73,0.67)/0.41 | (0.65,0.83,0.97)/0.86 | (0.96,0.42,0.49)/0.53 |
| $P_{265}$ | $(1.00,0.96,0.72) / 0.28$ | (0.31,0.97,0.90)/0.59 | (0.52,0.80,0.90)/0.63 | (0.13, $0.80,0.98) / 0.50$ | (0.83, 0.21,0.91)/0.32 |
| $P_{266}$ | (0.44,0.81,0.81)/0.35 | (0.64,0.73,0.64)/0.24 | (0.36,0.55,0.17)/0.86 | (0.25,0.46,0.25)/0.70 | (0.23,0.99,0.95)/0.48 |
| $P_{267}$ | (0.69,0.22,0.79)/0.62 | (0.93,0.52,0.93)/0.65 | (0.67,0.51,0.93)/0.71 | (0.91,0.17,0.46)/0.37 | (0.80,0.52,0.23)/0.59 |
| $P_{268}$ | (0.74,0.61,0.80)/0.30 | (0.12,0.63,0.69)/0.21 | (0.56,0.47,0.95)/0.80 | (0.16,0.42,0.43)/0.58 | (0.12,0.44,0.41)/0.69 |
| $P_{269}$ | (0.42,0.98,0.86)/0.74 | (0.46,0.93,0.24)/0.84 | (0.45,0.65,0.59)/0.50 | (0.79,0.73,0.49)/0.88 | (0.38,0.96,0.99)/0.87 |
| $P_{270}$ | (0.46,0.52,0.62)/0.63 | (0.73,0.51,0.40)/0.21 | (0.30,1.00,0.41)/0.65 | (0.68,0.16,0.29)/0.46 | (0.30,0.62,0.60)/0.44 |
| $P_{271}$ | (0.77,0.58,0.55)/0.69 | (0.56,0.71,0.91)/0.48 | $(0.15,0.68,0.38) / 0.43$ | (0.58,0.41, 0.34$) / 0.73$ | $(0.34,0.25,0.27) / 0.58$ |
| $P_{272}$ | (0.93,0.36,0.45)/0.72 | (0.50,0.46,0.65)/0.74 | (0.94,0.12,0.74)/0.20 | (0.42,0.78,0.85)/0.60 | (0.43,1.00,0.83)/0.85 |
| $P_{273}$ | (0.82,0.16,0.99)/0.84 | (0.97,0.65,0.65)/0.50 | (0.71,0.80,0.47)/0.28 | (0.92,0.67,0.21)/0.53 | (0.36,0.39,0.65)/0.86 |
| $P_{274}$ | (0.25,0.53,0.28)/0.23 | (0.67,1.00,0.49)/0.48 | (0.41,0.78,0.63)/0.46 | (0.76,0.45,0.48)/0.28 | (0.90,0.86,0.52)/0.72 |
| $P_{275}$ | (0.22,0.85,0.54)/0.82 | (0.73,0.85,0.39)/0.23 | (0.17,0.23,0.62)/0.74 | (0.96,0.51,0.98)/0.74 | (0.59,0.37,0.21)/0.77 |
| $P_{276}$ | (0.49,0.43,0.70)/0.25 | (0.30,0.13,0.87)/0.44 | (0.58,0.42,0.58)/0.32 | (0.95,0.52,0.23)/0.72 | (0.10,0.31,0.41)/0.41 |
| $P_{277}$ | (0.95,0.73,0.82)/0.32 | (0.47,0.93,0.16)/0.54 | (0.91,0.77,0.41)/0.48 | (0.93,0.24,0.60)/0.60 | (0.38,0.80,0.59)/0.85 |
| $P_{278}$ | (0.36,0.29,0.57)/0.50 | (0.59,0.46,0.81)/0.54 | (0.62,0.72,0.25)/0.22 | (0.30,0.81,0.14)/0.87 | (0.33,0.18,0.30)/0.48 |
| $P_{279}$ | (0.71,0.59,0.19)/0.59 | (0.51,0.71,0.43)/0.85 | (0.34,0.30,0.94)/0.23 | (0.36,0.66,0.80)/0.47 | (0.82,0.15,0.36)/0.21 |
| $P_{280}$ | (0.89,0.49,0.29)/0.66 | (0.25,0.74,0.87)/0.65 | (0.30,0.67,0.66)/0.35 | (0.43,0.76,0.66)/0.79 | (0.68,0.73,0.53)/0.83 |
| $P_{281}$ | (0.14,0.13,0.81)/0.78 | (0.94,0.94,0.86)/0.24 | (0.36,0.15,0.97)/0.83 | (0.52,0.31,0.93)/0.93 | (0.98,0.31,0.95)/0.34 |
| $P_{282}$ | (0.92,0.98,0.34)/0.74 | (0.52,0.81, 0.43 )/0.46 | (0.28,0.33,0.16)/0.30 | (0.39,0.85,0.14)/0.22 | (0.71,0.32,0.47)/0.93 |
| $P_{283}$ | (0.92,0.17,0.97)/0.52 | (0.44,0.34,0.87)/0.46 | (0.47,0.66,0.25)/0.34 | (0.42,0.50,0.98)/0.71 | $(0.11,0.56,0.20) / 0.37$ |
| $P_{284}$ | (0.75,0.78,0.98)/0.51 | (0.53,0.48,0.51)/0.61 | (0.49,0.93,0.22)/0.91 | (0.91,0.86,0.49)/0.84 | (0.98,0.29,0.94)/0.70 |
| $P_{285}$ | (0.59,0.89,0.84)/0.29 | (0.99,0.34,0.18)/0.75 | (0.18,0.44,0.89)/0.93 | (0.74,0.59,0.20)/0.81 | (0.13,0.79,0.31)/0.47 |
| $P_{286}$ | (0.63,0.61,0.89)/0.71 | (0.62,0.24,0.83)/0.68 | (0.96,0.67,0.73)/0.48 | (0.74,0.72,0.68)/0.42 | (0.47,0.90,0.60)/0.56 |
| $P_{287}$ | (0.83,0.15,0.22)/0.71 | (0.65,0.15,0.78)/0.47 | (0.62,0.97,0.49)/0.20 | $(0.98,0.63,0.57) / 0.85$ | (0.15,0.84,0.99)/0.52 |
| $\mathrm{P}_{288}$ | (0.59,0.95,0.19)/0.45 | (0.29,0.69,0.97)/0.40 | (0.83,0.65,0.79)/0.61 | (0.47,0.41,0.74)/0.35 | (0.62,0.94,0.66)/0.58 |
| $P_{289}$ | (0.16,0.26,0.92)/0.86 | (0.16,0.46,0.46)/0.29 | (0.53,0.17,0.89)/0.54 | (0.31,0.16,0.80)/0.33 | (0.51,0.87,0.46)/0.40 |
| $P_{290}$ | (0.63,0.57,0.52)/0.88 | (0.31,0.77,1.00)/0.33 | (0.78,0.83,0.59)/0.54 | (0.37,0.31,0.94)/0.78 | (0.30,0.12,0.87)/0.68 |
| $P_{291}$ | (0.44,0.41,0.56)/0.89 | (0.65,0.63,0.33)/0.77 | (0.91,0.36,0.61)/0.61 | (0.70,0.27,0.34)/0.39 | (0.27,0.51,0.93)/0.61 |
| $P_{292}$ | (0.81,0.76,0.15)/0.86 | (0.13,0.12,0.91)/0.71 | (0.37,0.52,0.85)/0.35 | (0.42,0.91,0.75)/0.95 | (0.66,0.49,0.38)/0.21 |
| $P_{293}$ | (0.22,0.25,0.81)/0.44 | (0.69,0.26,0.84)/0.88 | (0.15,0.10,0.35)/0.91 | (0.74,0.50,0.30)/0.33 | (0.64,0.61,0.33)/0.77 |
| $P_{294}$ | (0.19,0.99,0.93)/0.22 | (0.34,0.82,0.65)/0.79 | (0.92,0.85,0.30)/0.70 | (0.59,0.80,0.40)/0.57 | (0.96,0.20,0.55)/0.41 |
| $P_{295}$ | (0.11,0.46,0.41)/0.49 | (0.76,0.89,0.92)/0.78 | (0.55,0.93,0.91)/0.95 | (0.12,0.88,0.30)/0.93 | (0.38,0.71,0.86)/0.78 |
| $P_{296}$ | (0.55,0.23,0.29)/0.71 | (0.15,0.37,0.50)/0.81 | (0.84,0.70,0.15)/0.86 | (0.93,0.76,0.24)/0.92 | (0.49,0.85,0.69)/0.62 |
| $P_{297}$ | (0.62,0.40,0.50)/0.23 | (0.49,0.32,0.67)/0.69 | (0.98,0.16,0.14)/0.40 | (0.82,0.25,0.16)/0.73 | (0.22,0.56,0.97)/0.81 |
| $P_{298}$ | (0.78,0.19,0.33)/0.28 | (0.39,0.98,0.46)/0.84 | (0.46,0.29,0.65)/0.43 | (0.94,0.22,0.65)/0.40 | (0.67,0.96,0.80)/0.32 |
| $P_{299}$ | (0.75,0.73,0.61)/0.86 | (0.67,0.19,0.14)/0.84 | (0.42,0.35,0.43)/0.31 | (0.34,0.88,0.17)/0.29 | (0.39,0.56,0.62)/0.61 |
| $P_{300}$ | (0.94,0.92,0.47)/0.22 | (0.11,0.77,0.61)/0.33 | (0.51,0.51,0.79)/0.30 | (0.98,0.59,0.90)/0.81 | (0.80,0.50,0.53)/0.93 |
| $P_{301}$ | (0.50,0.77,0.82)/0.32 | (0.77,0.30,0.27)/0.73 | (0.27,0.52,0.32)/0.55 | (0.17,0.79,0.75)/0.45 | (0.70,0.26,0.60)/0.31 |
| $P_{302}$ | (0.93,0.82,0.90)/0.77 | (0.23,0.66,0.36)/0.44 | (0.92,0.96,0.31)/0.34 | (0.67,0.91,0.45)/0.57 | (0.84,0.67,0.22)/0.28 |
| $P_{303}$ | (0.81,0.93,0.46)/0.54 | (0.42,0.78,0.43)/0.45 | (0.16,0.90,0.78)/0.53 | (0.18,0.63,0.13)/0.53 | (0.74,0.55,0.10)/0.24 |
| $P_{304}$ | (0.89,0.18,0.22)/0.75 | (0.48,0.87,0.59)/0.94 | (0.58,0.70,0.78)/0.50 | (0.22,0.82,0.50)/0.50 | (0.37,0.78,0.56)/0.64 |
| $P_{305}$ | (0.13,0.72,0.86)/0.65 | (0.49,0.11,0.35)/0.22 | (0.66,0.35,0.88)/0.89 | (0.71,0.11,0.75)/0.93 | (0.44,0.14,0.28)/0.70 |
| $P_{306}$ | (0.68,0.54,0.79)/0.40 | (0.81,0.19,0.83)/0.83 | (0.59,0.17,0.27)/0.35 | (0.94,0.40,0.16)/0.56 | (0.87,0.10,0.25)/0.46 |
| $P_{307}$ | (0.14,0.74,0.79)/0.59 | (0.19,0.86,0.98)/0.24 | (0.71,0.42,0.78)/0.46 | (0.58,0.35,0.51)/0.74 | (0.71,0.72,0.43)/0.24 |
| $P_{308}$ | (0.10,0.65,0.46)/0.35 | (0.97,0.69,0.37)/0.87 | (0.64,0.45,0.78)/0.77 | (0.42,0.12,0.87)/0.50 | (0.24,0.26,0.22)/0.56 |
| $P_{309}$ | (0.66,1.00,0.62)/0.39 | (0.98,0.52,0.43)/0.85 | (0.20,0.45,0.89)/0.54 | $(0.90,0.98,0.25) / 0.42$ | (0.58,0.94,0.60)/0.44 |
| $P_{310}$ | (0.29,0.14,0.20)/0.95 | (0.26,0.82,0.93)/0.65 | (0.98,0.96,0.10)/0.36 | (0.72,0.25,0.59)/0.20 | (0.12,0.37,0.25)/0.41 |
| $P_{311}$ | (0.11,0.19,0.75)/0.33 | (0.68,0.76,0.25)/0.25 | (0.88,0.86,0.98)/0.71 | (0.94,0.61,0.88)/0.84 | (0.70,0.79,0.42)/0.24 |
| $P_{312}$ | (0.71,0.88,0.95)/0.41 | (0.94,0.34,0.24)/0.93 | (0.59,0.73,0.35)/0.68 | (0.88,0.30,0.40)/0.59 | (0.66,0.28,0.90)/0.26 |
| $P_{313}$ | (0.83,0.35,0.45)/0.78 | (0.11,0.52,0.84)/0.87 | (0.41,0.96,0.60)/0.74 | (0.44, $0.40,0.28) / 0.23$ | (0.90,0.10,0.25)/0.33 |
| $P_{314}$ | (0.96,0.81,0.82)/0.53 | (0.58,0.95,0.99)/0.93 | (0.33,0.71,0.63)/0.66 | (0.34,0.81,0.94)/0.49 | (0.94,0.88,0.89)/0.52 |
| $P_{315}$ | (0.41,0.11,0.10)/0.35 | (0.21,0.45,0.42)/0.81 | (0.29,0.13,0.92)/0.94 | (0.81,0.52,0.18)/0.83 | (0.26,0.32,0.50)/0.70 |
| $P_{316}$ | (0.84,0.99,0.18)/0.49 | (0.61,0.51,0.46)/0.39 | (0.48,0.76,0.19)/0.91 | (0.34,0.80,0.31)/0.23 | $(0.31,0.61,0.12) / 0.49$ |
| $P_{317}$ | (0.56,0.45,0.69)/0.85 | (0.49,0.73,0.60)/0.84 | (0.25,0.58,0.53)/0.30 | (0.77,0.15,0.39)/0.75 | (0.34,0.72,0.61)/0.41 |
| $P_{318}$ | (0.34,0.54,0.49)/0.23 | (0.17,0.81,0.46)/0.77 | (0.64,0.43,0.48)/0.59 | (0.48,0.19,0.21)/0.58 | (0.94,0.99,0.43)/0.74 |
| $P_{319}$ | (0.98,0.19,0.26)/0.57 | (0.96,0.99,0.21)/0.81 | (0.94,0.48,0.16)/0.23 | (0.17,0.43,0.41)/0.73 | (0.14,0.63,0.95)/0.58 |
| $P_{320}$ | (0.23,0.26,0.79)/0.91 | (0.38,0.30,0.19)/0.26 | (0.78,0.19,0.63)/0.46 | (0.13,0.66,0.71)/0.26 | (0.23,0.95,0.74)/0.89 |
| $P_{321}$ | (0.20,0.21,0.16)/0.47 | (0.89,0.40,1.00)/0.77 | (0.29,0.14,0.56)/0.35 | $(0.58,0.36,0.50) / 0.85$ | (0.79,0.11,0.96)/0.51 |
| $P_{322}$ | (0.70,0.70,0.24)/0.31 | (0.44,0.91,0.67)/0.90 | (0.28,0.19,0.12)/0.35 | (0.67,0.75,0.48)/0.71 | (0.30,0.36,0.17)/0.57 |
| $P_{323}$ | (0.46,0.23,0.61)/0.68 | (0.57,0.76,0.92)/0.77 | (0.99,0.80,0.16)/0.46 | (0.94,0.32,0.22)/0.46 | (0.77,0.25,0.51)/0.30 |
| $P_{324}$ | (0.87,0.35,0.49)/0.93 | (0.75,0.20,0.28)/0.36 | (0.44,0.35,0.70)/0.61 | (0.81, 0.26,0.73)/0.49 | (0.60,0.56,0.14)/0.51 |
| $P_{325}$ | (0.92,0.28,0.27)/0.71 | (0.39,0.76,0.72)/0.65 | (0.56,0.18,0.74)/0.34 | (0.48,0.77,0.55)/0.26 | (0.37,0.68,0.26)/0.62 |
| $P_{326}$ | (0.48,0.21,0.35)/0.42 | (0.36,0.83,0.70)/0.93 | (0.84,0.10,0.43)/0.72 | (0.66,0.48,0.33)/0.31 | (0.37,0.60,0.29)/0.56 |
| $P_{327}$ | (0.66,0.45,0.69)/0.53 | (0.82,0.33,0.63)/0.76 | (0.94,0.62,0.53)/0.63 | (0.53,0.27,0.70)/0.64 | (0.26,0.49,0.25)/0.48 |
| $P_{328}$ | (0.37,0.85,0.59)/0.30 | (0.17,0.99,0.83)/0.24 | (0.89,0.28,0.77)/0.33 | (0.84,0.80,0.27)/0.62 | (0.10,0.50,0.92)/0.90 |
| $P_{329}$ | (0.23,0.24,0.67)/0.82 | (0.76,0.19,0.43)/0.64 | (0.88,0.93,0.51)/0.60 | (0.78,0.16,0.86)/0.65 | (0.94,0.54,0.29)/0.87 |
| $P_{330}$ | (0.45,0.88,0.42)/0.54 | (0.48,0.86,0.78)/0.84 | (0.11,0.57,0.78)/0.61 | (0.40,0.58,0.31)/0.28 | (0.95,0.38,0.88)/0.73 |

Table 6. Cont.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{331}$ | (0.58,0.75,0.38)/0.71 | (0.55,0.83,0.71)/0.79 | (0.62,0.42,0.55)/0.79 | (0.40,0.51,0.21)/0.69 | (0.94,0.27,0.69)/0.80 |
| $P_{332}$ | (0.87,0.48,0.51)/0.65 | (0.78,0.30,0.70)/0.35 | (0.37,0.46,0.32)/0.38 | (0.78,0.80,0.71)/0.20 | (0.23,0.91,0.88)/0.94 |
| $P_{333}$ | (0.42,0.68,0.94)/0.27 | (0.64,0.47,0.96)/0.35 | (0.94,1.00,0.22)/0.53 | (0.35,0.31,0.31)/0.49 | (0.99,0.78,0.19)/0.84 |
| $P_{334}$ | (0.27,0.22,0.65)/0.21 | (0.10,0.88,0.56)/0.20 | (0.97,0.21,0.68)/0.67 | (0.81,0.43,0.27)/0.48 | (0.66,0.62,0.87)/0.37 |
| $P_{335}$ | (0.63,0.10,0.89)/0.29 | (0.18,0.53,0.47)/0.88 | (0.39,0.20,0.17)/0.87 | (0.50,0.82,0.90)/0.33 | (0.82,0.42,0.12)/0.90 |
| $P_{336}$ | (0.99,0.25,0.27)/0.63 | (0.64,0.28,0.76)/0.26 | (0.33,0.73,0.63)/0.59 | (0.63,0.54,0.37)/0.58 | (0.73,0.77,0.73)/0.37 |
| $P_{337}$ | (1.00,0.72,0.46)/0.76 | (0.82,0.48,0.55)/0.47 | (0.53,0.69,0.64)/0.71 | (0.53,0.95,0.32)/0.48 | (0.67,1.00,0.17)/0.79 |
| $P_{338}$ | (0.61,0.77,0.95)/0.24 | (0.64,0.96,0.72)/0.46 | (0.33,0.51,0.56)/0.28 | (0.82,0.23,0.38)/0.34 | (0.57,0.51,0.95)/0.63 |
| $P_{339}$ | (0.32,0.75,0.10)/0.61 | (0.56,0.42,0.87)/0.78 | (0.83,0.80,0.17)/0.76 | (0.57,0.82,0.61)/0.31 | (0.74,0.26,0.62)/0.39 |
| $P_{340}$ | $(0.84,0.81,0.12) / 0.88$ | (0.11,0.60,0.98)/0.82 | (0.39,0.97,0.86)/0.46 | (0.60,0.49,0.86)/0.61 | (0.12,0.20,0.21)/0.20 |
| $P_{341}$ | (0.80,0.15,0.41)/0.81 | (0.13,0.37,0.73)/0.36 | (0.84,0.44, 0.25 )/0.43 | (0.43,0.97,0.24)/0.24 | (0.48,0.10,0.17)/0.39 |
| $P_{342}$ | (0.54,0.92,0.90)/0.66 | (0.27,0.47,0.87)/0.93 | (0.90,0.52,0.95)/0.25 | (0.82,0.92,0.51)/0.36 | (0.49,0.69,0.85)/0.95 |
| $P_{343}$ | (0.64,0.91,0.58)/0.67 | (0.30,0.21,0.61)/0.41 | (0.27,0.68,0.47)/0.46 | (0.29,0.53,0.86)/0.38 | (0.30,0.85,0.73)/0.53 |
| $P_{344}$ | (0.98,0.13,0.17)/0.31 | (0.61,0.87,0.15)/0.95 | (0.93,0.41,0.90)/0.47 | (0.63,0.26,0.35)/0.80 | (0.52,0.65,0.82)/0.61 |
| $P_{345}$ | (0.10,0.10,0.31)/0.38 | (0.91,0.57,0.79)/0.23 | (0.85,0.57,0.90)/0.94 | (0.25,0.74,0.78)/0.94 | (0.56,0.54,0.95)/0.86 |
| $P_{346}$ | (0.73,0.21,0.78)/0.87 | (0.18,0.41,0.56)/0.45 | (0.74,0.48,0.16)/0.60 | (0.75,0.98,0.70)/0.93 | (0.54,0.75,0.64)/0.31 |
| $P_{347}$ | (0.56,0.73,0.46)/0.30 | (0.24,0.73,0.10)/0.43 | (0.73,0.63,0.43)/0.54 | (0.34,0.95,0.24)/0.75 | (0.67,0.70,0.10)/0.48 |
| $P_{348}$ | (0.86,0.55,0.52)/0.61 | (0.55,0.51,0.32)/0.31 | (0.94,0.77,0.87)/0.70 | (0.33,0.24,0.61)/0.77 | (0.31,0.42,0.40)/0.41 |
| $P_{349}$ | (0.60,0.90,0.23)/0.40 | (0.79,0.39,0.70)/0.84 | (0.84,0.25,0.89)/0.53 | (0.47,0.51,0.44)/0.91 | (0.42,0.99,0.44)/0.41 |
| $P_{350}$ | (0.12,0.25,0.18)/0.73 | (0.14,0.30,0.49)/0.30 | (0.77,0.70,0.81)/0.70 | (0.26,0.43,0.10)/0.72 | (0.29,0.97,0.37)/0.48 |
| $P_{351}$ | (0.99,0.94,0.25)/0.39 | (0.35,0.30,0.30)/0.25 | (0.23,0.90,0.67)/0.22 | (0.99,0.95,0.75) $/ 0.79$ | (0.50,0.10,0.19)/0.32 |
| $P_{352}$ | (0.16,0.47,0.73)/0.68 | (0.35,0.59,0.73)/0.30 | (0.61,0.12,0.28)/0.57 | (0.30,0.47,0.43)/0.48 | (0.76,0.25,0.46)/0.59 |
| $P_{353}$ | (0.12,0.18,0.91)/0.37 | (0.61,0.48,0.53)/0.82 | (0.97,0.59,0.99)/0.51 | (0.13,0.57,0.14)/0.47 | (0.66,0.12,0.72)/0.85 |
| $P_{354}$ | (0.62,0.31,0.25)/0.92 | (0.94,0.85,0.73)/0.24 | (0.70,0.66,0.78)/0.37 | (0.19,0.83,0.64)/0.28 | (0.32,0.66,0.84)/0.43 |
| $P_{355}$ | (0.33,0.93,0.11)/0.40 | (0.56,0.41,0.53)/0.50 | (0.66,0.92,0.87)/0.21 | (0.85,0.21,0.84)/0.59 | (0.34,0.21,0.62)/0.77 |
| $P_{356}$ | (0.26,0.10,0.64)/0.76 | (0.80,0.86,0.70)/0.72 | (0.71,0.11,0.71)/0.88 | (0.90,0.86,0.66)/0.30 | (0.99,0.69,0.48)/0.20 |
| $P_{357}$ | (0.72,0.12,0.26)/0.40 | (0.82,0.40,0.25)/0.55 | (0.97,0.33,0.43)/0.65 | (0.11,0.97,0.22)/0.85 | (0.16,0.60,0.14)/0.91 |
| $P_{358}$ | (0.82,0.58,0.26)/0.70 | (0.52,0.43,0.91)/0.76 | (0.44,0.26,0.81)/0.53 | (0.64,0.97,0.37)/0.92 | (0.38,0.77,0.77)/0.90 |
| $P_{359}$ | (0.64,0.90,0.24)/0.74 | (0.65,0.57,0.87)/0.85 | (0.88,0.80,1.00)/0.59 | (0.57,0.57,0.80)/0.87 | (0.37,0.94,0.96)/0.21 |
| $P_{360}$ | $(0.34,0.76,0.32) / 0.33$ | (0.45,0.58,0.14)/0.57 | (0.59,0.43, 0.34 )/0.84 | $(0.75,0.19,0.50) / 0.69$ | (0.68,0.98,0.19)/0.74 |
| $P_{361}$ | (0.78,0.20,0.77)/0.70 | (0.27,0.93,0.81)/0.76 | (0.66,0.72,0.50)/0.53 | (0.18,0.32,0.33)/0.73 | (0.35,0.83,0.81)/0.86 |
| $P_{362}$ | (0.27,0.20,0.24)/0.71 | (0.67,0.65,0.84)/0.88 | (0.43,0.33,0.98)/0.73 | (0.22,0.66,0.83)/0.91 | (0.35,0.56,0.45)/0.72 |
| $P_{363}$ | (0.16,0.11,0.88)/0.50 | (0.21,0.97,0.92)/0.76 | (0.92,0.51,0.78)/0.71 | (0.54,0.51,0.69)/0.81 | (0.23,0.85,0.13)/0.60 |
| $P_{364}$ | (0.96,0.59,0.71)/0.26 | (0.52,0.66,0.47)/0.95 | (0.77,0.44,0.64)/0.49 | (0.16,0.97,0.49)/0.25 | (0.96,0.86,0.40)/0.84 |
| $P_{365}$ | (0.45,0.35,0.19)/0.61 | (0.55,0.29,0.44)/0.91 | (0.34,0.27,0.19)/0.73 | (0.21,0.18,0.90)/0.58 | (0.54,0.85,0.97)/0.30 |
| $P_{366}$ | (0.98,0.39,0.41)/0.91 | (0.96,0.22,0.92)/0.42 | (0.74,0.23,0.72)/0.82 | (0.56,0.35,0.89)/0.34 | (0.25,1.00,0.24)/0.74 |
| $P_{367}$ | (0.37,0.66,0.85)/0.45 | (0.85,0.24,0.21)/0.81 | (0.64,0.41,0.81)/0.31 | (0.66,0.57,0.66)/0.80 | (0.69,0.55,0.55)/0.54 |
| $P_{368}$ | (0.60,0.27,0.22)/0.79 | (0.85,0.26,0.58)/0.41 | (0.87,0.46,0.61)/0.34 | (0.77, $0.26,0.79) / 0.28$ | (0.48,0.75,0.19)/0.80 |
| $P_{369}$ | (0.71,0.90,1.00)/0.55 | (0.24,0.39,0.70)/0.95 | (0.32,0.12,0.67)/0.37 | (0.94,0.19,0.59)/0.76 | (0.85, 1.00,0.51)/0.42 |
| $P_{370}$ | (0.60,0.58,0.18)/0.44 | (0.92,0.12,0.42)/0.83 | (0.46,0.70,0.81)/0.37 | (0.81,0.95,0.12)/0.27 | (0.74,0.27,0.87)/0.58 |
| $P_{371}$ | (0.22,0.50,0.23)/0.68 | (0.79,0.46,0.55)/0.31 | (0.98,0.52,0.89)/0.65 | (0.61,0.93,0.16)/0.87 | (0.96,0.71,0.20)/0.67 |
| $P_{372}$ | (0.88,0.54,0.91)/0.73 | (0.22,0.18,0.26)/0.67 | (0.66,0.58,0.99)/0.54 | (0.70,0.36,0.52)/0.54 | (0.56,0.88,0.11)/0.36 |
| $P_{373}$ | (0.17,0.43,0.46)/0.53 | (0.48,0.84,0.65)/0.36 | (0.59,0.13,0.18)/0.31 | (0.85,0.81,0.65)/0.35 | (0.39,0.66,0.46)/0.41 |
| $P_{374}$ | (0.18,0.53,0.61)/0.64 | (0.52,0.96,0.84)/0.27 | (0.45,0.69,0.22)/0.68 | (0.34,0.30,0.79)/0.86 | (0.29,0.23,0.76)/0.66 |
| $P_{375}$ | (0.14,0.98,0.41)/0.80 | (0.49,0.35,0.45)/0.92 | (0.76,0.10,0.79)/0.75 | (0.72,0.81,0.15)/0.67 | (0.81,0.56,0.51)/0.60 |
| $P_{376}$ | (0.73,0.93,0.54)/0.30 | (0.21,0.39,0.53)/0.82 | (0.50,0.66,0.83)/0.64 | (0.72,0.19,0.38)/0.39 | (0.89,0.95,0.48)/0.91 |
| $P_{377}$ | (0.13,0.30,0.49)/0.33 | (0.33,0.22,0.38)/0.70 | (0.70,0.93,0.43)/0.95 | (0.27,0.23,0.34)/0.94 | (0.88,0.97,0.47)/0.23 |
| $P_{378}$ | (0.46,0.38,0.62)/0.28 | (0.79,0.94,0.19)/0.69 | (0.64,0.30,0.91)/0.69 | (0.81,0.54,0.20)/0.22 | (0.38,0.81,0.26)/0.48 |
| $P_{379}$ | (0.31,0.41,0.81)/0.32 | (0.53,0.32,0.53)/0.81 | (0.58,0.29,0.19)/0.35 | (0.32,0.70,0.38)/0.88 | (0.56,0.88,0.97)/0.57 |
| $P_{380}$ | $(0.56,0.13,0.50) / 0.24$ | (0.71,0.95,0.15)/0.86 | (0.34,0.67,0.26)/0.47 | (0.96,0.69,0.13)/0.91 | (0.86,0.14,0.47)/0.75 |
| $P_{381}$ | (0.79,0.25,0.21)/0.56 | (0.98,0.95,0.45)/0.80 | $(0.18,0.63,0.79) / 0.67$ | (0.89,0.50,0.28)/0.59 | (0.91,0.96,0.15)/0.77 |
| $P_{382}$ | (0.89,0.48,0.91)/0.74 | (0.98,0.75,0.48)/0.44 | (1.00,0.85,0.23)/0.56 | (0.99,0.92,0.87)/0.67 | (1.00,0.67,0.66)/0.72 |
| $P_{383}$ | (0.13,0.31,0.27)/0.67 | (0.15,0.60,0.63)/0.70 | (0.52,0.76,0.41)/0.68 | (0.85,0.34,0.95)/0.91 | (0.88,0.54,0.54)/0.86 |
| $P_{384}$ | (0.90,0.15,0.97)/0.27 | (0.37,0.86,0.33)/0.32 | (0.60,0.11,0.15)/0.28 | (0.81,0.87,0.92)/0.52 | (0.36,0.94,0.83)/0.89 |
| $P_{385}$ | (0.73,0.39,0.13)/0.46 | (0.95,0.94,0.97)/0.34 | (0.28,0.21,0.45)/0.85 | (0.88,0.79,0.91)/0.55 | (0.96,0.80,0.35)/0.70 |
| $P_{386}$ | (0.12,1.00,0.21)/0.88 | (0.52,0.83,0.21)/0.72 | (0.80,0.14,0.63)/0.30 | (0.44,0.53,0.53)/0.56 | (0.27,0.75,0.19)/0.44 |
| $P_{387}$ | (0.59,0.33,0.15)/0.54 | (0.31,0.87,0.66)/0.81 | (0.34,0.23,0.60)/0.66 | (0.97,0.39,0.49)/0.27 | (0.79,0.95,0.31)/0.77 |
| $P_{388}$ | (0.65,0.91,0.13)/0.79 | (0.98,0.17,0.86)/0.67 | (0.79,0.61,0.43)/0.25 | (0.49,0.31, 0.62 )/0.51 | (0.69,0.92,0.89)/0.28 |
| $P_{389}$ | (0.37,0.77,0.73)/0.82 | (0.40,0.23,0.82)/0.63 | (0.11,0.21,0.25)/0.56 | (0.18,0.78,0.25)/0.41 | (0.46,0.59,0.73)/0.63 |
| $P_{390}$ | (0.73,0.96,0.76)/0.91 | (0.13,0.73,0.73)/0.64 | (0.23,0.93,0.19)/0.77 | (0.68,0.11,0.71)/0.47 | (0.58,0.36,0.29)/0.65 |
| $P_{391}$ | (0.62,0.99,0.51)/0.58 | (0.18,0.81,0.68)/0.37 | (0.37,0.37,0.28)/0.44 | (0.70,0.82,0.15)/0.46 | (0.83,0.82,0.64)/0.62 |
| $P_{392}$ | (0.75,0.82,0.97)/0.60 | (0.57,0.81,0.70)/0.67 | (0.37,0.74,0.36)/0.68 | (0.94,0.56,0.47)/0.29 | (0.69,0.42,0.82)/0.22 |
| $P_{393}$ | (0.53,0.10,0.93)/0.26 | (0.16,0.82,0.71)/0.63 | (0.41,0.71, 0.46$) / 0.40$ | (0.50,0.76,0.37)/0.63 | (0.62,0.91, 0.61 )/0.54 |
| $P_{394}$ | (0.27,0.52,0.19)/0.38 | (0.42,0.31,0.31)/0.46 | (0.24,0.73,0.58)/0.47 | (0.99,0.95,1.00)/0.87 | (0.99,0.65,0.52)/0.58 |
| $P_{395}$ | (0.39,0.16,0.86)/0.73 | (0.56,0.17,0.50)/0.27 | (0.32,0.99,0.85)/0.59 | (0.54,0.12,0.68)/0.81 | (0.83,0.30,0.51)/0.75 |
| $P_{396}$ | (0.80,0.97,0.76)/0.79 | (0.40,0.10,0.74)/0.92 | (0.78,0.15,0.50)/0.68 | (0.78,0.60,0.26)/0.40 | (0.93,0.17,0.45)/0.68 |
| $P_{397}$ | (0.68,0.10,0.37)/0.64 | (0.91,0.34,0.35)/0.46 | (0.64,0.77,0.77)/0.90 | (0.32,0.44,0.81)/0.64 | (0.13,0.19,0.81)/0.20 |
| $P_{398}$ | (0.34,0.40,0.79)/0.81 | (0.35,0.71,0.99)/0.63 | (0.52,0.58,0.73)/0.25 | (0.79,0.81,0.55)/0.68 | (0.62,0.97,0.12)/0.46 |
| $P_{399}$ | (0.90,0.97,0.11)/0.52 | (0.68,0.92,0.49)/0.82 | (0.13,0.97,0.51)/0.22 | (0.75,0.38,0.47)/0.74 | (1.00,0.24,0.77)/0.31 |
| $P_{400}$ | (0.17,0.48,0.58)/0.58 | $(0.69,0.68,0.57) / 0.43$ | (0.91,0.20,0.37)/0.73 | (0.62,0.23,0.14)/0.85 | (0.73,0.42,0.95)/0.45 |

Table 6. Cont.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{401}$ | (0.14,0.15,0.77)/0.27 | (0.23,0.16,0.13)/0.83 | (0.44,0.68,0.55)/0.83 | (0.39,0.46,0.23)/0.27 | (0.48,0.55,0.49)/0.23 |
| $P_{402}$ | (0.52,0.69,0.95)/0.36 | (0.23,0.72,0.75)/0.30 | (0.25,0.90,0.67)/0.56 | (0.50,0.79,0.45)/0.82 | (0.71,0.15,0.71)/0.70 |
| $P_{403}$ | (0.21,0.24,0.60)/0.43 | (0.72,0.14,0.94)/0.88 | (0.56,0.33,0.77)/0.70 | (0.66,0.39,0.42)/0.55 | (0.48,0.67,0.42)/0.91 |
| $P_{404}$ | (0.59,0.76,0.42)/0.49 | (0.14,0.32,0.89)/0.49 | (0.37,0.61,0.97)/0.32 | $(0.38,0.17,0.84) / 0.65$ | (0.72,0.92,0.52)/0.95 |
| $P_{405}$ | (0.60,0.58,0.16)/0.84 | (0.59,0.88,0.88)/0.81 | (0.42,0.47,0.75)/0.47 | (0.87,0.64,0.74)/0.50 | (0.62,0.61,0.55)/0.44 |
| $P_{406}$ | (0.43,0.31,0.89)/0.93 | (0.15,0.38,0.21)/0.52 | (0.55,1.00,0.45)/0.42 | $(0.77,0.42,0.38) / 0.53$ | (0.32,0.15,0.40)/0.59 |
| $P_{407}$ | (0.42,0.11,0.72)/0.88 | (0.52,0.18,0.58)/0.30 | (0.10,0.22,0.92)/0.61 | (0.58,0.94,0.73)/0.93 | (0.98,0.67,0.43)/0.61 |
| $P_{408}$ | (0.10,0.88,0.46)/0.36 | (0.58,0.37,0.74)/0.38 | (0.83,0.77,0.83)/0.53 | (0.72,0.70,0.26)/0.34 | (0.34,0.80,0.49)/0.79 |
| $P_{409}$ | (0.85,0.88,0.89)/0.74 | (0.32,0.48,0.71)/0.36 | (0.69,0.25,0.34)/0.60 | (0.63,0.77,0.21)/0.68 | (0.11,0.20,0.66)/0.42 |
| $P_{410}$ | (0.26,0.62,0.70)/0.86 | (0.93,0.32,0.74)/0.78 | (0.29,0.36,0.89)/0.34 | (0.49,0.33,0.32)/0.40 | (0.92,0.43,0.97)/0.74 |
| $P_{411}$ | (0.55,0.35,0.37)/0.56 | (0.60,0.54,0.64)/0.91 | (0.30,0.25,0.78)/0.54 | (0.86,0.87,0.81)/0.22 | (0.78,0.55,0.67)/0.24 |
| $P_{412}$ | (0.42,0.91,0.16)/0.31 | (0.87,0.24,0.62)/0.57 | (0.30,0.69,0.86)/0.61 | (0.50,0.93,0.22)/0.79 | (0.62,0.66,0.27)/0.50 |
| $P_{413}$ | (0.61,0.62,0.38)/0.77 | (0.88,0.70,0.47)/0.85 | (0.76,0.13,0.34)/0.48 | (0.99,0.57,0.57)/0.55 | (0.32,0.33,0.97)/0.53 |
| $P_{414}$ | (0.23,0.89,0.15)/0.63 | (0.53,0.97,0.18)/0.59 | (0.10,0.36,0.44)/0.31 | (0.26,0.88,0.48)/0.55 | (0.47,0.37,0.66)/0.73 |
| $P_{415}$ | (0.49,0.80,0.65)/0.43 | (0.45,0.41,0.49)/0.71 | (0.28,0.27,0.50)/0.28 | (0.86,0.64,0.65)/0.45 | (0.85,0.74,0.18)/0.44 |
| $P_{416}$ | (0.75,0.90,0.84)/0.95 | (0.62,0.50,0.77)/0.89 | (0.93,0.77, 0.64 )/0.24 | $(0.18,0.77,0.59) / 0.80$ | (0.92,0.93,0.33)/0.76 |
| $P_{417}$ | (1.00,0.37,1.00)/0.71 | (0.35,0.39,0.88)/0.94 | (0.84,0.73,0.30)/0.33 | (0.16,0.24,0.31)/0.35 | (0.71,0.57,0.85)/0.39 |
| $P_{418}$ | (0.57,0.22,0.11)/0.87 | (0.42,0.41,0.34)/0.52 | (0.63,0.56,0.45)/0.38 | (0.20,0.65,0.43)/0.38 | (0.29,0.38,0.93)/0.68 |
| $P_{419}$ | (0.92,0.66,0.67)/0.43 | (0.10,0.40,0.18)/0.23 | (0.64,0.60,0.74)/0.87 | (0.70,0.14,0.62)/0.30 | (0.65,0.22,0.91)/0.21 |
| $P_{420}$ | (0.92,0.82,0.78)/0.24 | (0.54,0.14,0.71)/0.27 | $(0.98,0.38,0.39) / 0.54$ | (0.76,0.50,0.49)/0.36 | (0.39,0.69,0.19)/0.65 |
| $P_{421}$ | (0.26,0.12,0.46) $/ 0.44$ | (0.89,0.23,0.69)/0.52 | (0.69,0.51,0.23)/0.24 | (0.65,0.22,0.37)/0.50 | (0.83,0.45,0.84)/0.48 |
| $P_{422}$ | (0.18,0.96,0.63)/0.81 | (0.64,0.52,0.51)/0.55 | (0.94,0.66,0.26)/0.51 | (0.42,0.32,0.22)/0.82 | (0.85,0.58,0.48)/0.50 |
| $P_{423}$ | (0.67,0.50,0.85)/0.51 | (0.13,0.60,0.35)/0.87 | (0.82,0.38,0.88)/0.80 | (0.51,0.23,0.65)/0.37 | (0.26,0.21,0.75)/0.69 |
| $P_{424}$ | (0.76,0.96,0.25)/0.82 | (0.32,0.23,0.26)/0.79 | (0.23,0.56,0.60)/0.94 | (0.73,0.23,0.97)/0.77 | (0.37,0.28,0.67)/0.54 |
| $P_{425}$ | (0.88,0.77,0.48)/0.24 | (0.17,0.73,0.36)/0.60 | (0.71,0.64,0.49)/0.76 | (0.61,0.77,0.51)/0.39 | (0.17,0.54,0.67)/0.57 |
| $P_{426}$ | (0.97,0.76,0.43)/0.73 | (0.80,0.91,0.40)/0.43 | (0.39,0.58,0.20)/0.71 | (0.59,0.25,0.76)/0.52 | $(0.61,0.25,0.58) / 0.33$ |
| $P_{427}$ | $(0.63,0.86,0.70) / 0.31$ | (0.60,0.32,0.79)/0.36 | (0.42,0.25,0.22)/0.53 | (0.80,0.15,0.17)/0.55 | (0.51,0.28,0.41)/0.28 |
| $P_{428}$ | (0.69,0.82,0.52)/0.51 | (0.37,0.49,1.00)/0.58 | (0.49,0.19,0.29)/0.32 | (0.30,0.51,1.00)/0.38 | (0.71,0.56,0.16)/0.61 |
| $P_{429}$ | (0.12,0.75,0.12)/0.57 | (0.36,0.37,0.95)/0.84 | (0.79,0.61,0.48)/0.69 | (0.48,0.86,0.93)/0.83 | (0.99,0.29,0.66)/0.43 |
| $P_{430}$ | (0.73,0.74,0.81)/0.76 | (0.77,0.47,0.58)/0.56 | (0.88,0.79,0.41)/0.50 | (0.39,0.19,0.80)/0.29 | (0.41,0.14,0.63)/0.63 |
| $P_{431}$ | (0.37,0.64,0.37)/0.74 | (0.89,0.91,1.00)/0.81 | (0.83,0.98,0.61)/0.78 | (0.82,0.19,1.00)/0.88 | (0.51,0.14,0.70)/0.79 |
| $P_{432}$ | (0.43,0.19,0.16)/0.30 | (0.36,0.34,0.52)/0.52 | (0.30,0.98,0.75)/0.26 | (0.93,0.78,0.66)/0.38 | (0.81,0.44,0.27)/0.91 |
| $P_{433}$ | (0.54,0.28,0.75)/0.22 | (0.63,0.58,0.28)/0.73 | (0.59,0.74,0.72)/0.81 | (0.82,0.15,0.10)/0.81 | (0.80,0.18,0.24)/0.30 |
| $P_{434}$ | (0.58,0.39,0.63)/0.39 | (0.20,0.81,0.86)/0.30 | (0.88,0.26,0.51)/0.52 | (0.19,0.26,0.22)/0.54 | (0.79,0.40,0.55)/0.75 |
| $P_{435}$ | (0.22,0.49,0.61)/0.28 | (0.36,0.77,0.74)/0.70 | (0.28,0.14,0.58)/0.93 | (0.97,0.72,0.38)/0.89 | (0.38,0.48,0.73)/0.68 |
| $P_{436}$ | (0.23,0.91,0.44)/0.86 | (0.38,0.54,0.94)/0.84 | (0.38,0.68,0.49)/0.35 | $(0.41,0.95,0.28) / 0.87$ | (0.50,0.89,0.30)/0.56 |
| $P_{437}$ | (0.70,0.50,0.72)/0.31 | (0.37,0.87,0.77)/0.83 | (0.17,0.55,0.83)/0.76 | (0.23,0.80,0.93)/0.78 | (0.45,0.21,0.47)/0.86 |
| $P_{438}$ | (0.89,0.49,0.26)/0.57 | (0.81,0.38,0.47)/0.66 | (0.85,0.17,0.14)/0.64 | (0.37,0.34,0.78)/0.35 | (0.54,0.69,0.84)/0.63 |
| $P_{439}$ | (0.41,0.25,0.54)/0.23 | (0.87,0.95,0.66)/0.88 | (0.55,0.25,0.95)/0.39 | (0.41,0.31,0.83)/0.55 | (0.55,0.97,0.11)/0.48 |
| $P_{440}$ | (0.95,0.90,0.18)/0.82 | (0.34,0.51,0.74)/0.37 | (0.72,0.92,0.38)/0.52 | (0.81,0.82,0.80)/0.39 | (0.57,0.12,0.72)/0.56 |
| $P_{441}$ | (0.20,0.54,0.85)/0.31 | (0.41, $0.14,0.71) / 0.21$ | (0.10,0.92,0.54)/0.36 | $(0.42,0.64,0.88) / 0.82$ | (0.50,0.58,0.52)/0.82 |
| $P_{442}$ | (0.16,0.47,0.73)/0.57 | (0.48,0.50,0.61)/0.85 | (0.17,0.13,1.00)/0.37 | (0.20,0.24,0.76)/0.45 | (0.19,0.98,0.99)/0.72 |
| $P_{443}$ | (0.37,0.56,0.92)/0.85 | (0.85,0.41,0.70)/0.57 | (0.66,0.65,0.43)/0.90 | (0.62,0.90,0.54)/0.26 | (0.36,0.10,0.85)/0.82 |
| $P_{444}$ | (0.69,0.69,0.86)/0.22 | (0.19,0.64,0.91)/0.82 | (0.84,0.54, 0.24 )/0.79 | (0.35,0.81,0.11)/0.61 | (0.54,0.81, 0.41 )/0.27 |
| $P_{445}$ | (0.67,0.67,0.95)/0.90 | (0.33,0.78,0.29)/0.35 | (0.71,0.13,0.96)/0.41 | (0.58,0.14,0.95)/0.57 | (0.77,0.79,0.28)/0.33 |
| $P_{446}$ | (0.23,0.18,0.78)/0.23 | (0.99,0.62,0.47)/0.23 | (0.18,0.16,0.72)/0.42 | (0.98,0.62,0.38)/0.43 | (0.78,0.15,0.26)/0.36 |
| $P_{447}$ | (0.64,0.77,0.24)/0.77 | (0.12,0.22,0.64)/0.38 | (0.13,0.94,0.20)/0.66 | $(0.48,0.57,0.60) / 0.33$ | (0.88,0.70,0.40)/0.35 |
| $P_{448}$ | (0.14,0.24,0.89)/0.26 | (0.18,1.00,0.57)/0.64 | (0.96,0.67,0.26)/0.65 | (0.95,0.55,0.79)/0.45 | (0.39,0.57,0.31)/0.75 |
| $P_{449}$ | (0.58,0.47,0.49)/0.72 | (0.83,0.79,0.73)/0.52 | (0.82,0.32,0.18)/0.74 | (0.86,0.57,0.50)/0.21 | (0.75,0.89,0.97)/0.22 |
| $P_{450}$ | (0.61,0.85,0.32)/0.26 | (0.74,0.55,0.83)/0.48 | (0.79,0.93,0.83)/0.34 | (0.60,0.86,0.89)/0.67 | $(0.84,0.47,0.50) / 0.94$ |
| $P_{451}$ | (0.65,0.85,0.94)/0.34 | (0.77,0.40,0.29)/0.55 | (0.92,0.84,0.19)/0.24 | (0.57,0.52,0.99)/0.35 | (0.53,0.54,0.52)/0.73 |
| $P_{452}$ | $(0.82,0.34,0.87) / 0.58$ | (0.20,0.82,0.84)/0.84 | (0.51,0.97,0.97)/0.87 | (0.22,0.30,0.22)/0.79 | (0.71,0.14,0.76)/0.63 |
| $P_{453}$ | (0.99,0.85,0.73)/0.44 | (0.56,0.68,0.90)/0.85 | (0.28,0.92,0.24)/0.37 | (0.28,0.25,0.61)/0.32 | (0.62,0.78,0.88)/0.51 |
| $P_{454}$ | (0.65,0.42,0.14)/0.21 | (0.24,0.28,0.33)/0.54 | (0.67,0.87,0.24)/0.72 | (0.46,0.84,0.25)/0.68 | $(0.10,0.28,0.12) / 0.86$ |
| $P_{455}$ | (0.71,0.73,0.71)/0.66 | (0.94,0.18,0.10)/0.74 | (0.46,0.79,0.78)/0.92 | (0.51, $0.81,0.71$ )/0.76 | (0.15,0.50,0.71)/0.55 |
| $P_{456}$ | (0.15,0.64,0.66)/0.73 | (0.79,0.74,0.81)/0.72 | (0.53,0.91,0.27)/0.26 | (0.30,0.95,0.12)/0.32 | (0.50,0.14,0.12)/0.71 |
| $P_{457}$ | (0.99,0.34,0.41)/0.92 | (0.66,0.47,0.97)/0.41 | (0.36,0.27,0.50)/0.43 | (0.61,0.28,0.36)/0.80 | (0.18,0.56,0.38)/0.88 |
| $P_{458}$ | (0.57,0.21,0.72)/0.66 | (0.36,0.96,0.77)/0.61 | (0.25,0.22,0.43)/0.91 | (0.46,0.26,0.15)/0.42 | (0.96,0.33,0.33)/0.89 |
| $P_{459}$ | (0.16,0.11,0.53)/0.90 | (0.40,0.33,0.76)/0.93 | (0.51,0.67,0.80)/0.62 | (1.00,0.32,0.63)/0.61 | $(0.13,0.49,0.20) / 0.69$ |
| $P_{460}$ | (0.15,0.15,0.47)/0.37 | (0.13,0.49,0.32)/0.30 | (0.47,0.73,0.60)/0.71 | (0.64,0.46,0.87)/0.37 | (0.12,0.85,0.44)/0.27 |
| $P_{461}$ | (0.15,0.63,0.43)/0.59 | $(0.62,0.98,0.60) / 0.44$ | (0.90,0.44,0.45)/0.30 | (0.22,0.34,0.85)/0.90 | (0.89,0.65,0.89)/0.52 |
| $P_{462}$ | (0.66,0.85,0.33)/0.61 | (0.18,0.38,0.10)/0.66 | (0.88,0.89,0.42)/0.61 | (0.81,0.26,0.40)/0.23 | (0.69,0.39,0.50)/0.53 |
| $P_{463}$ | (0.22,0.12,0.29)/0.32 | (0.82,0.48,0.56)/0.29 | (0.22,0.56,0.52)/0.23 | (0.96,0.82,0.64)/0.52 | (0.42,0.62,0.58)/0.62 |
| $P_{464}$ | (0.39,0.38,0.77)/0.33 | (0.20,0.78,0.57)/0.36 | (0.96,0.79,0.88)/0.64 | (0.37,0.78,0.46)/0.68 | (0.74,0.21,0.43)/0.91 |
| $P_{465}$ | (0.74,0.29,0.98)/0.90 | (0.12,0.74,0.33)/0.66 | (0.75,0.98,0.75)/0.34 | (0.96,0.85,0.82)/0.88 | (0.94,0.58,0.51)/0.70 |
| $P_{466}$ | (0.60,0.58,0.41)/0.83 | (0.42,0.94,0.33)/0.39 | (0.86,0.54,0.11)/0.57 | (0.30,0.99,0.58)/0.24 | (0.58,0.93,0.98)/0.35 |
| $P_{467}$ | (0.68,0.55,0.65)/0.53 | (0.68,0.56,0.99)/0.56 | (0.74,0.61,0.90)/0.91 | (0.35,0.22,0.90)/0.79 | (0.57,0.18,0.92)/0.52 |
| $P_{468}$ | (0.90,0.60,0.69)/0.52 | (0.54,0.41,0.51)/0.76 | (0.24,0.26,0.82)/0.82 | (0.60,0.96,0.85)/0.46 | (0.15,0.54,0.13)/0.66 |
| $P_{469}$ | (0.78,0.41,0.45)/0.61 | (0.26,0.45,0.61)/0.73 | (0.55,0.59,0.71)/0.40 | (0.21,0.26,0.87)/0.51 | (0.50,0.68,0.50)/0.94 |
| $P_{470}$ | (0.69,0.50,0.61)/0.33 | $(0.25,0.95,0.37) / 0.64$ | (0.89,0.52,0.50)/0.52 | (0.56,0.33,0.72)/0.48 | (0.78,0.23,0.36)/0.44 |

Table 6. Cont.

| Patient | Temperature | Cough | Throat Pain | Headache | Body Pain |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{471}$ | (0.72,0.43,0.97)/0.89 | (0.83,0.34,0.23)/0.48 | (0.55,0.91,0.36)/0.75 | (0.44,0.76,0.47)/0.49 | (0.63,0.92,0.83)/0.60 |
| $P_{472}$ | (0.79,0.44,0.76)/0.59 | (0.30,0.78,0.56)/0.26 | (0.58,0.53,0.57)/0.54 | (0.93,0.70,0.10)/0.36 | (0.85,0.14,0.48)/0.85 |
| $P_{473}$ | (0.86,0.33,0.35)/0.40 | (0.34,0.47,0.74)/0.43 | (0.23,0.11,0.76)/0.22 | (0.47,0.94,0.57)/0.61 | (0.92,0.66,0.82)/0.93 |
| $P_{474}$ | (0.20,0.76,0.93)/0.65 | $(0.18,0.64,0.26) / 0.52$ | (0.62,0.38,0.66)/0.29 | (0.53,0.68,0.49)/0.81 | (0.27,0.18,0.77) /0.27 |
| $P_{475}$ | (0.43,0.95,0.91)/0.73 | (0.65,0.65,0.32)/0.74 | (0.87, $0.88,0.28$ )/0.37 | (0.74,0.30,0.85)/0.87 | (0.82,0.12,0.70) /0.53 |
| $P_{476}$ | (0.38,0.12,0.69)/0.41 | (0.94,0.20,0.22)/0.39 | (0.30,0.90,0.39)/0.32 | (0.12,0.62,0.23)/0.42 | (0.72,0.43,0.35)/0.46 |
| $P_{477}$ | (0.69,0.83,0.89)/0.84 | (0.35,0.70,0.21)/0.90 | (0.44,0.75,0.47)/0.70 | (0.36,0.80, 0.44 )/0.59 | (0.11,0.86,0.97)/0.73 |
| $P_{478}$ | (0.14,0.27,0.97)/0.71 | (0.31,0.81,0.69)/0.85 | (0.42,1.00,0.61)/0.24 | (0.26,0.63,0.56)/0.64 | (0.42,0.70,0.67)/0.47 |
| $P_{479}$ | (0.92,0.93,0.40)/0.95 | (0.13,0.30,0.36)/0.56 | (0.66,0.23,0.94)/0.35 | (0.85,0.82,0.97)/0.82 | (0.33,0.38,0.26)/0.95 |
| $P_{480}$ | (0.49,0.50,0.68)/0.54 | (0.19,0.45,0.40)/0.75 | (0.18,0.33,0.74)/0.71 | (0.31,0.42, 0.31 )/0.86 | (0.65,0.29,0.81)/0.53 |
| $P_{481}$ | (0.83,0.74,0.58)/0.66 | (0.48,0.40,0.76)/0.45 | (0.72,0.66,0.16)/0.24 | (0.64,0.77,0.31)/0.72 | (0.19,0.41,0.29)/0.74 |
| $P_{482}$ | (0.92,0.82,0.84)/0.73 | (0.31,0.31,0.45)/0.44 | (0.31,0.96,0.40)/0.43 | (0.56,0.91,0.67)/0.86 | (0.61,0.54,0.26)/0.70 |
| $P_{483}$ | (0.39,0.22,0.42)/0.26 | (0.97,0.78,0.77)/0.28 | (0.46,0.53,0.71)/0.89 | (0.17,0.48,0.75)/0.66 | (0.76,0.77,0.87)/0.58 |
| $P_{484}$ | (0.63,0.99,0.54)/0.49 | (0.48,0.97,0.40)/0.88 | (0.84,0.39,0.33)/0.49 | (0.44,0.22,0.64)/0.40 | (0.56,0.79,0.92)/0.29 |
| $P_{485}$ | (0.16,0.73,0.39)/0.20 | (0.50,0.29,0.39)/0.33 | (0.94,0.53,0.65)/0.91 | (0.59,0.89,0.19)/0.80 | (0.98,0.61,0.43)/0.30 |
| $P_{486}$ | (0.81,0.75,0.75)/0.55 | (0.87,0.22,0.93)/0.33 | (0.68,0.34,0.59)/0.74 | $(0.10,0.85,0.87) / 0.36$ | (0.52,0.22,0.78)/0.36 |
| $P_{487}$ | (0.96,0.10,0.91)/0.88 | $(0.66,0.78,0.80) / 0.69$ | (0.44,0.89,0.81)/0.62 | (0.95,0.57,0.38)/0.62 | (0.80,0.28,0.69)/0.93 |
| $P_{488}$ | (0.53,0.92,0.79)/0.74 | (1.00,0.22,0.85)/0.45 | (0.24,0.91,0.87)/0.58 | (0.93,0.31,0.53)/0.76 | (0.59,0.35,0.11)/0.50 |
| $P_{489}$ | (0.11,0.67,0.97)/0.68 | (0.78,0.75,0.66)/0.48 | (0.43,0.83,0.58)/0.78 | (0.48,0.26,0.80)/0.24 | (1.00,0.16,0.31)/0.53 |
| $P_{490}$ | (0.93,0.88,0.54)/0.56 | (0.19,0.71,0.37)/0.82 | (0.78,0.32,0.44)/0.81 | (0.97,0.49,0.60)/0.29 | (0.66,0.14,0.76)/0.78 |
| $P_{491}$ | $(0.15,0.56,0.30) / 0.89$ | (0.93,0.82,0.54)/0.43 | (0.86,0.74,0.56)/0.73 | (1.00,0.96,0.96)/0.27 | (0.67,0.72,0.66) /0.89 |
| $P_{492}$ | (0.82,1.00,0.77)/0.32 | (0.80,0.72,0.68)/0.68 | (0.15,0.30,0.33)/0.22 | (0.26,0.97,0.96)/0.56 | (0.23,0.10,0.61)/0.82 |
| $P_{493}$ | (0.46,0.45,0.58)/0.30 | (0.73,0.68,0.53)/0.60 | (0.28,0.16,0.56)/0.47 | (0.53,0.51,0.92)/0.94 | (0.59,0.66,0.69)/0.28 |
| $P_{494}$ | (0.13,0.66,0.19)/0.85 | (0.23,0.44,0.83)/0.92 | (0.68,0.75,0.98)/0.40 | (0.12,0.54,0.93)/0.59 | (0.77,0.27,0.24)/0.75 |
| $P_{495}$ | (0.36,0.28,0.77)/0.44 | (0.34,0.69,0.76)/0.86 | (0.47,0.37,0.68)/0.48 | (0.43,0.62,0.78)/0.84 | (0.66,0.36,0.86)/0.71 |
| $P_{496}$ | (0.84,0.41,0.78)/0.29 | (0.85,0.22,0.22)/0.36 | (0.34,0.27,0.38)/0.65 | (0.93,0.61,0.56)/0.84 | (0.84,0.56,0.44)/0.94 |
| $P_{497}$ | (0.42,0.38,0.94)/0.49 | (0.91,0.78,0.54)/0.28 | (0.87,0.58,0.21)/0.82 | (0.40,0.44, 0.40$) / 0.76$ | (0.42,0.12,0.34)/0.38 |
| $P_{498}$ | (0.38,0.50,0.32)/0.72 | (0.25,0.60,0.53)/0.38 | (0.13,0.42,0.30)/0.25 | (0.87,0.55,0.75)/0.49 | (0.54,0.27,0.40)/0.59 |
| $P_{499}$ | (0.50,0.11,0.34)/0.52 | (0.76,0.96,0.27)/0.81 | (0.37,0.84,0.42)/0.47 | (0.43,0.31,0.76)/0.70 | (0.29,0.22,0.95)/0.55 |
| $P_{500}$ | (0.41,0.67,0.47)/0.83 | (0.46,0.75,0.14)/0.67 | (0.55,0.85,0.93)/0.47 | (0.61,0.27,0.48)/0.56 | (0.41,0.64,0.96)/0.43 |

Table 7. Patients diagnosed with a particular disease in Healthcare Hospital.

| Disease Diagonized | Patients Affected |
| :---: | :---: |
| Patients affected with Viral Fever | 66 |
| Patients affected with Tuberculosis | 242 |
| Patients affected with Typhoid | 62 |
| Patients affected with Throat Disease | 130 |

## 10. Conclusions

In this paper, we have tried to extend the concept of multi-fuzzy set theory to type-2 multi-fuzzy sets. The T2MFS may be applied to various applications in daily life. The algebraic properties of these sets have been verified and two types of distance metrics including Hamming distance and Euclidean distance have been discussed. Moreover, a few illustrative examples and a real-life case study of the medical diagnosis system are presented in this article. In the numerical illustration, we measure the Hamming distance and Euclidean distance of each patient for the set of diseases by considering the symptoms of the disease where both types of distance measurements yield a similar diagnostic result. The lowest distance shows proper diagnosis for both the distance measurements. In addition, as an application of T2MFS, the case-study is also conducted on 500 patients undergoing treatment in a hospital.

As far as the limitation of T2MFS is concerned, it is conceptually difficult to define the T2MFS and its necessary algebraic operations in the continuous domain, since the membership functions of such continuous T2MFS will be difficult to represent.

In the future, researchers may attempt to generalize this concept further by studying higher order multi-fuzzy sets in an abstract setting. Also, this research work might be enhancing the study of T2MFS for uncertain group decision-making (GDM) problems by introducing some aggregated operators where GDM is vital due to the lack of information, the expertise of the experts, risk amendment, etc. Besides, the possible extension of T2MFS in various other domains of research including image processing and data mining can be considered as the possible future area of research.

Supplementary Materials: The following are available online at http:/ / www.mdpi.com/2073-8994/11/2/170/s1, Table S1: Euclidean distance between Patients and Diseases in Healthcare Hospital.
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