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Abstract: In this article, we introduce a new approach to obtain the property of the dissipative
structure for a system of differential equations. If the system has a viscosity or relaxation term
which possesses symmetric property, Shizuta and Kawashima in 1985 introduced the suitable
stability condition called in this article Classical Stability Condition for the corresponding eigenvalue
problem of the system, and derived the detailed relation between the coefficient matrices of the
system and the eigenvalues. However, there are some complicated physical models which possess a
non-symmetric viscosity or relaxation term and we cannot apply Classical Stability Condition to these
models. Under this situation, our purpose in this article is to extend Classical Stability Condition for
complicated models and to make the relation between the coefficient matrices and the corresponding
eigenvalues clear. Furthermore, we shall explain the new dissipative structure through the several
concrete examples.
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1. Introduction

We are interested in the profile of solutions for a system of differential equations. To investigate
the profile, our first step is to analyze the eigenvalue of the corresponding linearized system. If the
coefficient matrices of our system have a good property, it might be easy to analyze the eigenvalue
problem. However, there are a lot of physical models which do not have enough properties to analyze
the corresponding eigenvalue problem. (We will study several problems in Sections 3 and 4). Under
this situation, we focus on a general linear system with weak dissipation and try to construct the useful
condition which induces the notable property of eigenvalues in this article.

Precisely, we consider a general linear system

n . n N
Au; + Z;A]uxj — -;;1 B]kuxjxk + Lu =0. 1
j= jk=

Here, u = u(t,x) overt > 0, x = (x1,---,x,) € R" is an unknown vector function, and AL
Al, B* and L are m x m constant matrices for 1 < j,k < mnand m > 2. Here and hereafter, we use
notations that

n i n i
Alw) := Z;A]w]-, B(w) := 'Z;:l B]kijk,
= jik=

where w = (w1, - -+, wy) is a unit vector in R”, which means w € S§"=1 Then, throughout this paper,
we assume the following condition for the coefficient matrices of (1).
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Condition (A): A” is real symmetric and positive definite, A/ (1 < j < n) are real symmetric, while
B(w) and L are not necessarily real symmetric but B(w)* and L* are non-negative definite with the
non-trivial kernel for each w € §"~ 1.

Namely, Condition (A) means that the constant matrices satisfy the followings.

(ANT =4l (0<j<n),
AY>0, B(w) >0, L*>0 on R",
Ker(B(w)) # {0}, Ker(L) # {0}

for each w € S"1. Here and in the sequel, the superscript T stands for the transposition, and
Xf and X’ denote the symmetric and skew-symmetric part of the matrix X, respectively. That is
Xt = (X+ XT)/2 and X’ := (X — XT)/2. Furthermore, m x m real matrix X is called positive
definite (resp. non-negative definite) on R" if (X¢, @) > 0 (resp. (X*¢, ¢) > 0) for any ¢ € R™\{0},
where (-,-) denotes the standard real inner product in R”. Here, we remark that “ X* is positive
definite (resp. non-negative definite) on R ” is equivalent to (X¢, ¢) > 0 (resp. (X*¢, ¢) > 0) for
any ¢ € C"\{0}, and Re(X¢, ¢) > 0 (resp. Re(X¢, ¢) > 0) for any ¢ € C"™\{0}, where (-, -) denotes
the standard complex inner product in C". Furthermore, I and O denote an identity matrix and a zero
matrix, respectively.
To analyze the dissipative structure of (1), we study the corresponding eigenvalue problem

AAp + (irA(w) +r*B(w) + L)p =0 )

forr > 0and w € S"!, and look for the eigenvalue A = A(r,w) € C and the corresponding
eigenvector ¢ = ¢(r,w) € C™\{0}.

Remark 1. Under Condition (A), the eigenvalues of (2) satisfy ReA(r,w) < 0 forr > 0and w € S" 1.
In fact, using (2) and the symmetric property of A and A(w), we have

ReA(A%9, ) + 17 (B(w)'p, 9) + (L'p, ) =0 3)

foreach v > 0 and w € S"~1. Therefore, by the positivity of A and non-negativity of B(w)* and L, we obtain
the desired property.

We define the strict and uniform dissipativity for the system (1).

Definition 1. (Strict and uniform dissipativity ([1])) (i) The system (1) is called strictly dissipative if the
real part of all the eigenvalues of (2) is negative for each r > 0 and w € S"~1. (ii) The system (1) is called
uniformly dissipative of the type («, B) if all the eigenvalues A(r,w) of (2) satisfy

rZa

ReA(r,w) < —cm

foreachr > 0and w € S"~1, where c is a certain positive constant and (w, B) is a pair of non-negative integers.

Remark 2. The uniform dissipativity of the type («, B) with x = B or a < B is called the standard type or the
regularity-loss type, respectively.

Remark that the vertical axis and the horizontal axis denote r and ReA(r, w) for (2), respectively,
in Figures 1-3 appeared in Section 4. Under the strict dissipativity for the system (1), the real parts of
the eigenvalues for (2) are located in the gray region in Figure 1 or Figure 2.



Symmetry 2018, 10, 542 3 of 25

I r
| 0
=C| Re)\(r,m)
Figure 1. Standard type.
A Tr
0
ReA(r,®)

Figure 2. Regularity-loss type.

Under the symmetric property for B(w) and L, Umeda et al. [2] and Shizuta and Kawashima [3]
introduced the useful stability condition called Kawashima-Shizuta condition or Classical Stability
Condition in this article. Precisely, they introduced the following conditions.

Classical Stability Condition (CSC): Suppose that uA%p + A(w)¢ = 0 and ¢ € Ker(B(w)) NKer(L)
hold for each (y, w, ) € R x S"~! x R™. Then ¢ = 0.

Condition (K): There is a real compensating matrix K(w) € C®(S"~!) with the following properties:
K(—w) = —K(w), (K(w)A%T = —K(w)A° and

(K(w)A(w))* >0 on Ker(B(w))NKer(L)

for each w € S 1.

On the other hand, Kalman et al. [4], Coron [5] and Beauchard and Zuazua [6] discussed the
different condition called Kalman Rank Condition for the system (1), that is as follows.

Classical Kalman Rank Condition (CR): For each w € S~ the m? x m Kalman matrix has rank m,
that is
L
L(A%) 1 A(w)
rank )

I
=

L((A%) 1 A(w))"-1
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Under this situation, the following theorem is obtained.
Theorem 1. ([2,3,6]) Suppose that the system (1) satisfies Condition (A) with
Ker(B(w)) = Ker(B(w)*),  Ker(L) = Ker(L*) 4)
for each w € S"~1. Then, for the system (1), the following conditions are equivalent.

(i)  System (1) is strictly dissipative.

(it) System (1) is uniformly dissipative of the type (1,1).
(iii) Condition (K) holds.

(iv) Classical Stability Condition (CSC) holds.

Furthermore, if B/ (1 < j,k < n) is zero matrix, the above four conditions are equivalent to the following.
(v) Classical Kalman Rank Condition (CR) holds.

Remark 3. Beauchard and Zuazua [6] considered the system (1) with Bk =0 for1l <j,k,<mn,and assumed
that L satisfies

L= ( g f > , Ly eR™M*™M - (Lig,¢) >0 forany ¢ € R™\{0}. 5)
1
We note that the assumption (5) is the sufficient condition for L* > 0 and Ker(L) = Ker(L¥). Thus,
we regard the assumption (5) as the essentially symmetric property. We will discuss in detail in Lemma 1.
Emphasize that the physical examples in Section 4 do not satisfy (4) (and (5)).

We remark that the typical feature of the type (1,1) is that the high-frequency part decays
exponentially while the low-frequency part decays polynomially with the rate of the heat kernel
(see Figure 1). A lot of physical models satisfy these conditions and can be treated by applying
Theorem 1. For example, the model system of the compressible fluid gas and the discrete Boltzmann
equation is studied by Kawashima [7] and Shizuta and Kawashima [3], respectively.

In recent 10 years, some complicated physical models which possess the weak dissipative structure
called the regularity-loss structure was studied. For example, the dissipative Timoshenko system
was discussed in [8-10], the Euler-Maxwell system was studied in [11,12], and the hybrid problem
of plate equations is in [13-16]. We would like to emphasize that these physical models do not
satisfy (4) but Condition (A). Namely, we can no longer apply Theorem 1 to these models. Under this
situation, Ueda et al. [1] introduced the new condition called Condition (S) for the system (1) with
B* =0 (1 < j,k < n) as follows.

Condition (S): There is a real compensating matrix S with the following properties: (SA?)T = SA? and
(SLY¥+L*>0 on R™  Ker((SL)*+ L*) C Ker(L),

i(SA(w))’ =0 on Ker(L)
for each w € §"71,

Then they derived the sufficient condition which is a combination of Condition (K) and (S) to get
the uniformly dissipativity of the type (1,2), which is the regularity-loss type. We remark that the
dissipative structure of the regularity-loss type is weaker than the one of the standard type. Precisely,
ReA(r,w) may tend to zero as r — oo (see Figure 2). This structure requires more regularity for the
initial data when we derive the decay estimate of solutions. This is the reason why this structure is
called the regularity-loss type. Indeed, the dissipative Timoshenko system, the Euler-Maxwell system
and the thermoelastic plate equation with Cattaneo’s law has the weak dissipative structure of type
(1,2). For the detail, we refer the reader to [8,9,11,12,16].
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However, the stability condition constructed in [1] is not enough to understand the regularity-loss
structure. In fact, some physical models which possess the regularity-loss structure do not satisfy
the stability condition in [1] (e.g., [16-18]). Moreover, we can construct artificial models which
have the several kinds of the regularity-loss structure (in detail, see [19]). Furthermore, in recent,
Ueda et al. in [20] succeeded to extend Condition (K) and (S), and analyzed the more complicated
dissipative structure.

This situation tells us that it is difficult to characterize the dissipative structure for the
regularity-loss type. In fact, there is no related result. Under this situation, we try to extend Classical
Stability Condition (CSC) and Classical Kalman Rank Condition (CR), and derive the sufficient and
necessary conditions to get the strict dissipativity for (1) in Section 2. Furthermore, we will extend our
main theorem to apply to a system under constraint conditions in Section 3. In Section 4, we introduce
several physical models and apply our main theorems to them. Finally, we focus on the Bresse system
as an interesting application of our main theorems in Section 5.

2. New Stability Criterion

We introduce the new stability condition for (1) in this section. The following conditions are
important to characterize the dissipative structure for (1).

Stability Condition (SC): Suppose that

uAp 4 (A(w) —ivB(w)’ —iv 'L")p = 0,

¢ € Ker(B(w)*) NKer(LF) (6)

hold for each (1, v,w, @) € R x Ry x §"~1 x C™. Then ¢ = 0.

Kalman Rank Condition (R): For each (v,w) € R4 x S§"1 the 2m? x m Kalman matrix has rank i,
thatis

B(w)! A(v, w)™1
Lt
LFA(v, w)

rank

LEA(v, w)™ 1
Here and hereafter, we use notations that Ry := (0,00) and
A, w) := (A" (A(w) — ivB(w)’ —iv™'L")

for (v,w) € Ry x S"~1. Under Stability Condition (SC) and Kalman Rank Condition (R), we can
derive the following relation.

Theorem 2. Suppose that the system (1) satisfies Condition (A). Then, for the system (1), the following
conditions are equivalent.

(i) System (1) is strictly dissipative.
(it) Stability Condition (SC) holds.
(iii) Kalman Rank Condition (R) holds.

Remark 4. (i) If the matrices B(w) and L satisfy (4), then Condition (SC) is equivalent to the Condition (CSC).
Indeed, (4) and the second property of (6) give us ¢ € Ker(B(w)”) NKer(L?) for each w € S, (ii) It is easy
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to check that the system (1) under Condition (A) satisfies Condition (CSC) if the system is strictly dissipative.
Namely, Condition (SC) is sufficient condition for Condition (CSC).

To prove Theorem 2, we shall reduce our system. We introduce the new function i := (A%)1/2u.
Then (1) is rewritten as

n . n o -
i+ Y Ay, — Y By, +Li =0, 7)
=1 jk=1
where we define Al := (A%)"1V24/(A%)-1/2, Bk .= (A0)-V2BiK(A)-1/2 and L :=

(A9)~1/21(A%)~1/2, Similarly as before, we use notations that
~ n ~ ~ n o
Alw) := ZA]wj, B(w):= ) B]kijk.
=1 jk=1

Remark that the matrices of (7) satisfy Condition (A) if the matrices of (1) satisfy Condition (A).
In this situation, the eigenvalue problem (2) is equivalent to

A+ (irA(w) +r?*B(w) +L)p =0 (8)

with ¢ = (A%)1/2¢.
For the problem (8), we consider the contraposition for Theorem 2. More precisely, we introduce
the complement condition of Condition (SC) and (R), and prove the contraposition of Theorem 2.

Condition (SC)': There exist (o, vo, wo, Po) € R x Ry x §"~1 x C™\{0} such that

(yol + A(VQ,CUO))(PO =0, (Po € Kel‘(B(CU())t) N Ker(lt). (9)
Condition (R)": There exist (vg, wo, o) € Ry x S"~1 x C™\{0} such that

m—1
lﬁo S ﬂ Kel‘(B(wo)tA(Vo, (U())k) n Ker(iﬁfi(vo, a)o)k). (10)
k=0
Here A(v,w) is defined by A(v,w) := A(w) — ivB(w)” — iv"'L". Then our purpose is to prove
the following theorem.

Theorem 3. Suppose that the system (7) satisfies Condition (A). Then, for the system (7), the following
conditions are equivalent.

(i) System (7) is not strictly dissipative.
(i) Condition (SC) holds.
(iii) Condition (R)' holds.

Proof. We first prove (i) from (ii). Since Condition (SC)’, we obtain
ipovo@o + (ivoA(wo) +v§B(wo) + L) o = 0.

Therefore, A = iugyy € iR is an eigenvalue of (8) with r = vy, w = wp, and gy € C"\{0}
is a corresponding eigenvector. This means that the system (7) is not strictly dissipative under
Condition (SC)'.

Secondly, we lead (ii) from (i). We assume that the system (1) is not strictly dissipative.
Namely, there exists (rg,wp) € Ry x S"~1 such that ReA(rp, wp) = 0. Then we obtain from (3) that
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B(wo)!@(ro, wp) = 0and Li@(rg, wy) = 0, where @(rp, wo) € C\{0} is a corresponding eigenvector of
A(rg, wp). Thus we employ (8) and get

A(ro, o) §(ro, wo) + (iroA(wo) + r§B(wp)” + L) §(ro, wp) = 0.
This means that
—irg " A(ro, o) §(ro, wo) + (A(wo) — irgB(wo)” — irg 'L”)@(ro, wo) = 0.
Therefore, putting o = —ir, 1)t(r0,w0), vy = rp and ¢o = §(rp, wp), Condition (SC)’ is obtained.
Next, we prove (iii) from (ii). Since (9), we have
B(wo)* A(vo, wo)Po = poB(wo)*Go =0, L* A(vo, wo) o = oLigo =0
for ¢y € Ker(B(wp)?) NKer(L!). Hence, we obtain
$o € Ker(B(wp)* A(vo, wp)) NKer(L A(v, wp)).

Therefore, the induction argument gives

goe [\ Ker(B(wo)  A(vo, wo)*) NKer(L* A(vo, wo)¥).
keNU{0}

Now, using the Cayley-Hamilton theorem, we have g(A(vp, wp)) = O, where

g(p) == det(pul — A(vp, wp)). (11)

By virtue of ¢(A(vp, wp)) = O, we derive (10) with §p = @.
Finally, we prove (ii) from (iii). Equation (11) is rewritten as

$(3) = det(ul — A(vo, wo)) = ﬁw 1), 12)
1

where 7; € R since A(vg, wp) is Hermitian matrix. If m = 2, we consider the cases (A(vy, wp) —
1)y # 0 or (A(vg, wy) — wI)Po = 0, where g is defined in Condition (R)'. When (A(vp, wg) —
)y # 0, we define ¢; := (A(vo,wo) — ©l)Po. Then (12) gives (A(vy,wy) — 1l) = O.
Furthermore, it is easy to check ¢; € Ker(B(wp)?) NKer(L?). Namely, g = —7 and ¢g = ¢
satisfy (9). On the other hand, when (A(vp, wg) — wI)Py = 0, this gives (9) with yg = —1 and
@0 = Po. Using the induction argument, we can introduce go(y) which is a divisor of g(u) and define
@0 = 0(A(vo, wp))Po which satisfies (9) with yy = —1p, where 1 is some eigenvalue of A(vp, wp).
Therefore, we complete the proof. O

Now, we study the relations between the conditions for (1) and the ones for (7). To this end,
we focus on Condition (R) and introduce the complement condition of Condition (R) for (1) as follows.

Condition (R)"”: There exist (vg, wo, P9) € Ry x "1 x C™\{0} such that

m—1
o € () Ker(B(wp)*A(vo, wp)*¥) NKer(L* A(vp, wp)F).
k=0

Then we show that Condition (R)’ is equivalent to Condition (R)”. Indeed, Condition (R)' means
B(wo)* A(vo, wo)*p = 0 and LFA(vp, wp)¥Pg = 0 for 0 < k < m — 1. This is equivalent to

B(wo)ﬁA(Uo, wO)k(AO)_l/zlpo =0, LﬁA(VO, wO)k(AO)_l/ZI;EQ =0
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for 0 < k < m — 1. Therefore, taking 1y = (A®)~1/2¢, Condition (R)" is satisfied.
In the rest of this section, we study the relations between the assumption in Theorem 1 and (5).

Lemma 1. Let X be m X m matrix and my < m. Then,

x-(g >(<)> X; €R™X™M, (X19,¢) >0 forany @€ R™\{0} 13)
1

is sufficient condition for
Xt >0, Ker(X) = Ker(X?%).

Proof. Because of (Xg @, 9)/2 = (X19,9) > 0, itis easy to find X* > 0. Next, we assume rank(X;) <
mj. Then there is the regular matrix P such that PX; = X;, where all of the components of the last
column vector of X; is equal to zero. We introduce ¢g := PTeml, where e, := (0,---,0, 1)T. This gives

(X190, 90) = (PX190, (PT) o) = (X190, €m,) = 0.

This fact is a contradiction under (13). Therefore, we obtain rank(X;) = mj. Similarly as
before, we also get rank(X%) = my, and hence rank(X;) = rank(X%). Consequently, this yields
Ker(X;) = Ker(X’l:) which implies Ker(X) = Ker(X%). O

3. New Stability Criterion under Constraint Condition

In this section, we consider the system (1) under the constraint condition

noo noo
'k21 P]kuxjxk + 21 Q]uxj +Ru =0, (14)
jk= j=

where P/¥, Qf and R are 7it x m real constant matrices. In fact, a lot of physical models are described
as (1) under (14). For example, the linearized system of the electro-magneto-fluid dynamics and
Euler-Maxwell system are described as (1) under (14). For the detail, we refer [2,12] to the reader.

Similarly as before, we study the corresponding eigenvalue problem for the system (1) under the
constraint condition (14). Namely, we look for the eigenvalue and the eigenvector of the eigenvalue
problem (2) under the condition

(P*P(w) —irQ(w) —R)g =0 (15)
forr > 0and w € §"1, where
P(w):= ) ijwja)k, Qw) =) ijj.
jk=1 j=1

Here, we introduce a notation that
Xy := Ker(r?P(w) — irQ(w) — R)

forr > 0and w € S"~!. From this notation, (15) can be expressed as ¢ € X, (. Then, the strict
dissipativity and the uniform dissipativity under the constraint condition are defined as follows.

Definition 2. (Strict dissipativity and uniform dissipativity under constraint) (i) The system (1) under the
constraint condition (14) is called strictly dissipative under constraint if the real parts of the eigenvalues of (2),
which eigenvectors are in X, are negative for each r > 0 and w € S"~1. (ii) The system (1) under the
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constraint condition (14) is called uniformly dissipative under constraint of the type («, B) if the eigenvalues
A(r, w) of (2), which eigenvectors are in Xy ,, satisfy

r2a

ReA(r,(U) < —Cm

foreach r > 0 and w € S"~1, where c is a certain positive constant and («, B) is a pair of non-negative integers.

Under the constraint condition (15), we introduce the modified stability condition and modified
Kalman rank condition as follows.

Stability Condition under Constraint (SCC): Suppose that (6) and
(V*P(w) — ivQ(w) = R)¢ =0 (16)

hold for each (v, w, ¢) € R x Ry x §"~1 x C™. Then ¢ = 0.

Kalman Rank Condition under Constraint (RC): For each (v,w) € Ry x §"1, the (2m + 11)m x m
Kalman matrix has rank m, that is

rank ) =m.

R(v,a))/l.(v,w)m_l

Here, we define R(v,w) := v?P(w) — ivQ(w) — R. For these conditions, we obtain the
following equivalence.

Theorem 4. Suppose that the system (1) satisfies Condition (A). Then, for the system (1) under the constraint
condition (14), the following conditions are equivalent.

(i)  System (1) under (14) is strictly dissipative under constraint.
(it) Condition (SCC) holds.
(iii) Condition (RC) holds.

The strategy of proof is almost the same as before. Namely, we consider the contraposition for (7)
under (14) as follows.

Condition (SCC)": There exist (uo,vo,wo, o) € R x Ry x §"1 x C™\{0} such that (9) and
R (vo, wo)@Po = 0.

Condition (RC)': There exist (v, wp, Pig) € Ry x S"~1 x C™\{0} such that

m—1
1,[’0 € ﬂ Ker(B(WQ)ﬁA(Vo,wo)k) N Ker(iﬁ.[l(l/o, CUQ)k) N Ker(ﬁ,(vo, wo)j((l/o,wo)k). (17)
k=0
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Here we defined that R(v,w) := R(v,w)(A?)""/2 and X, ,, := Ker(R(v,w)). Then we shall
prove the following theorem.

Theorem 5. Suppose that the system (7) satisfies Condition (A). Then, for the system (7) under the constraint
condition (14), the following conditions are equivalent.

(i)  System (7) under (14) is not strictly dissipative under constraint.
(i) Condition (SCC)’ holds.
(iii) Condition (RC)’ holds.

Proof. Firstly, we prove (i) from (ii). Since Condition (SCC)’, we obtain
ipoVoPo + (iVoA(CUo) + VSE(a}o) + i)qbo =0.

Therefore, A = iugyy € iR is an eigenvalue of (8) with r = 1y, w = wp, and gy € C"\{0} is a
corresponding eigenvector. Furthermore, it is easy to find that ¢g € Ay, w,. Thus these facts tell
us that the system (7) under the constraint condition (14) is not strictly dissipative in X, under
Condition (SCC)'.

Secondly, we prove (ii) from (i). We assume that the problem (1) under (14) is not strictly
dissipative in X, . Namely, there exists (ro,wg) € Ry x S"~! such that ReA(rg,wp) = 0 and
@(r0, wo) € Xryw,, where (A, §) is a pair of the eigenvalue and eigenvector of (8). Then we obtain from
(3) that B(wp)!¢(ro, wp) = 0 and LE@(rp, wp) = 0. Thus we employ (8) again and get

—irg "A(ro, wo) §(ro, wo) + (A(wo) — irgB(wp)” — irg 'L*) ¢ (ro, wp) = 0.

Moreover, from the fact ¢(rg, wo) € Xy, w,, this yields R(rg, wo)@(ro,wp) = 0. Finally, taking pg =
—iry Y\ (ro, wp), vo = 1o and @ = (7o, wy) for the above relations, we conclude that Condition (SCC)’
is satisfied.

Thirdly, we prove (iii) from (ii). Since (9) and R (vg, wp)@o = 0, we have

B(wo)* A(vo, wo)Po = poB(wo)*@o =0,  L*A(vo, wo)Po = poL*@o = 0,
R (vo, wo)A(vo, wo) o = HoR (v, wo)Po = 0

for gy € Ker(B(wp)*) NKer(L!) NKer(R (v, wp)). Hence, we obtain
$o € Ker(B(wy)* A(vo, wp)) NKer(LF A(vy, wp)) N Ker(R(vy, wy)A(vg, wp)).

Therefore, the same argument as in Theorem 3 gives (17).

Finally, we prove (ii) from (iii). We state the proof from (12) in Theorem 3. If m = 2, we consider
two cases that (A(vy, wo) — ©1)Po # 0 or (A(vg, wp) — TI)Po = 0. When (A(vy, wo) — 121) P # 0,
we define §; := (A(v, wp) — T21)Po. Then (12) gives (A(vy, wo) — 7 I)P; = 0. Furthermore, it is
easy to check $; € Ker(B(wp)?) NKer(L*) NKer(R(vo, wp)). Namely, g = —7; and ¢g = ; satisfy
(9) and R(vp,wp)Po = 0. On the other hand, when (A(vg, wp) — 121)Po = 0, this gives (9) and

R (vo, wp)Po = 0 with pg = —1 and §y = . Using the induction argument, we can introduce go(u)
which is a divisor of g(u) and define ¢y = go(A(vo, wo))Po which satisfies (9) and R (v, wo)@o = 0
with ug = —1p, where 19 is some eigenvalue of A(vp, wp). Hence, the proof is finished. [

Remark 5. If P(w) = O, Q(w) = O and R = O, then X, , is equivalent to C™. Thus Condition (SCC) is
equivalent to Condition (SC), and Theorem 4 is also equivalent to Theorem 2.

In the rest of this section, we discuss a relation for the constrain condition and the initial data.
More precisely, we introduce the following condition.
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Condition (C): The matrices P(w), Q(w) and R satisfy

P(w)(A%) 'B(w) =0,  P(w)(A%) A(w) — Q(w)(A°) 'B(w) =0,
P(w)(A%) 'L+ Q(w)(A%) T A(w) = R(A%) T'B(w) =0,
Q(w)(AY) 1L+ R(AY)A(w) =0, RAYL=0

for each w € S 1.

Condition (C) implies the fact that (14) holds at an arbitrary time ¢ > 0 for the solution of (14) if
it holds initially. For the detail, we refer the reader to [1]. Therefore, it is reasonable for the Cauchy
problem to assign the constraint condition (14) which satisfies Condition (C). If we suppose that
Condition (C) for the system (1) under (14), we can relax Condition (SCC).

Modified Stability Condition under Constraint (MSCC): Suppose that (6) hold for each (y, v, w, ¢) €
R\{0} x R4 x §"~1 x C™. Then ¢ = 0. Furthermore, suppose that

(A(w) —ivB(w)’ —iv L") = 0, ¢ € Ker(B(w)*) NKer(LF)

and (16) hold for each (v, w, ¢) € R4 x §"~1 x C™. Then ¢ = 0.

Theorem 6. Under Condition (C), Condition (SCC) is equivalent to Condition (MSCC).

Proof. The sufficient condition is trivial. We only prove the necessary condition. Under Condition (C),
this yields
(1?P(w) — ivQ(w) — R)(A%) 1 (ivA(w) + v*B(w) + L)p = 0

for each (v,w,p) € Ry x §"~1 x C™. Thus, by the first equation of (6), we get —iuv(v?P(w) —
ivQ(w) — R)¢ = 0. Namely we arrive at (16) if ¢ # 0, and complete the proof. [

Remark 6. Theorem 6 tells us that if the system does not satisfy Condition (SC) for some p € R\{0}, then
it is difficult to find the useful constraint condition and apply Condition (SCC). On the other hand, if the
system satisfies Condition (SC) for u # 0, it might be possible to find the useful constraint condition and
apply Condition (SCC)(or (MSCC)) to the system. We will explain the situation by using concrete examples in
Sections 4.3, 4.4, 5.2 and 5.3.

4. Application to Physical Models

In this section, we introduce the several physical models for the application of Theorem 2, 4 and 6.

4.1. Timoshenko System

In this subsection, as an application of Theorems 2, we consider the following dissipative
Timoshenko system
- + - 0/
(Ptt ((fx lP)x ( 1 8)
Pt — @ Pxx + (Px +9) + 7P =0,

where a and <y are positive constants, and ¢ = ¢(t, x) and i = (¢, x) are unknown scalar functions
of t > 0 and x € R. The Timoshenko system above is a model system describing the vibration of the
beam called the Timoshenko beam, and ¢ and ¢ denote the transversal displacement and the rotation
angle of the beam, respectively. Here we only mention [8,9] for related mathematical results.
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As in [8,9], we introduce the vector function u = (cpx + P, P, ay, l[)t)T. Then the Timoshenko
system (18) is written in the form of (1) with coefficient matrices

0O -1 0 0 0 0 0 -1

-1 0 0 0 0 0 0 O
AO—I, A1: , Bll_o/ L = ,

0 0 0 —a 0 00 O

0 0 —a O 1 00

where [ is the 4 x 4 identity matrix and O is the 4 X 4 zero matrix. Here the space dimension is n = 1
and the size of the system is m = 4. Notice that the relaxation matrix L is not symmetric. From the
above matrices, we have

0 -1 0 0
1 0 0 0
AWy =wl o o o
0 0 —a 0

for w € {—1,1}, and the relaxation matrix L is decomposed L = Lf + L’ with

o O O

Lt = , L=

o O O O
o O O O
o O O O
_ O O O
o O © O
o O O O
o O O

v

It is obvious that these matrices satisfy Condition (A), and we can apply Theorem 2 to the
dissipative Timoshenko system.

Corollary 1. The dissipative Timoshenko system (18) satisfies Condition (SC). Therefore, this system is
strictly dissipative.

Proof. Condition (SC) states that (i, v,w) € R x Ry x {—1,1} and ¢ = (@1, 92, @3, p4)" € C* satisty

HP1 — wea + iv71g04 =0,
He2 —wer =0,

He3 —awey =0,
Hos—awgps —iv g1 =0,

and Y4 = 0.

Then, for any choice of (i, v,w) € R x Ry x {—1,1}, we can get ¢ = 0. Namely, we conclude
that the dissipative Timoshenko system (18) satisfies Condition (SC). This completes the proof of
Corollary 1. O

4.2. Thermoelastic Plate Equation with Cattaneo’s Law

In this subsection, we consider the following linear thermoplastic plate equation in R", where
heat conduction is modeled by Cattaneo’s (Maxwell’s, Vernotte’s) law

o + A0+ A0 =0,
0; +divg — Av; = 0, (19)
Tq:+q+ Ve =0.

Here, v describes the elongation of a plate, while 6 and g denote the temperature and the heat flux,

respectively. For Cattaneo’s law, the relaxation parameter 7 is a positive constant. We have a
lot of known results for the system (19). Especially, the system (19) is analyzed in detail by [16].
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The authors of [16] obtained the sharp dissipative structure for the system (19), which is also
regularity-loss structure.

We can rewrite (19) to a general system (1). To this end, we introduce new functions z and w as
z = Av and w = v;. Then our equation (19) can be rewritten as

z —Aw =0,

wy+ Az + A =0,
0 +divg — Aw =0,
Tt +q+ V8 =0.

(20)

Now, we introduce an unknown vector function u = (z, w, 6, q)T and n + 3 dimensional coefficient
matrices A/, B/¥ and L such that

1 00,0 00 0,0
01 0'0 n 00 0'DO0
0
A 7(7) 707 717:707 ) 7 (g) ]; 6] 79 707 707:763” ) 7
00 0'tI 00¢'o0
00 0,0 0 6 0 0
000'0 , —6p 0 —6;'0 ,
[ — B]k_ ] ] , 1<i,k<mn,
00 0,0} 0 4 0 0 M=
00 0'I 0 0 0 '0

where [ is the n x n identity matrix and Jj; denotes Kronecker’s delta. Then the problem (20) can be
rewritten as (1). Remark that the matrices A/ and L are symmetric but B/¥ is skew-symmetric. From the
above matrices, we get

00 0,0 0 1 0,0
00 0°'0 -1 0 -1'0

= B =
A= 00 0w |t PO 01 00
00 w''o 00 0'0

for w € S"~1. Under this situation, it is easy to check that our system satisfies Condition (A), and we
can get the following property.

Corollary 2. The thermoelastic plate equation with Cattaneo’s law (19) satisfies Condition (SC). Therefore, this
system is strictly dissipative.

Proof. Condition (SC) suggests to state that (1, v,w) € R x Ry x S" 1 and ¢ = (¢1, p2, 93, 94)T €
C"*3 with g4 € C" satisfy

uep —ivery =0,

uer +iver +ivez =0,
nes + (@4, w) —ivgr =0,
UT P4 + q03wT =0,

and @4 =0.

It is easy to check ¢ = 0 for any (y,v,w) € R x Ry x §"~!, and then we conclude that the
thermoelastic plate equation with Cattaneo’s law satisfies Condition (SC). This completes the proof of
Corollary 2. O
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4.3. Coupled System of Wave and Heat Equations

We treat a coupled system of wave and heat equations as one of concrete examples in
this subsection.

{ Ot — Av+ab = 0, (21)

0y —avy — yAG = 0.

Here v = v(t,x) and 6 = 0(t,x) over t > 0, x € R" are unknown scalar functions, and a and v
denote constants which satisfy 2 € R\{0} and v > 0. The system (21) is one of the typical examples
of the regularity-loss type equations. Indeed this system was concerned in [21] and the authors
derived the weak dissipative structure in a bounded domain. Moreover, Liu and Rao in [22] analyzed
this equation to derive the stability criterion for the regularity-loss type problems in a bounded
domain. Recently, the author of [23] also considered this problem in R” and obtained the detailed
dissipative structure.

To employ our main theorem, we rewrite (21) to a general system. Introduce new functions z and
was z = Vovand w = v;. Then (21) can be rewritten as

zt+—Vw =0,
wy —divz+a0 =0, (22)
0y —aw — yAO = 0.

Here we remark that by the fact that z = Vv, the solution z should satisfy
aszk —3y7 =0 (23)

for an arbitrary j and k with 1 < j,k < n, where z/ denotes the jth component of the vector z. Thus,
we assign the constraint condition (23) for the system (22). We remark that the constraint condition
(23) is trivial in R, and is same as rotz = 0 in R5.

We introduce an unknown vector function u = (z, w,G)T and n + 2 dimensional coefficient
matrices A/, B* and L such that A° = I and

w0 =g o 010 0 0.0 0
A=Y Ag:=| ¢ 0 0|, L==|0,0 al|, Bf:=[0]0 0
j=1 0" 0 0 0'—a 0 010 o

for 1 < j,k < n, where [ is the (n +2) x (n + 2) identity matrix and J;; denotes Kronecker’s delta.
Then the problem (22) can be rewritten as (1). We note that the matrices A/ and B/¥ are symmetric.
However, the matrix L is skew-symmetric. From these matrices, we have

U 010 0
Alw)=] —w, 0 0|, Bw=]|0,00
0" 0 0 010 v

On the other hand, the constraint condition (23) can be expressed (14) with Pk =0,R =0and
Q(w) = Qu(w) such that
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where Q, (w) is defined by Qs (w) = (—w; wy) and

0 0 0 —wpi Wy
0 0 w, 0 : —Wy—2
~ . . I .
Qn(w) = ' | '
! 0 (—1)"wy 0 0 1 (—1)" 3w,
|
(ED"Mws 0 0 0 (=1 %w
Qn—l(w) j 0

0 0 — Wy ; w3
' 0 w, 0 ! —w
) 0 —w31 w ) o 04 0 | w12
Q3(w) = w3 0 | —w |, Qu(w) = 0 el T ar i
—wy w0 Tws W
—wy Wi o "o

We can check that these matrices satisfy Condition (A). Moreover, it is not difficult to check
that Q, (w) satisfies Condition (C). Therefore, we can also apply our main theorems to this problem.
Namely, we obtain the following corollary.

Corollary 3. In the case n > 2 (resp. n = 1), the coupled system (22) under the constraint condition (23)
satisfies Condition (SCC) (resp. (SC)). Therefore, this system is strictly dissipative under constraint (resp.
strictly dissipative).

Proof. The proof in the case n = 1 is easy and omitted here. We only consider the case n > 2.
From Condition (SCC), we state that (4, v,w) € R x Ry x S" Yand ¢ = (@1, -+ , @n, Pni1, Pni2)’ €
C"*2 with ¢ = (@1, -+, ¢u)T € C" satisfy

HP = puiiw’ =0,
Honi1 — (§,w) —ivagyp =0,  and  Y@ui2 =0. (24)
HPnio +ivagyq =0,

Furthermore, the constraint condition (23) gives us that
wjpx — wij =0 (25)

for1l < j,k <mn. If u # 0, we can derive ¢ = 0 immediately by using only (24). On the other hand,
if y = 0, we have to employ not only (24) but also (25). In fact, we have from (24) that ¢,, 11 = ¢y12 =0
and (@, w) = 0. Thus, using (25) and (@, w) = 0, we calculate that

n

9P = Y @l
j k=1

n n
=Y HloP+ Y @l
j=1 jk=1,j#k
n

n
=Y @loil*+ Y (wjg)(wed)
= Jk=Ti4k
|
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Thus ¢ = 0 for any (v,w) € Ry x S"~1. Namely, we conclude that this system satisfies Condition
(SCC) and (MSCC). This completes the proof of Corollary 3. O

4.4. Euler-Maxwell System

As a next application of Theorem 4, we deal with the following Euler-Maxwell system

ot + div(pv) =0,
(pv)t + div(pv ® v) + Vp(p) = —p(E +v x B) — pv,

(26)
E; —rotB = pv,
Bi +rotE =0,
divE = pe — p, divB = 0. (27)

Here the density p > 0, the velocity v € R3, the electric field E € R3, and the magnetic induction
B € R? are unknown functions of t > 0 and x € R3. Assume that the pressure p(p) is a given smooth
function of p satisfying p’(p) > 0 for p > 0, and p is a positive constant.

The Euler-Maxwell system above arises from the study of plasma physics. The authors of [11,12]
derived the asymptotic stability of the equilibrium state and the corresponding decay estimate.
Furthermore, they analyzed the dissipative structure and concluded that the Euler-Maxwell system is
a regularity-loss type which is of type (1,2). To get the structure of uniform dissipativity, they applied
the complicated energy estimate. On the other hand, we suggest the different approach to get the
information of the dissipative structure for Euler-Maxwell system in this subsection.

From the analysis in [11,12], we had already known that the system (26) can be written in the form
of a symmetric hyperbolic system. Precisely, we introduce that u = (p, v, E, B)T, tieo = (0,0,0, Bes) T,
which are regarded as column vectors in R'?, where B, € R3 is an arbitrarily fixed constant. Then the
Euler-Maxwell system (26) is rewritten as

3
A% (u)uy + ) Aj(u)uxj + L(u)u =0, (28)
j=1

where the coefficient matrices are given explicitly as

pe)/p 0 0 0 0 0 0 0
oo | 0 pr 00 o pI-Qp) oI 0
A= o Yo p ol MW=lo g o ol
0 0 0 I 0 0 0 0
, (P’(P)/P)(;"C) P o0 0
!/
j r'(p)S p(v-¢)I 0 0
];A(”)C 0 0o 0 -0
0 0 0 0

Here I denotes the 3 x 3 identity matrix, ¢ = (&1,&, &) € R3, and )¢ is the skew-symmetric
matrix defined by

0 ¢ &
Q=16 0 -4
¢ & 0

for & = (&1,82,83) € R3, so that we have O:ET = (¢ x E)T (as a column vector in R%) for E =
(Eq, E2, E3) € R3. We note that (28) is a symmetric hyperbolic system because A°(u) is real symmetric
and positive definite and A/(u) with j = 1,2, 3 are real symmetric. Also, the matrix L(u) is non-negative
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definite, so that it is regarded as a relaxation matrix. Moreover, we have L(u)u, = 0 for each u
so that the constant state 1 lies in the kernel of L(u). However, the matrix L(u) or L(us) has
skew-symmetric part and is not real symmetric. Consequently, our system is not included in a class of
systems considered in Theorem 1.

Next, we consider the linearization of (28) with (27) around the equilibrium state 1. If we denote
U — U by u again, then the linearization of the system (28) with (27) can be written in the form of (1)
with (14), where the coefficient matrices are given by B/* = O and

i 0 0 0 0 bl 0 0
0 pl 0 0 3 bofT 0 0 O
A% = Al =Y Al
0 0 I 0|’ (©) ]; 6 0 0 0 —Q [’
0 0 0 I 0 0 Q ©
(29)
0 0 00 0 0 0 0
| 0 sl 00 po| 0 —peQp. pel 0
0 0 00|’ 0  —pol 0 0|’
0 0 00 0 0 0 0
and P = O and
3
: 00 &0 1000
— iE — . R= , 30
o) - 1-0% (g) () @)

where 4o = P'(pe0) /P00 and b = p'(peo) are positive constants. Here the space dimension is n = 3
and the sizes of the systems are m = 10 and %t = 2. For this linearized system it is easy to check that
the system satisfies Condition (A). Furthermore, using the expression (30), we can also check Condition
(C) for the constraint condition. Therefore we can apply Theorem 4 and 6 for (1), (14) with (29), (30),
and get the following result.

Corollary 4. The linearized Euler-Maxuwell system satisfies Condition (SCC) (and (MSCC)). Therefore, this
system is strictly dissipative under constraint.

Proof. Condition (SCC) suggests to state that (4, v,w) € R x Ry x S" L and ¢ = (1, 92, 93, 94)T €
C10 with ¢; = (¢j1, 92, 9j3) T € C for j = 2,3, 4 satisfy

Haso®1 + beo (@2, w) =0,
,libooq)Z + boo§01wT + PooQBooq)Q — il/_lpoogt)g =0,

. and P2 = 0. (31)
1ps — Qs+ v poogpr = 0,
Hes+Ques =0,
Furthermore, we get from the constraint condition that
—iv(p3,w) —¢1 =0, —iv {4, w) = 0. (32)

Using the fact that p.. @2 = 0, we obtain ¢y = 0. Thus (31) is reduced to

Has@1 = 0,

booq)le — iv‘lpoogog =0,
o3 — Quey =0,

ues+ Ques = 0.

(33)
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If u # 0, it is easy to get ¢; = 0 and ¢3 = @4 = 0. On the other hand, we have to employ the
condition (32) if 4 = 0. Precisely, substituting # = 0 into (33), we obtain

bogrw! —iv ooz = 0, —Qups =0, Ques =0. (34)

Combining the first equation in (32) and the first equation in (34), this yields (v?be + poo) @1 = 0.
Namely, we get ¢; = 0. Moreover, using the last equation in (32), the second equation in (34), and the
fact that |@4]? = [{@4, w)|* + |Qws|?, we get @4 = 0. Similarly, we also obtain ¢3 = 0.

Therefore, we arrive at ¢ = 0 for any (y,v,w) € R x Ry x §"~!, and we conclude that the
Euler-Maxwell system (18) satisfies Condition (SCC) and (MSCC). Here we remark that we used
the both conditions in (32) to check Condition (SCC) and (MSCC). This completes the proof of
Corollary 4. O

Remark 7. When we check Condition (CSC) for the linearized Euler-Maxwell system, we do not need to use
the first condition in (32).

5. Bresse System

In the last section, we introduce the important application of Condition (SC). The Bresse system
is a one of good examples that Condition (CSC) is not enough to check what the physical model is
strictly dissipative.

5.1. Dissipative Bresse System

We consider the dissipative Bresse system

Prt — K3 (P + P + lw) — K534 (wy — L) =0,
Wt — 2Py + 13 (P + P + Lw) + v =0, (35)
Wit — 13 (Wy — ) x + K3y + ¢ + (w) =0,

where a, v, k1 and «, are positive constants, ¢ is a non-zero constant, and ¢ = ¢(t,x), ¢ = (¢, x) and
w = w(t, x) are unknown scalar functions of t > 0 and x € R. If we put ¢ = 0, the dissipative Bresse
system (35) is equivalent to the dissipative Timoshenko system (18) and the simple wave equation.
Now, we introduce new functions such that

v:=K1(Ppx + P + Lw), s:= ¢y, z 1= ayy,
yi=4,  q:=r(wx—Llp),  p:=wy
then (35) is rewritten as
v — K15 — K1y — K1€p =0,
St — K10y —Kplg =0,
zy —ayy =0,
t Yx (36)
Y —azy + K10+ vy =0,
gt — Kopx + k205 = 0,

pt — k2qx + Kk14v = 0.
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Namely the system (36) is described as (1), where u = (v,s,z,y,4, p)T, and the matrices A?, A1,
B! and L are defined by A = I, B! = O and

0 —-x, 0 0 0 0 0 0 0 -1 0 —xif
% 0 0 0 0 0 0 0 0 0 -l O
ga_|l0o 0o 0o —a 0o o0 L_|0o o 0 o 0 0
0 0 -a 0 0 0| ki 0 0 4 0 0
0 0 0 0 0 -k 0 xf 0 0 0 0
0 0 0 0 -k O Kkl 0 0 0 0 0

The space dimension is 7 = 1 and the size of the system is m = 6. Notice that the relaxation
matrix L is not symmetric. Then, we obtain

0 —x1 0 0 0 0

“k, 0 0 0 0 0

0 0 0 -—a 0 0

A =

W=wl o o 2 0 0o o

0 0 0 0 0 —k

0 0 0 0 -k O

for w € {—1,1}, and the matrix L is decomposed L = L + L with

000000 0 0 0 —x; 0 —xif
0O 0 0 0 0 O 0 0 O 0 —xf 0
{000 000 s_|0 00 0 0o o0
oo 0 4 0 0] lxy 0 0 0 0 0
0O 0 0 0 0 O 0 x4 O 0 0 0
00 0 0 0O xfé 0 0 O 0 0

It is clear that these matrices satisfy Condition (A). Thus we can apply Theorem 2 and get the
following result.

Theorem 7. The dissipative Bresse system (35) does not satisfy Condition (SC). Therefore, this system is not
strictly dissipative.

Proof. From Condition (SC), we state that (y,v,w) € Rx Ry x {—1,1} and ¢ = (@1, ,¢6)" €
C° satisfy

U1 — K1w@a + vk gy + i K1 L = 0,
1o — Kiwq + v kplgs = 0,

U3 —awgy =0,

1y — awes — iv ki =0,

U5 — Kow@e — iv 1 Kkplgy =0,

UPe — KW Ps — ivflxﬂgol =0,

and Yp1 = 0. (37)
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Now, we put (u,v) = (0,]€|). Then (37) can be rewritten as ¢4 = 0 and

—K Wy + IIK1£|£|71¢6 =0,
—K w1 + iK2€|€|*1q)5 =0,
—awes — iK1|€|_1go1 =0, (38)

—Kw@e — iral|l| Lpr =0,

—Kowes — ik || 1pr =0,
Thus we can reduce (38) to

P2 —illl| 'wgs =0, xig1 — ikal|f| Twes =0, ags+ixi|[¢| ' wer =0,
Therefore, for each w € {—1,1} and (¢, 03) € C?, the vector

K1 . K1l . 2 T
- _ L 0 — _
¢ = (01,02, 270l iwory, 0, ] iwoy, 7] iwoy)

satisfies (37) with (u,v) = (0,[¢|). This means that the system (36) does not satisfy Condition (SC).
Hence this completes the proof. O

The proof of Theorem 7 tells us that the real part of some eigenvalue for (2) which comes from the
dissipative Bresse system (36) contacts the imaginary axis at ¥ = |¢|. Namely, we can expect that the
real parts of the eigenvalues are located in the gray region in Figure 3.

— [0

0

ReA(r,®)
Figure 3. Eigenvalues of the dissipative Bresse system.

Remark 8. The dissipative Bresse system (35) satisfies Condition (CSC).

Remark 8 means that Condition (CSC) is not enough to check the strict dissipativity for the
system (1) under Condition (A).

Compare with the Corollary 1 and Theorem 7, we can predict that the difficulty of the analysis
for (36) comes from the terms related with ¢. Therefore we focus on the effect of the terms of ¢ and
analyze the structure of strict dissipativity in the next subsections.
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5.2. Reduced Bresse System (I)

Inspired by the analysis in the previous subsection, we regard that p = 0 in (36) and study the
reduced system. Namely, we treat the system

Uy — K18y — K1y =0,

st — K10x — kplq =0,

zt —ayx =0, (39)
Yy —azy +x10+yy =0,
q: + Kofs = 0.

Then the problem (39) can be rewritten as (1), where u = (v,s,z,y, q)T, and the matrices are
defined by A? = I, B! = O and

0 —-x; 0 0 0 0 0 0 —x; O
—x, 0 0 0 0 0 0 0 0 —Kpt
Al=1| o 0 0 —a 0], L=]10 0 0 0 0
0 0 —a 0 O xr 0 0 ¢« 0
0 0O 0 0 0 0 1l 0 0 0
Hence, we get
0 —x, 0 0 0
- 0 0 0 0
Alw)=w]| 0 0 0 —-a O
0 0 —a 0 0
0 0 0 0 0
forw € {—1,1},and L = L! + [’ with
00000 0 0 0 —x; O
00000 0 0 0 0 —Kot
‘*=|looo0o0o0|, L°=|0 0 0 0 0
000 90 K 0 0 0 0
00000 0 1l 0 0 0

It is obvious that the system (39) satisfies Condition (A). Under this situation, we obtain the
following result which comes from Theorem 2.

Theorem 8. The reduced Bresse system (39) does not satisfy Condition (SC). Therefore, this system is not
strictly dissipative.

Proof. From Condition (SC), we state that (1, v,w) € Rx Ry x {—1,1} and ¢ = (@1, -+, ¢5)T €
C5 satisfy

up1 — 1wy +iv k1 =0,

1oy — k1w +iv o les =0,

He3 —awgy =0, and ¢4 =0. (40)
1y — awgs — iv ki@ =0,

s —iv ko lgs = 0,

Substituting p = 0 into (40), then (40) is reduced to ¢y = ¢4 = 0 and

—Kjwer + i1/711c2€q)5 =0, —aw@s — iv*l;qgol =0. (41)
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Then, for an arbitrary (v,w) € Ry x {—1,1} and ¢ € C, the vector

¢ = (0,0, —;%iwa, 0, —%in)T (42)

satisfies (40) with p = 0. This means that the system (39) does not satisfy Condition (SC). Hence this
completes the proof of Theorem 8. O

Remark 9. The reduced Bresse system (39) satisfies Condition (CSC).

Theorem 8 tells us that the system (39) is not strictly dissipative without any condition. At the rest
of this subsection, we try to find the useful constraint condition for the system (39). Inspired by (42),
we introduce the following condition

K1aGxx + Kpalvy — Kk1Kplz = 0. (43)

Then the condition (43) can be expressed by (14) with
P:(o 00 0 Klb‘l), Q:(Kzaz 000 o), R:(o 0 —kiinl O o).

Then, we have P(w) =P = (0000 x1a) and Q(w) = (x2afw 000 0), and the system (39) under
the constraint condition (43) satisfies Condition (C). Therefore, the constraint condition (43) may be
reasonable for the system (39). Now, we derive the following result.

Theorem 9. The reduced Bresse system (39) under the constraint condition (43) satisfies Condition (SCC).
Therefore, (39) under (43) is strictly dissipative under constraint.

Proof. We begin the proof from (40). Moreover, the constraint condition (43) gives us
K1m/2(p5 — Kkpalvwipy + x1xlg3 = 0. (44)

In the case y = 0, we had already obtained ¢, = ¢4 = 0 and (41). Thus, combining (41) and (44),

we arrive at

(vi3a? + v2i3a2 07 + k3507 )igy = 0,

and hence ¢1 = ¢5 = 0. On the other hand, in the case u # 0, it is easy to get ¢ = 0 by using (40).
Therefore, we can apply Theorem 4 and complete the proof. [

5.3. Reduced Bresse System (II)

Based on the similar motivation as in Section 5.2, we also regard g = 0 in (36). Then this yields
vy —K15x — K1y —x1€p =0,
st —K10x =0,
zt —ayy =0, (45)
Yy —azy +x10+yy =0,

pr +x1v = 0.



Symmetry 2018, 10, 542 23 of 25

The system (45) can be rewritten as (1), where u = (v,s,z,y, p)T, and the matrices A?, A1, B! and
L are defined by AY=1 Bl =0Oand

0 —K1 0 0 0 0 0 0 —K1 —Klg
—K1 0 0 0 0 0O 0 0 o0 0
Al=l 0 0 0 —-a 0], L=|0 00 O 0 (46)
0 0 —a 0 O &1t 0 0 v 0
0 0 0 0 0 k&t 0 0 O 0
Namely, we have
0 —x; 0 0 0
—x1 0 0 0 0
Alw)=w]| 0 0 0 —a O
0 0 —a 0 0
0 0 0 0 0
forw € {—1,1},and L = L! + L’ with
0 0 0 0 O 0 0 0 —x1 —x1¢
0 0 0 0 O 0O 0 0 O 0
L!={o 00 0 0f, ’=|{0o o0 0 0
0 00 o O xr 0 0 O 0
0 0 0 0 O kit 0 0 O 0

Here, we note that our problem (1) with (46) satisfies Condition (A). Therefore, we can apply
Theorem 2 and get the following result.

Theorem 10. The reduced Bresse system (45) does not satisfy Condition (SC). Therefore, this system is not
strictly dissipative.

Proof. Condition (SC) suggests us to state that (y,v,w) € R xRy x {~1,1}and ¢ = (¢1,- -+, 95)T €
C5 satisfy

1o — k1w +iv kg + vk Lgs = 0,

pe2 —xKiwer =0,

pe3 —awgy =0, and ¢4 =0. (47)
Hey — awes — vk g = 0,

pes —iv ki lg =0,

If we substitute y = 0 into (47), then (47) is reduced to ¢1 = ¢3 = @4 = 0 and
—wey +iv s = 0. (48)
Then, for an arbitrary (v,w) € Ry x {—1,1} and ¢ € C, the vector

¢ = (0,0,0,0,— %iwa)T (49)

satisfies (47) with y = 0. This means that the system (45) does not satisfy Condition (SC). Hence this
completes the proof of Theorem 10. [

Remark 10. The reduced Bresse system (45) satisfies Condition (CSC).
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Similarly as before, we shall derive the useful constraint condition for the system (45). Inspired
by (49), we introduce the following condition

pr+ s =0. (50)

The condition (50) can be expressed by (14) with P = O and
Q=(0 000 1), R=(0¢000).

From P(w) = O and Q(w) = (0000 w), we can check that the constraint condition (50) satisfies
Condition (C). Using this constraint condition, we show the following result.

Theorem 11. The reduced Bresse system (45) under the constraint condition (43) satisfies Condition (SCC).
Therefore, (45) under (50) is strictly dissipative under constraint.

Proof. We begin the proof from (47). Furthermore, the constraint condition (50) gives us
—ivwes — ey = 0. (51)

In the case u = 0, we had already got ¢1 = ¢3 = ¢4 = 0 and (48). Thus, combining (48) and (51),
we conclude (v2 + £2)¢, = 0, and hence @, = @5 = 0. On the other hand, in the case u # 0, it is easy
to get ¢ = 0 by using (47). Therefore we can apply Theorem 4 and complete the proof. [

6. Conclusions

In this article, we succeeded in introducing new stability conditions. By virtue of Stability
Condition (SC), it is easy to check the dissipative structure for the general system (1), and there are a lot
of applications. However, if the system has the symmetric property (4), Classical Stability Condition
(CSC) is equivalent to the uniform dissipativity. Inspired by this situation, we predict that the system (1)
is uniformly dissipative under Stability Condition (SC). If we can get the positive answer for this
conjecture, Stability Condition (SC) is applicable to nonlinear problems.
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