An Ensemble Empirical Mode Decomposition, Self-Organizing Map, and Linear Genetic Programming Approach for Forecasting River Streamflow
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Abstract: This study focused on employing Linear Genetic Programming (LGP), Ensemble Empirical Mode Decomposition (EEMD), and the Self-Organizing Map (SOM) in modeling the rainfall–runoff relationship in a mid-size catchment. Models were assessed with regard to their ability to capture daily discharge at Lock and Dam 10 along the Kentucky River as well as the hybrid design of EEM-SOM-LGP to make predictions multiple time-steps ahead. Different model designs were implemented to demonstrate the improvements of hybrid designs compared to LGP as a standalone application. Additionally, LGP was utilized to gain a better understanding of the catchment in question and to assess its ability to capture different aspects of the flow hydrograph. As a standalone application, LGP was able to outperform published Artificial Neural Network (ANN) results over the same dataset, posting an average absolute relative error (AARE) of 17.118 and Nash-Sutcliff ($E$) of 0.937. Utilizing EEMD derived IMF runoff subcomponents for forecasting daily discharge resulted in an AARE of 14.232 and $E$ of 0.981. Clustering the EEMD-derived input space through an SOM before LGP application returned the strongest results, posting an AARE of 10.122 and $E$ of 0.987. Applying LGP to the distinctive low and high flow seasons demonstrated a loss in correlation for the low flow season with an under-predictive nature signified by a normalized mean biased error (NMBE) of −2.353. Separating the rising and falling trends of the hydrograph showed that the falling trends were more easily captured with an AARE of 8.511 and $E$ of 0.986 compared to the rising trends AARE of 38.744 and $E$ of 0.948. Utilizing the EEMD-SOM-LGP design to make predictions multiple-time-steps ahead resulted in a AARE of 43.365 and $E$ of 0.902 for predicting streamflow three days ahead. The results demonstrate the effectiveness of utilizing EEMD and an SOM in conjunction with LGP for streamflow forecasting.
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1. Introduction

As the current demand for freshwater in many regions outweights the available supply, the need to effectively manage freshwater as a resource has become greater than ever with hydrologic forecast modeling playing a key role in its management. Fortunately, this increased obligation has been met with rapid technological advancements allowing for the development of hydrologic prediction models of high accuracy. One key aspect of hydrologic modeling is rainfall–runoff modeling, where streamflow, indicating the availability of water in a catchment, is forecasted for a multitude of purposes, such as drought management, flood control, the design of hydraulic structures, hydropower generation, maintenance of minimum ecological requirements, and municipal and irrigational supply.
The time-varying, spatially-distributed, and non-linear nature of runoff generation is influenced by an array of interconnected and diverse factors that can be hard to define [1]. These factors include storm characteristics, climatic characteristics influencing meteorological shifts, the catchment’s initial state, as well as the geomorphological characteristics of a catchment. As a result, numerous modeling techniques have been implemented to model these systems. Early methods, such as Mulvaney’s Rational Method [2], focused on deriving empirical relationships between influencing factors to predict runoff or peak discharge [3], while modern methods rely heavily on computational power and can be categorized as either physically-based, conceptual, or data-driven models. The simplest and easiest to implement of the modern computational methods are referred to as data-driven models and require at a minimum only past streamflow and rainfall data [4]. Physically based and conceptual models also often require expertise for the implementation of sophisticated mathematical tools [5]. Instead, data-driven models are able to capture the relationships driving the transformation of precipitation into streamflow by relying on information rooted within the hydrologic time-series.

Numerous data-driven techniques have been implemented to portray the nonlinear and non-stationary relationship between rainfall and runoff for specific catchments. Of these, genetic programming (GP) has proven advantageous over other methods as it self-optimizes both parameter coefficients and the functional relationships between input variables while excluding the user’s need to optimize model architecture, proving key advantages over more popularized data-driven techniques, such as artificial neural network models [6]. A number of studies highlight the effectiveness of GP for forecasting hydrologic events. Parasuraman et al. [7] used the GP to model the evapotranspiration process, relying on a number of variables and comparing results with those of an ANN and the traditional Penman-Monteith (PM) method, with results indicating that GP and ANNs performed similarly, with both outperforming the PM method. Havlíček et al. [1] combined GP with a set of conceptual functions resulting in improved streamflow forecasting when compared to stand-alone GP and ANN models. Aytek et al. [8] used gene expression programming, a subset of GP, to model streamflow, determining that GP performed with similar results compared to feed forward back propagation ANNs. Mehr et al. [9] compared linear genetic programming (LGP) to a hybrid wavelet analysis-artificial neural network for modeling a series of gauge stations, concluding that LGP outperformed the neural network. Srinivasulu et al. [10] implemented a series of ANN models for streamflow predictions at Lock and Dam 10 on the Kentucky River, with the best performing model being trained through a real-coded genetic algorithm.

Numerous examples highlighting the effectiveness of incorporating data-driven techniques into hybrid designs can be found in literature (e.g., [11,12]). Nourani et al. [13] developed a hybrid wavelet transform and adaptive neural-fuzzy interface system model to decompose daily runoff and precipitation time-series, applying each decomposed signal as input data to predict runoff one time-step ahead. Kisi et al. [14] used a similar technique, but instead with genetic programming as the symbolic regression method. Wang et al. [15] applied an ensemble empirical mode decomposition-particle swarm optimization–support vector machine hybrid model to first decompose a precipitation time-series into its respective sub-series, then selected the parameters with the highest impact, and lastly predicted monthly runoff one time-step ahead. The ensemble empirical mode decomposition (EEMD) has shown great promise in the decomposition of nonlinear and non-stationary time-series while avoiding the a priori user-derived data assumptions required in more popularized methods such as wavelet transform [16]. To separate data into like clusters, the unsupervised classification technique of a self-organizing map (SOM) is implemented as it has shown a high propensity for classifying multidimensional data onto a two-dimensional space [17]. Srinivasulu et al. [10] noted the applicability of this method when coupled with an ANN and its superiority in handling noisy data when compared to other methods such as k-means clustering. Another example of its application in hydrology is found in Ismail et al. [18], who grouped historic river flow data through an SOM for the prediction of monthly streamflow using a least squares support vector machine model. Numerous other studies have attempted to model streamflow predictions by dividing input data through hydrograph characteristics,
or have attempted to use data-driven modeling to make predictions multiple time-steps ahead (e.g., [19–23]).

The objectives of this study are to (a) investigate the applicability of LGP for modeling the rainfall–runoff process; (b) to explore the impact of preprocessing the runoff data through EEMD and clustering the input space through an SOM on the predictive capability of LGP; (c) to assess the seasonal effects of runoff for the study area by grouping the input information into high and low flow seasons; (d) to report the ability of LGP to fit to datasets representing the rising and falling trends of the hydrograph; and (e) to determine the ability of the hybrid design for making predictions multiple time-steps ahead. Rainfall and discharge data was derived from the Kentucky River Basin, with forecasts being made for daily average streamflow values. Each produced model was evaluated based on a set of statistical measures.

2. Methodology

The computational techniques employed in this study are linear genetic programming (LGP), ensemble empirical mode decomposition (EEMD), and the self-organizing map (SOM). The study area was focused on the Kentucky River Basin. A brief overview of the study area and each technique is presented here.

2.1. Study Area

A diagram of the study area is shown in Figure 1. Data used for the study include daily average streamflow \( (m^3/s) \) and average daily total rainfall (mm), with streamflow data being measured at a single location at Lock and Dam 10, south of Winchester, along the Kentucky River, and precipitation data being taken from an average of 5 gauges, at Manchester, Hyden, Jackson, Heidelberg, and Lexington Airport. The rain gauges at Manchester, Hyden, Jackson, and Heidelberg were chosen as their locations lie along the river network and directly supply to runoff at Lock and Dam 10. The rain gauge at Lexington Airport was chosen as it lies just north of Lock and Dam 10 and provides supplementary information regarding precipitation in the basin.
The Kentucky River Basin is a midsize catchment that covers 42 counties in Kentucky and encompasses a dense network of tributaries and streams with a length of 25,700 km. The major tributaries in the basin include: Eagle Creek, Dix River, Elkhorn Creek, Red River, North Fork Kentucky River, Middle Fork Kentucky River, and South Fork Kentucky River. The average slope of the Kentucky River is 0.13 m/km with the elevation of the river ranging from 243 to 305 m above sea level. The yearly average depth of rainfall for the basin is 1168 mm [24], with the climate being described as moist-continental. The average annual temperature within the basin is 13 °C with the minimum daily temperature being near −4 °C in January and February, and the maximum daily temperature being near 31 °C in July and August [25]. Along the Kentucky River there are a series of 14 locks constructed between the mid-nineteenth century to early twentieth century [26,27]. The drainage area influencing the outlet at Lock and Dam 10 is approximately 10,240.8 km² [10] with the underlying geology being highly karst [28]. Streamflow and precipitation data were obtained from the USGS at waterdata.usgs.gov and consist of 9496 dates split into two 13-year periods from 1 January 1960 to 31 December 1972, and from 1 January 1977 to 31 December 1989. For each model, the first 13-year period was used for model training while the second 13-year period was used for model validation. Consistency in the datasets used allowed for more meaningful comparative assessment. The runoff and precipitation records for each of the two datasets are depicted in Figures 2 and 3.

**Figure 2.** Streamflow and precipitation record for the training dataset. Red represents the high flow seasons while blue represents the low flow seasons.

**Figure 3.** Streamflow and precipitation record for the validation dataset. Red represents the high flow seasons while blue represents the low flow seasons.
2.2. Linear Genetic Programming

LGP is a subset of genetic algorithms (GA), where evolutionary operators selectively breed and mutate a population of solutions to improve the best overall model. Algorithm 1 displays an image of a simple LGP with its corresponding algebraic structure. Unlike GA, which depicts equations in a representative tree-based structure, LGP portrays equations linearly, with the corresponding output from an initial instruction being further calculated through subsequent instructions, with instructions being represented as arithmetic operators. For example, in Algorithm 1 the LGP contains the arithmetic operators: plus (+), minus (−), square root (sqrt), and absolute value (abs). Within LGP, arithmetic operators are referred to as functional sets. For the study, the commercial software Discipulus™ [29] was utilized. Discipulus™ groups sets, on instructions, into 32-bit blocks of binary code allowing the software to interact directly with a machine’s registers and produce processing times that can be 60–200 faster than genetic algorithms. Individual solutions in LGP are referred to as programs as they are a sequence of instructions developed to perform a specified task.

Algorithm 1. Example of simple LGP (Linear Genetic Programming), with corresponding algebraic structure.

```
f[0] += Input1;
f[0] += 1.456;
f[0] = abs(f[0]);
f[0] += Input2;
f[0] = sqrt(f[0]);
f[0] += 1.442;
f[0] += Input3;
f[0] = sqrt(f[0]);
f[0] = -1.234;
```

Output = 1.234 + \sqrt{[\text{Input 1} + 1.456] + \text{Input 2} + 1.442 + \text{Input 3}}

Creating models through LGP requires generating a random population of programs from the supplied input and output variables and improving those programs through a set of Darwinian operators that are applied over successive generations. The Darwinian operators come in the form of either mutation or crossover operators and are applied through a mating scheme referred to as tournament selection. Figure 4 depicts the mechanism of tournament selection along with the hybrid design implemented in this study. In tournament selection, four programs are randomly selected from the initial population and are evaluated based on their fitness. This study utilized the mean squared error (MSE) of individual programs as the statistical parameter for evaluating individual program fitness. Of the four programs selected, the two with the lowest MSE are selected and copied, creating two new offspring programs. The two programs that have a higher MSE, and thus are less fit, are discarded from the population entirely. The offspring programs then have the likelihood of exchanging algorithm information or generating new bits of algorithm through the application of either crossover or mutation operators. Crossover operators are the first to be applied and are done so with an application rate between 50% and 90% for individual project runs as selected randomly by the software. If a crossover operator is applied during a specific generation it will come in the form of either a homologous crossover operator, resulting in the exchange of instructions of equal length and starting location, or non-homologous, resulting in the exchange of instructions of different length and starting location. If a crossover operator was selected to be applied, homologous crossover operators were applied at a rate of 95% as to not bog down the processing time by creating a population of programs that vary extensively in length. The selection of the starting location is purely random,
although it must be between individual instruction blocks which, as mentioned, are 32-bit blocks of binary code.

After the likelihood of crossover operators being applied, the application of mutation operators are applied with the purpose of generating new algorithmic information that may not have been present within the initial population. Unlike traditional applications of genetic algorithms, which aim to mimic a more natural evolution of the algorithmic population, the tournament selection scheme applied in this study applied mutation operators to roughly 90% of all offspring, allowing for an environment with a much higher rate of program evolution. Mutation operators come in three forms, with the selection of which one to be applied being chosen randomly and with equal likelihood. Of these, the block mutation operator discards an existing instruction block within an individual offspring program and regenerates the instruction block with new algorithmic information, the instruction mutation operator discards an individual instruction within an instruction block and generates a new algorithmic instruction to replace it, and the data mutation operator discards an individual terminal set (variable or constant) [11]. Once both a crossover and mutation operator have had the opportunity to be applied, both parents and both offspring programs are returned to the population for the possibility of being selected in further generations, allowing for the possibility of creating a new best-fit program. The stopping criteria for an individual program run was set at 1000 generations without best program improvement. The software allows for a multi-run environment so that multiple project runs could be implemented on the same input data, allowing for a wider selection of potential models for each objective.

![Diagram](https://example.com/diagram.png)

**Figure 4.** Ensemble Empirical Mode Decomposition-Self-Organizing Map-Linear Genetic Programming structure with tournament selection in LGP.

### 2.3. Ensemble Empirical Mode Decomposition

The role of Empirical Mode Decomposition (EMD) is to decompose a natural, or synthetic, time-series into a number of separate oscillating trends, with each additional trend being the extracted zero-mean representation of the previous subcomponent. All subcomponents, except for the last extracted subcomponent, are referred to as Intrinsic Mode Functions (IMFs) with the final subcomponent portraying the overall trend of the data and being referred to as the residue. Together, each IMF, plus the final residual, sums to the original time-series. Individual components are labeled IMFs only if they meet two criteria. Firstly, for the component in question, the number of zero crossings and the number of extreme (minima and maxima) must be equal or differ by no more than one.
Secondly, the mean value of the cubic spline interpolated envelope, defined as the space between the connected local maxima and connected local minima, must have a value near zero \([30]\), with the degree of error allowed being set by the user. EMD is defined through the following set of rules:

1. Identify all local minima and local maxima of an original time-series \(x(t)\).
2. Create an upper envelope \((e_{\text{upper}})\) by connecting all local maxima, and a lower envelope \((e_{\text{lower}})\) by connecting all local minima through the use of cubic spline interpolation.
3. Calculate the mean value of the upper and lower envelopes through the equation:
\[
m(t) = \frac{e_{\text{upper}}(t) + e_{\text{lower}}(t)}{2}
\]
4. Extract the computed mean value \(m(t)\) from the time-series \(x(t)\), with the difference being \(d(t)\):
\[
d(t) = x(t) - m(t)
\]
5. Check \(d(t)\) to see if it meets the defined requirements of an IMF. If the requirements are met then \(d(t)\) becomes the \(i\)th IMF denoted as \(c_i(t)\) and the remaining \(x(t)\) is then referred to as the remaining residue \(r(t)\) denoted as \(r(t) = x(t) - c_i(t)\) so that the process can continue and the next IMF can be extracted. If the requirements are not met then the process continues with \(d(t)\) replacing \(x(t)\) in the above equation and steps (1)–(5) being performed on the remaining \(d(t)\) until \(c_i(t)\) is found.
6. Steps (1)–(5) are repeated until either \(r(t)\) becomes a monotonic function or the number of extrema becomes less than or equal to one.
7. Once completed, the original time-series \(x(t)\) can be expressed as the sum of the IMFs and the final residue \(r(t)\), with \(n\) representing the number of IMFs in the summation:
\[
x(t) = \sum_{i=1}^{n} c_i(t) + r(t)
\]

The iterative process of extracting IMFs through EMD portrays subcomponents representing different oscillating trends within the data that vary in amplitude are of successively lower frequency but maintain consistency in time. Each of these oscillating trends may reveal additional information related to the original time-series as they may be associated with different phenomena, known or unknown. For example, higher frequency trends are likely related to seasonal events, while lower frequency trends could be linked to yearly or decadal cycles. The total number of IMFs extracted per time-series is not user-specified and depends on the inherent nature of the original time-series. This study found, that for the two datasets utilized, EEMD was able to extract an equal number of IMFs. As EMD introduces the problem of mode mixing, an individual IMF having oscillations of highly varying amplitude or frequency, a modified version of EEMD presented by Torres \textit{et al.} \([31]\), was utilized for this study. The method relies on a set of user-defined variables, which are the noise standard deviation \((\epsilon)\), ensemble size \((I)\), and the maximum number of iterations per realization. The method is applied on top of the existing structure of EMD, with the main focus being adding varying degrees of white noise to the original time-series and each extracted subcomponent while performing EMD on each until \(I\) is reached. Once \(I\) is reached, an ensemble average of the component in question is calculated and determined as the true IMF. Mathematically, this can be represented as:

1. Decompose through EMD \(I\) realizations of \(x(t) + \epsilon \cdot w^2\), where \(w\) represents white noise. Then take the ensemble average through:
\[
\bar{c}_j(t) = \frac{1}{I} \sum_{j=1}^{I} c_j(t)
\]
2. Then, instead of step (5), as above, calculate the remaining residue as:
\[
r(t) = x(t) - \bar{c}_j(t)
\]
2.4. Self-Organizing Map

A Kohonen’s SOM is an unsupervised classification technique that requires no \textit{a priori} knowledge of the data [32]. SOMs are a form of neural networks and consist of an input layer, an output layer, and connected weights between each input and output neuron. Neurons in the output layer are associated by topological relationships and are represented on a two-dimensional lattice. The goal of an SOM is to group input data by their common features through an unsupervised training algorithm, with the intention of mimicking the brain’s ability to store like information in closely associated neurons for greater efficiency through shorter synaptic connections.

An SOM is able to achieve data clustering through a number of steps that are repeated iteratively. The first step is the initialization of the connection weights with small random values. Next, competition takes place between output neurons for the lowest value squared Euclidean distance between the input and weight vectors. The winning neuron from competition, referred to as the best matching unit (BMU), marks the center of a topological neighborhood of excited neurons, where influence decreases the further the distance from the winning neuron. Lastly, excited neurons adjust their linked connected weights by minimizing the squared Euclidean distance between the input and weight vectors [17]. Mathematically, this is expressed as:

1. First finding the BMU:
   \[
   d_j(x) = \sum_{i=1}^{n}(x_i - w_i)^2
   \]  
   where \(x_i\) is the current input vector, \(w_i\) is the current weight vector, and \(n\) is the number of weights.

2. Determining the radius of the neighborhood:
   \[
   \sigma(t) = \sigma_0 e^{-\frac{t}{\lambda}}
   \]  
   where \(t\) is the current iteration, \(\lambda\) is a time constant, and \(\sigma_0\) is the radius of the map.

3. Determining the time constant:
   \[
   \lambda = \frac{\text{set number of iterations}}{\text{radius of the map}}
   \]  

4. Adjusting the weights of the neuron:
   \[
   w(t+1) = w(t) + \Theta(t)L(t)(x(t) - w(t))
   \]  
   where \(w(t+1)\) is the new weight of a neuron.

5. Applying a learning rate to Equation (4) above:
   \[
   L(t) = L_0 e^{-\frac{t}{\lambda}}
   \]  
   where \(L_0\) is the learning rate from the previous step.

6. Recalculating the distance from the BMU
   \[
   \Theta(t) = e^{-\frac{d^2}{\sigma^2(t)}}
   \]  
   where \(d\) is the distance of an individual node from the BMU.

The squared Euclidean distance is used to avoid unnecessary computation time that may be imposed by the square root function. Equation (1)’s purpose is to provide a scale for comparing each node to the supplied input vector. Equations (2) and (5) employ exponential decay, where at \(t = 0\) they are at their max and approach zero as \(t\) increases. Equation (4) is the learning function for the output nodes. The difference between the current input vector and current weight vector provides a means for nodes more dissimilar to the BMU to learn more than those that are similar. Equation (6) is designed to
make nodes closer to the BMU learn more than nodes further away. For this study, the commercial software Viscovery SOMine [33] was implemented to perform SOM data clustering.

3. Model Development

Three separate objectives were demonstrated in this study. The first was to assess the effectiveness of LGP as a standalone application. LGP-1 though LGP-3 assessed LGP’s ability to predict daily streamflow with known precipitation. LGP-4 shows LGP’s ability to capture the observable low and high flow seasons present within the basin. LGP-5 depicts LGP’s ability to capture the rising and falling trends of the hydrograph. The second objective was to assess the functionality of implementing LGP into hybrid designs focusing on additional data processing. LGP-6 & LGP-7 implemented an SOM to classify the data into three clusters, with LGP models being run on each cluster and with the final output data from each model being combined. LGP-8 implemented EEMD to decompose the runoff time-series into a number of subcomponents to provide additional predictive information for LGP to capture daily streamflow amounts. LGP-9 preprocessed the data through both an SOM and EEMD to assess the effectiveness of clustering the decomposed runoff time-series and standard information for capturing streamflow through LGP. The third objective focuses on the practicality of the method as it assessed the effectiveness of using LGP and the hybrid design to predict streamflow multiple time-steps ahead. The best performing design is reported and is denoted as LGP 10 with the hybrid structure of EEMD-SOM-LGP.

3.1. LGP as a Standalone Application

The first objective of this study was to assess LGP as a standalone application for capturing streamflow. Furthermore, results were compared to published ANN models derived from the same dataset and with an identical objective. Numerous LGP models were derived. Appropriate input variable sets for the basin were determined from trial and error, based on the average impact and frequency of occurrence of individual variables in an initial model containing 10 days of previous runoff information and precipitation from the current day to nine days prior (Table S1 in Supplementary Material), along with the statistical performance of each produced model. Table 1 displays the most important of these produced models, along with including the best performing published ANN model that was trained through a genetic algorithm [10]. LGP-2 contains variables, all with a 100% frequency of occurrence. LGP-3 contains variables, all with an average impact above 1%.

<table>
<thead>
<tr>
<th>Model</th>
<th>Input Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGP-1</td>
<td>Q(t−1), Q(t−2), Q(t−3)</td>
</tr>
<tr>
<td>LGP-2</td>
<td>P(t), Q(t−1), Q(t−2)</td>
</tr>
<tr>
<td>LGP-3</td>
<td>P(t), P(t−1), Q(t−1), Q(t−2), Q(t−3)</td>
</tr>
<tr>
<td>ANN [10]</td>
<td>P(t), P(t−1), P(t−2), Q(t−1), Q(t−2)</td>
</tr>
</tbody>
</table>

In addition, models were assessed based on their ability to capture the observable high and low flow periods (LGP-4), as well the rising and falling trends of the hydrograph (LGP-5). The input variables for these models are listed in Table 2. As seen in Figures 2 and 3, clear variations in the catchment’s response to precipitation can be observed. This is further demonstrated by Figure 5, with the selection of the low flow season being from June through November and the high flow season being from December through May. LGP-4 utilized the input variable set from LGP-3 for direct comparison. In LGP-5, the rising and falling sections of the hydrograph were split at peak and base values, with each requiring at least 3 days of continuous trend. The falling section of LGP-5 incorporated an extra day of precipitation to account for the importance of incorporating delayed precipitation information on the falling sequences, as determined by trial and error (Tables S4 and S5).
3.2. LGP in Hybrid Application with EEMD and SOM

To improve the effectiveness of utilizing LGP for capturing streamflow, the second objective focused on implementing LGP models into hybrid designs. The data decomposition technique of EEMD was employed to deconstruct the original runoff time-series into a number of subcomponents, while an SOM was utilized to classify the input space into a number of classes, with separate LGP models being run on each. Figure 6 depicts the 12 IMFs derived from EEMD for the validation dataset. As can be observed, the high-frequency IMFs display periods of increased volatility before and after heavy flows. EEMD was implemented to improve the autocorrelation of runoff information and to give LGP more information when associating past flows with capturing output information. Although the number of generated IMFs cannot be user-specified, an equal number of IMFs were created for both the training and validation datasets. The SOM design consisted of mapping the input vectors onto a two-dimensional 1000 neuron lattice, with each SOM model consisting of 3 or 4 classes. The classes reflected a class of low precipitation and low flows, a class of high precipitation and medium flows, a class of low precipitation and increasing high volume flows, and a class of low precipitation and decreasing high volume flows (with the latter two classes being combined in the 3 class models).

LGP-6 & LGP-7 were created for direct comparison with LGP-2 & LGP-3 and utilized an SOM before LGP application. Each model was split into 3 classes with the output data being combined for analysis. LGP-8 utilized EEMD-derived runoff information to assess its impact on the performance of LGP for capturing streamflow within the basin. IMF components were stretched to the previous 3 days (i.e., IMF 1(t−1), IMF 1(t−2), IMF 1(t−3), IMF 2(t−1) . . . etc.). Like LGP-2 & LGP-3, which were the best-performing models from a set of models with different variable sets, the variable set for LGP-8 was determined through trial and error based on the average impact and frequency of occurrence in an initial model (Table S8) and numerous subsequently created models (Tables S9 and S10). It was found that utilizing the first 5 IMFs contributed to the greatest statistical performance when utilizing LGP to capture streamflow, which was further implied by a significant tapering off in the average impact and frequency of occurrence for IMFs 6 through 12. It is noted that the selection of IMFs is largely based on the researcher’s a priori knowledge of the original time-series [34]. LGP-9 implemented the variable set from LGP-8, but with the addition of utilizing an SOM to cluster the standard and EEMD-derived input data into 4 separate classes, with the output data being combined for analysis. Table 3 depicts the input variables for each model.
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3.3. Practicality of the Method for Forecasting Multiple Time-Steps Ahead

The third objective focused on the practicality of the method with the goal to assess the effectiveness of the EEMD-SOM-LGP hybrid design to predict streamflow multiple days ahead. Other designs, such as LGP as a standalone and EEMD-LGP, were explored, but only the best performing is being reported. Predictions were made for up to four days ahead, with output data from the previous model being used as input data in predicting the next step. The EEMD IMF component, as deemed most influential from LGP-8, were incorporated within the models and were clustered into three classes through an SOM, with individual LGP applications being run on each class. Table 4 depicts the input variables for LGP-10 and LGP-11.

Table 3. Input variables LGP models in hybrid designs utilizing EEMD and SOM.

<table>
<thead>
<tr>
<th>Model</th>
<th>Hybrid</th>
<th>Input Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGP-6</td>
<td>SOM-LGP</td>
<td>( P(t), Q(t-1), Q(t-2) )</td>
</tr>
<tr>
<td>LGP-7</td>
<td>SOM-LGP</td>
<td>( P(t), P(t-1), Q(t-1), Q(t-2), Q(t-3) )</td>
</tr>
<tr>
<td>LGP-8</td>
<td>EEMD-LGP</td>
<td>( P(t), Q(t-1), Q(t-2), Q(t-3), *imf set )</td>
</tr>
<tr>
<td>LGP-9</td>
<td>EEMD-SOM-LGP</td>
<td>( P(t), Q(t-1), Q(t-2), Q(t-3), *imf set )</td>
</tr>
</tbody>
</table>

Notes: *imf set: IMF 1(t−1), IMF 1(t−2), IMF 1(t−3), IMF 2(t−1), IMF 2(t−2), IMF 2(t−3), IMF 3(t−1), IMF 3(t−2), IMF 3(t−3), IMF 4(t−1), IMF 4(t−2), IMF 4(t−3), IMF 5(t−1), IMF 5(t−2), IMF 5(t−3).

3.4. Model Performance

Figure 6. Runoff time-series and IMF (Intrinsic Mode Functions) signal components for validation dataset. (a) Original validation runoff time-series and first 4 IMF components; (b) IMF components 5 through 9; (c) IMF components 10 through 12 and the final residue.

Table 4. Output and Input variables for EEMD-SOM-LGP models designed to predict ahead (LGP-10).

<table>
<thead>
<tr>
<th>Output</th>
<th>Input Variables for LGP-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q(t+1) )</td>
<td>( P(t), Q_{pred}(t), Q(t-1), Q(t-2), Q(t-3), *imfs )</td>
</tr>
<tr>
<td>( Q(t+2) )</td>
<td>( P(t), Q_{pred}(t+1), Q_{pred}(t), Q(t-1), Q(t-2), Q(t-3), *imfs )</td>
</tr>
<tr>
<td>( Q(t+3) )</td>
<td>( P(t), Q_{pred}(t+2), Q_{pred}(t+1), Q_{pred}(t), Q(t-1), Q(t-2), Q(t-3), *imfs )</td>
</tr>
<tr>
<td>( Q(t+4) )</td>
<td>( P(t), Q_{pred}(t+3), Q_{pred}(t+2), Q_{pred}(t+1), Q_{pred}(t), Q(t-1), Q(t-2), Q(t-3), *imfs )</td>
</tr>
</tbody>
</table>

Notes: *imfs: IMF 1(t−1), IMF 1(t−2), IMF 1(t−3), IMF 2(t−1), IMF 2(t−2), IMF 2(t−3), IMF 3(t−1), IMF 3(t−2), IMF 3(t−3), IMF 4(t−1), IMF 4(t−2), IMF 4(t−3), IMF 5(t−1), IMF 5(t−2), IMF 5(t−3).
3.4. Model Performance

A set of standard statistical measures were employed to evaluate the performance of each model developed, with each model simply being the best fit program from each project. The applied measures include the average absolute relative error (AARE), Pearson’s correlation coefficient (R), Nash-Sutcliffe efficiency (E), normalized mean bias error (NMBE), normalized root mean square error (NRMSE), mean error in estimating peak flow (%MF), and the persistence coefficient (\(E_{\text{per}}\)). These measures are portrayed through the following equations:

\[
\begin{align*}
\text{AARE}(&) & = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{Q_{\text{obs}}(t) - Q(t)}{Q_{\text{obs}}(t)} \right| \times 100 \\
R & = \frac{\sum_{i=1}^{N} (Q_{\text{obs}}(t) - Q_{\text{obs,mean}}) (Q_{\text{obs}}(t) - Q_{\text{mean}})}{\sqrt{\sum_{i=1}^{N} (Q_{\text{obs}}(t) - Q_{\text{obs,mean}})^2 (Q(t) - Q_{\text{mean}})^2}} \\
E & = \frac{(\sum_{i=1}^{N} (Q_{\text{obs}}(t) - Q_{\text{obs,mean}})^2) - (\sum_{i=1}^{N} (Q(t) - Q_{\text{obs}}(t))^2)}{(\sum_{i=1}^{N} (Q_{\text{obs}}(t) - Q_{\text{obs,mean}})^2)} \\
\text{NMBE} & = \frac{1}{N} \sum_{i=1}^{N} \frac{(Q(t) - Q_{\text{obs}}(t))}{Q_{\text{obs}}(t)} \times 100 \\
\text{NRMSE} & = \left[ \frac{1}{N} \sum_{i=1}^{N} (Q(t) - Q_{\text{obs}}(t))^2 \right]^{1/2} \\
\text{%MF} & = \frac{Q_{\text{max}} - Q_{\text{obs,max}}}{Q_{\text{(obs,max}}} \times 100 \\
E_{\text{per}} & = \frac{(\sum_{i=1}^{N} (Q_{\text{obs}}(t - 1) - Q_{\text{obs}}(t))^2) - (\sum_{i=1}^{N} (Q(t) - Q_{\text{obs}}(t))^2)}{(\sum_{i=1}^{N} (Q_{\text{obs}}(t) - Q_{\text{obs}}(t - 1))^2)}
\end{align*}
\]

Statistical parameters include the predicted flow \(Q(t)\) for each day \(t\), the observed flow \(Q_{\text{obs}}(t)\) for each day \(t\), the number of days included in the dataset \(N\), the mean estimated flow \(Q_{\text{mean}}\), the mean observed flow \(Q_{\text{obs,mean}}\), the maximum estimated flow \(Q_{\text{max}}\), and the maximum observed flow \(Q_{\text{obs,max}}\). The parameter \(Q_{\text{obs}}(t - 1)\) refers to the observed runoff measurement from the previous day.

Each statistical measure provides unique insight into the performance of the models. The AARE provides an unbiased measure for determining a model’s predictive capability through averaging the absolute value of each day’s relative error. The correlation coefficient describes the strength of the linear relationship between predicted and observed flow. The Nash and Sutcliffe coefficient of efficiency (E) provides insight into the linear relationship between predicted and observed flow but also allows describing variance within a model by giving us an indication of the percent of data that falls along the line of best fit [35]. Moriasi et al. [36] note that E values above 0.75 are very satisfactory for streamflow prediction. The NMBE describes a model’s predictive bias. The NRMSE measures the difference between predicted and observed values by normalizing the sample standard deviation, giving an idea of the model’s ability to predict values away from the mean. Error amongst peak predicted and observed flow (%MF) gives engineers a general idea of a model’s reliability for estimations pertaining to hydrologic design. Finally, \(E_{\text{per}}\) was calculated, which gives the relative error between the difference in the observed flow and the observed flow of the day before and the difference of the predicted and observed flow.

4. Results and Discussion

Results for the ability of each model to capture discharge at Lock and Dam 10 along the Kentucky River are listed below for the different objectives of this study. Each model was evaluated based on the seven statistical parameters discussed in the previous section.

Tables 5 and 6 present the performance parameters for the first objective of models, which focused on assessing LGP’s ability to capture streamflow within the basin. LGP-1 shows the strong autocorrelation of runoff information when capturing streamflow within the models. Conversely,
it was found that oversupplying LGP models with too many days of precipitation information lead to significant reductions in the performance of the models. For example, including $P(t)$, $P(t-1)$, and $P(t-2)$ with three days of past runoff resulted in an AARE of 50.23 and NMBE of 2.90. This model is labeled LGP 1.7 and can be found in the supplementary material in Tables S2 and S3. It is noted in [37] that including precipitation beyond the catchments lag time can lead to a loss in the predictive capability of data-driven models. The lag time to Lock and Dam 10 has been reported as two days [38]. LGP-2 & LGP-3 display the strength of LGP for creating data-driven models capturing streamflow. Although LGP-2 displayed a stronger AARE and with fewer variables, LGP-3 outperformed LGP-2 in most of the other statistical parameters, aside from capturing the peak flow in the dataset. When compared to the best performing ANN model published in [10], LGP-2 & LGP-3 posted stronger validation AARE values, with similar statistical values for the other validation set parameters. The strongest ANN model published in [10] can be found in Table 5. It was trained through a genetic algorithm and run over the same datasets as the models produced in this study.

Modeling the low and high flow seasons for the basin separately shows a strong under-prediction during the low flow seasons, as indicated by the NMBE in LGP-4. Of the dates associated with the highest relative error in LGP-2 & LGP-3, a majority occurred during months of low flow, suggesting an altered dynamic to the environment during these periods, with potential causes being increased infiltration from the underlying karst geology as the ground becomes less saturated from loss of snowmelt and warmth, increased evaporation of water from pooling along the lock system, and increased municipal and irrigational usage during summer months. LGP-5 shows a greater ease for LGP to model the falling portions of the hydrograph in comparison with the rising trends. Examining the rising portions of the hydrograph’s output shows large degrees of relative error associated with the over-prediction of streamflow on days of small changes in actual streamflow after heavy precipitation, with these events occurring during the low flow season. Additionally, modeling the effect of precipitation error on model performance shows a greater degree of error associated with the undervalued precipitation estimations as compared to overestimations (Tables S6 and S7).

### Table 5. Statistical measures for LGP standalone application.

<table>
<thead>
<tr>
<th>Model Set 1</th>
<th>AARE</th>
<th>$E$</th>
<th>$R$</th>
<th>NMSE</th>
<th>NRMSE</th>
<th>%MF</th>
<th>$E_{per}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGP-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>38.261</td>
<td>0.911</td>
<td>0.955</td>
<td>-0.022</td>
<td>0.485</td>
<td>-3.934</td>
<td>0.477</td>
</tr>
<tr>
<td>Validation</td>
<td>38.305</td>
<td>0.901</td>
<td>0.949</td>
<td>0.083</td>
<td>0.502</td>
<td>-3.530</td>
<td>0.477</td>
</tr>
<tr>
<td>LGP-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>17.223</td>
<td>0.943</td>
<td>0.971</td>
<td>-0.828</td>
<td>0.387</td>
<td>-12.740</td>
<td>0.666</td>
</tr>
<tr>
<td>Validation</td>
<td>17.118</td>
<td>0.937</td>
<td>0.968</td>
<td>-0.905</td>
<td>0.401</td>
<td>0.156</td>
<td>0.666</td>
</tr>
<tr>
<td>LGP-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>22.026</td>
<td>0.942</td>
<td>0.970</td>
<td>0.615</td>
<td>0.393</td>
<td>-14.663</td>
<td>0.656</td>
</tr>
<tr>
<td>Validation</td>
<td>23.360</td>
<td>0.942</td>
<td>0.970</td>
<td>0.312</td>
<td>0.386</td>
<td>3.959</td>
<td>0.691</td>
</tr>
<tr>
<td>ANN [10]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>22.39</td>
<td>0.954</td>
<td>0.976</td>
<td>-0.048</td>
<td>0.349</td>
<td>-2.14</td>
<td>0.728</td>
</tr>
<tr>
<td>Validation</td>
<td>23.92</td>
<td>0.941</td>
<td>0.970</td>
<td>-0.172</td>
<td>0.387</td>
<td>-1.62</td>
<td>0.689</td>
</tr>
</tbody>
</table>

### Table 6. Statistical measures for validation dataset of High/Low flow seasons and Rising/Falling portions of hydrograph.

<table>
<thead>
<tr>
<th>Models</th>
<th>AARE</th>
<th>$E$</th>
<th>$R$</th>
<th>NMSE</th>
<th>NRMSE</th>
<th>%MF</th>
<th>$E_{per}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGP-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>24.081</td>
<td>0.941</td>
<td>0.970</td>
<td>0.820</td>
<td>0.300</td>
<td>-0.359</td>
<td>0.714</td>
</tr>
<tr>
<td>Low</td>
<td>29.051</td>
<td>0.920</td>
<td>0.959</td>
<td>-2.353</td>
<td>0.650</td>
<td>-3.254</td>
<td>0.585</td>
</tr>
<tr>
<td>LGP-5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rising</td>
<td>38.744</td>
<td>0.948</td>
<td>0.974</td>
<td>-0.603</td>
<td>0.350</td>
<td>-0.003</td>
<td>0.735</td>
</tr>
<tr>
<td>Falling</td>
<td>8.511</td>
<td>0.968</td>
<td>0.984</td>
<td>-1.974</td>
<td>0.236</td>
<td>1.590</td>
<td>0.907</td>
</tr>
</tbody>
</table>

LGP-6 through LGP-9 were assessed incorporating LGP into hybrid designs, with the results presented in Table 7. LGP-6 & LGP-7 were created for direct comparison with LGP-2 & LGP-3 and included an SOM to classify the input space before LGP application on each class. When comparing LGP-6 with LGP-2 it is seen that classifying the input space did not provide a significant reward for the added computation requirement, as some parameters slightly improved (NRMSE, $E_{per}$, $E$).
and others regressed (AARE, NMBE). Comparing LGP-7 to LGP-3 resulted in more parameters that improved, but again, the improvements were not enough to justify the added computation requirement and time. LGP-8, which utilized IMF data derived from EEMD in addition to standard rainfall and precipitation information, showed major improvement in reducing AARE and improving $E$ & $E_{\text{per}}$, while better-predicting values further from the mean, as indicated by its NRMSE. From the set of EEMD included models that resulted in LGP-8, consistently stronger AARE, $E$, $I$, NRMSE, and $E_{\text{per}}$ values were found, although it appeared to create a negative bias for %MF. These models, including others, are included in the supplementary material. Further improvement was seen when an SOM was utilized to classify EEMD and standard information before LGP application, as indicated by LGP-9. Of the different designs presented, LGP-9 resulted in the largest reduction in error, with an AARE of 10.122, the strongest Nash-Sutcliffe of 0.987, strongest $E_{\text{per}}$ of 0.931, the strongest ability to predict values away from the mean, with an NRMSE of 0.182, and very low magnitude of over-predicting, with and NMBE of 0.161. Utilizing an SOM in conjunction with EEMD-derived runoff information was shown to significantly improve the performance of models created through LGP. Figure 7 shows a scatter-plot comparison between LGP-2, LGP-6, LGP-8, and LGP-9 for capturing streamflow.

Table 8 displays a comparison of the low, medium, and high magnitude flows for select models. Intervals were derived from generated intervals of streamflow information through an SOM, but were also guided through observable values. The flow intervals composed of low flows between 0 and 28.2 m$^3$/s, medium flows between 28.2 and 282.3 m$^3$/s, and high flows above 282.3 m$^3$/s. LGP-2, which utilized LGP as a standalone application, resulted in an extremely strong AARE, which was not reproduced for any other LGP standalone models created during trial and error, which likely signifies that it is an extreme outlier linear genetic program for this individual basin. LGP-3, LGP-8, & LGP-9 each show more difficulty in predicting low magnitude flows compared to medium and high magnitude flows, with LGP-9 reporting the best results for each interval.

![Figure 7. Scatter plots of observed vs. predicted for select models. An improved fit can be seen in the EEMD-LGP (LGP-8) and EEMD-SOM-LGP (LGP-9) models for capturing streamflow. (a) LGP as standalone application; (b) SOM-LGP; (c) EEMD-LGP; (d) EEMD-SOM-LGP.](image-url)
Table 7. Statistical parameters for LGP-6 through LGP-9.

<table>
<thead>
<tr>
<th>Model Set 2</th>
<th>AARE</th>
<th>E</th>
<th>R</th>
<th>NMBE</th>
<th>NRMSE</th>
<th>%MF</th>
<th>Eper</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGP-6</td>
<td>Training</td>
<td>22.436</td>
<td>0.944</td>
<td>0.972</td>
<td>0.808</td>
<td>0.362</td>
<td>−3.311</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>20.678</td>
<td>0.941</td>
<td>0.970</td>
<td>−1.369</td>
<td>0.393</td>
<td>−0.344</td>
</tr>
<tr>
<td>LGP-7</td>
<td>Training</td>
<td>21.930</td>
<td>0.953</td>
<td>0.976</td>
<td>1.517</td>
<td>0.352</td>
<td>−2.104</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>22.716</td>
<td>0.943</td>
<td>0.971</td>
<td>0.261</td>
<td>0.380</td>
<td>4.597</td>
</tr>
<tr>
<td>LGP-8</td>
<td>Training</td>
<td>13.454</td>
<td>0.984</td>
<td>0.992</td>
<td>−0.987</td>
<td>0.207</td>
<td>−1.500</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>14.232</td>
<td>0.981</td>
<td>0.991</td>
<td>−0.449</td>
<td>0.220</td>
<td>−7.653</td>
</tr>
<tr>
<td>LGP-9</td>
<td>Training</td>
<td>9.181</td>
<td>0.989</td>
<td>0.995</td>
<td>−0.890</td>
<td>0.170</td>
<td>5.540</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>10.122</td>
<td>0.987</td>
<td>0.994</td>
<td>0.161</td>
<td>0.182</td>
<td>6.212</td>
</tr>
</tbody>
</table>

Table 8. Statistical parameters for low, medium, and high magnitude flows on the validation dataset of select models.

<table>
<thead>
<tr>
<th>Model</th>
<th>AARE</th>
<th>E</th>
<th>R</th>
<th>NMBE</th>
<th>NRMSE</th>
<th>%MF</th>
<th>Eper</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGP-2</td>
<td>Low</td>
<td>14.042</td>
<td>0.851</td>
<td>0.923</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>18.53</td>
<td>0.767</td>
<td>0.876</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>18.721</td>
<td>0.858</td>
<td>0.926</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LGP-3</td>
<td>Low</td>
<td>33.151</td>
<td>0.591</td>
<td>0.768</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>18.98</td>
<td>0.775</td>
<td>0.880</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>17.797</td>
<td>0.869</td>
<td>0.932</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LGP-8</td>
<td>Low</td>
<td>21.818</td>
<td>0.743</td>
<td>0.862</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>11.061</td>
<td>0.952</td>
<td>0.908</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>9.043</td>
<td>0.978</td>
<td>0.957</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LGP-9</td>
<td>Low</td>
<td>13.221</td>
<td>0.934</td>
<td>0.872</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>6.748</td>
<td>0.977</td>
<td>0.954</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>7.377</td>
<td>0.986</td>
<td>0.974</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The third and primary objective of this study was to determine the practicality of the method by assessing its ability to predict multiple time-steps ahead. Table 9 displays the statistical performance of the EEMD-SOM-LGP architecture for predicting streamflow at Lock and Dam 10 along the Kentucky River Basin up to 4 days ahead. The hybrid design depicts strong values for predicting streamflow up to two days ahead with acceptable values that can give a good indication on streamflow for days three and four. Figure 8 compares the ability of the EEMD-SOM-LGP design to predict streamflow at different time-steps.

Table 9. Statistical parameters for LGP-10.

<table>
<thead>
<tr>
<th>LGP-10</th>
<th>AARE</th>
<th>E</th>
<th>R</th>
<th>NMBE</th>
<th>NRMSE</th>
<th>%MF</th>
<th>Eper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q(t+1)</td>
<td>Training</td>
<td>16.611</td>
<td>0.969</td>
<td>0.985</td>
<td>2.327</td>
<td>0.287</td>
<td>−1.055</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>17.612</td>
<td>0.963</td>
<td>0.981</td>
<td>2.770</td>
<td>0.311</td>
<td>−5.627</td>
</tr>
<tr>
<td>Q(t+2)</td>
<td>Training</td>
<td>28.289</td>
<td>0.936</td>
<td>0.968</td>
<td>1.047</td>
<td>0.411</td>
<td>−8.476</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>29.799</td>
<td>0.929</td>
<td>0.964</td>
<td>1.496</td>
<td>0.427</td>
<td>−3.851</td>
</tr>
<tr>
<td>Q(t+3)</td>
<td>Training</td>
<td>41.465</td>
<td>0.908</td>
<td>0.953</td>
<td>3.348</td>
<td>0.497</td>
<td>8.041</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>43.365</td>
<td>0.902</td>
<td>0.950</td>
<td>3.355</td>
<td>0.502</td>
<td>6.664</td>
</tr>
<tr>
<td>Q(t+4)</td>
<td>Training</td>
<td>51.129</td>
<td>0.890</td>
<td>0.944</td>
<td>2.468</td>
<td>0.540</td>
<td>−16.739</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>54.369</td>
<td>0.874</td>
<td>0.935</td>
<td>3.095</td>
<td>0.568</td>
<td>−5.348</td>
</tr>
</tbody>
</table>

Other model designs were assessed but are not reported (Tables S11–S18). For example, using LGP as a standalone was deemed non-effective, as considerable lag developed between observed and predicted values. To account for the need to include the basin’s response to precipitation when using LGP as a standalone application, models could incorporate forecasted precipitation information, although at the expense of new issues. Utilizing an EEMD-LGP design eliminated this lag and returned strong results, although not as effective as when incorporating an SOM into the model design. For example, at Q(t+3), the EEMD-LGP model returned an AARE of 47.832, an E of 0.889, and an Eper of 0.522, while the EEMD-SOM-LGP design returned an AARE of 43.365, an E of 0.902, and an Eper of 0.591 at Q(t+3). Utilizing the EEMD-SOM-LGP design also minimized the negative effect on %MF, as values without the application of the SOM were all negative and in double digits. For comparative
purposes, these models can be found in the supplementary material. Figure 9 compares LGP-10 with LGP as a standalone application for predicting streamflow at three days ahead.

**Figure 8.** $Q(t+3)$ predicted vs observed for LGP-10 and LGP as a standalone.

**Figure 9.** Scatter plots of observed vs. predicted for models in LGP-10. (a) Streamflow at 1 day ahead; (b) streamflow at 2 days ahead; (c) streamflow at 3 days ahead; (d) streamflow at 4 days ahead.
5. Conclusions

This study focused on assessing the effectiveness of LGP as a standalone application and in hybrid designs with EEDM and an SOM to capture streamflow, while also focusing on the ability of the hybrid design to forecast streamflow multiple time-steps ahead. Daily average rainfall and streamflow data from the Kentucky River Basin were utilized to develop each of the models, with a number of different statistical parameters being used to evaluate their performance.

The findings from this study suggest that LGP works very well when utilized with EEMD-derived runoff data, and even better when an SOM is utilized to create separate data classes composed of EEMD-derived runoff information and observed values with each class being run as a separate model. Selecting the appropriate IMFs is largely up to the user’s knowledge of the data, with the five highest frequency IMFs being determined to provide the greatest degree of predictive performance in regards to this catchment.

Utilizing LGP as a standalone application to capture streamflow resulted in very similar findings when compared to the best performing ANN model from [10], which was developed over the same dataset and input variables and trained through a genetic algorithm. Classifying the input space through an SOM before modeling each class through LGP did not prove to be worthwhile without the inclusion of EEMD-derived runoff subcomponents. When EEMD-derived runoff subcomponents were utilized with LGP, all the statistical parameters significantly improved, aside from %MF. Including all three techniques together in an EEMD-SOM-LGP structure resulted in the strongest performance of all the reported models. The design also proved highly effective for making predictions multiple time-steps ahead.

The fast processing environments of LGP, SOM, and EEMD make them very good data-driven techniques for forecast modeling, especially when utilized together. Streamlining all the techniques into a single application would benefit forecast modelers. As the findings from this study are preliminary in nature, they should be reinforced on additional basins and for forecasting other natural signals. Also, developing a more comprehensive method for the selection of the appropriate IMF components could be investigated and implemented, likely further improving results.

Supplementary Materials: The following are available online at www.mdpi.com/2073-4441/8/6/247/s1.
Table S1: Average impact and frequency of occurrence for of input parameters of models that used LGP as a standalone application; Table S2: Variables included in LGP standalone models; Table S3: Statistical parameters for LGP standalone models in Table 2; Table S4: Input variables for models depicted separated Rising/Falling trends using LGP as a standalone application; Table S5: Statistical parameters for models depicted separated Rising/Falling trends using LGP as a standalone application as depicted in Table S4; Table S6: Input Variables for tested error in precipitation record using LGP as a standalone application; Table S7: Statistical parameters for models depicted separated Rising/Falling trends using LGP as a standalone application as depicted in Table S6; Table S8: Frequency and average impact of input variables from models using EEMD-LGP design to capture streamflow; Table S9: Input variables for all tested EEMD-LGP models; Table S10: Statistical parameters for EEMD-LGP models depicted in Table S9; Table S11: Output and input variables for LGP as standalone application for predicting ahead; Table S12: Statistical parameters for LGP standalone models for predicting ahead as depicted in Table S11; Table S13: Output and input variables for LGP as standalone with updated precipitation record to account for delays between actual and predicted streamflow (forecasted rainfall would need to be used); Table S14: Statistical parameters for models described in Table S13 which used LGP as a standalone application to predict streamflow multiple time-steps ahead; Table S15: Output and input variables EEMD-LGP models predicting ahead; Table S16: Statistical parameters for models described in Table S15 which used a EEMD-LGP design and the known precipitation record to predict streamflow multiple time-steps ahead; Table S17: Output and input variables for EEMD-LGP models that would require forecasted precipitation; Table S18: Statistical parameters for models in Table S17 which used a EEMD-LGP design to predict streamflow multiple time-steps ahead while requiring forecasted precipitation data.
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