Spatio-Temporal Analysis of Water Quality Parameters in Machángara River with Nonuniform Interpolation Methods
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Abstract: Water quality measurements in rivers are usually performed at intervals of days or months in monitoring campaigns, but little attention has been paid to the spatial and temporal dynamics of those measurements. In this work, we propose scrutinizing the scope and limitations of state-of-the-art interpolation methods aiming to estimate the spatio-temporal dynamics (in terms of trends and structures) of relevant variables for water quality analysis usually taken in rivers. We used a database with several water quality measurements from the Machángara River between 2002 and 2007 provided by the Metropolitan Water Company of Quito, Ecuador. This database included flow rate, temperature, dissolved oxygen, and chemical oxygen demand, among other variables. For visualization purposes, the absence of measurements at intermediate points in an irregular spatio-temporal sampling grid was fixed by using deterministic and stochastic interpolation methods, namely, Delaunay and k-Nearest Neighbors (kNN). For data-driven model diagnosis, a study on model residuals was performed comparing the quality of both kinds of approaches. For most variables, a value of $k = 15$ yielded a reasonable fitting when Mahalanobis distance was used, and water quality variables were better estimated when using the kNN method. The use of kNN provided the best estimation capabilities in the presence of atypical samples in the spatio-temporal dynamics in terms of leave-one-out absolute error, and it was better for variables with slow-changing dynamics, though its performance degraded for variables with fast-changing dynamics. The proposed spatio-temporal analysis of water quality measurements provides relevant and useful information, hence complementing and extending the classical statistical analysis in this field, and our results encourage the search for new methods overcoming the limitations of the analyzed traditional interpolators.
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1. Introduction

Pollution is related to the introduction into the environment of substances, from anthropogenic or natural origin, which are harmful or toxic to humans and ecosystems. Pollution usually alters the chemical, physical, biological, or radiological integrity of soil, water, and living species, resulting in alterations of the food chain, with effects on human health [1,2]. In particular, water pollution is mainly due to the increment in urban and industrial density. Growing population waste poses a threat...
to public health and jeopardizes the continuous use of water reserves [3]. For example, contamination of watercourses is a consequence of wastewater discharge, from municipal, industrial, or farming runoffs [4]. Typically, urban wastewater is a complex mixture containing water (usually over 99%) mixed with organic and inorganic compounds, both in suspension and dissolved with very small concentrations (mg/L) [5]. Globally, two million tons of wastewater are discharged into the world waterways [6]. Wastewater Treatment Plants (WWTPs) are used to combat water pollution of rivers in communities (municipalities) reducing suspended solids and the organic load to accelerate the natural process of water purification [3,7].

On the other hand, several properties and factors are usually considered in the water quality analysis and in the monitoring of pollution water sources in order to assess the impact of water pollution on flora, fauna, and humans. Water appearance, color or turbidity, temperature, taste, and smell often describe the physical properties of drinking water, whereas the water chemical characterization includes the analysis of organic and inorganic substance concentrations. Microbiological features are related to pathogenic agents (bacteria, viruses, and protozoa), which are relevant to public health and usually modify the water chemistry. In addition, radiological factors could be also considered in areas where water comes into contact with radioactive substances [8]. Other specifications such as water hardness, pH, acidity, oils, and fats can also be taken into account in the water quality analysis.

Water quality monitoring focuses on programmed sampling, measurement, and recording of regulated water quality parameters. The water quality management in rivers can be more efficient when: (1) monitoring of rivers is continuous, hence its seasonal behavior can be characterized; (2) the sampling period is based on the spatio-temporal dynamics (trends or patterns) of the measured variables; (3) the choice of the sampling sites takes into account the basin irregularities; and (4) other factors at the study area are taken into consideration, such as population and industrial growth. Measurements are not usually taken uniformly at determined locations and times during the monitoring campaigns, and the pollutant concentrations in river waters do not follow linear variations. Therefore, the use of mathematical models with basic physics (that govern the transport process of pollution) and linear models can be complemented with data-driven models for modeling the river contaminants dynamics, in the sense of trends and spatio-temporal structures [9].

For these reasons, several scientific works have scrutinized different spatio-temporal analysis of water quality from a statistical point of view, in order to understand their behavior and help to generate water decontamination designs in a more efficient way. Siyue et al. analyzed up to 41 sites at the Han River (China) during 2005 and 2006 in order to explore the spatio-temporal variations in the basin [10]. Cluster methods and analysis of variance (ANOVA) grouped the 41 sampling sites into five statistically significant clusters. Results showed that dissolved inorganic nitrogen and nitrates had large spatial variability, while nitrogen had a relatively higher concentration in wet seasons compared with dry seasons, and phosphorous had the opposite trend. On the other hand, Serre et al. used the Bayesian maximum entropy to analyze spatio-temporal variability of water quality parameters in the case of phosphate estimation along the Raritan River basin (New Jersey, USA) between 1990 and 2002 [11]. The database consisted of 1305 phosphate measurements at 55 monitoring stations. Their results showed that the spatio-temporal analysis improves the purely spatial analysis when the water samples are noisy and scarce. In addition, Duan et al. proposed a statistical multivariate analysis including cluster analysis, discriminant analysis and principal component analysis/factor analysis to distinguish spatio-temporal variation of water quality and contaminants [12]. Fourteen parameters were studied in 28 sites of Eastern Poyang Lake Basin, Jiangxi Province of China from January 2012 to April 2015. This work also pointed out the spatio-temporal analysis as a tool to help in the optimization of the water quality monitoring programs. The impact of wastewater was also scrutinized in a detailed anthropogenic study of the Henares River (Spain) [13]. The Henares River runs through residential, industrial, and farming areas. Thus, strategic points were chosen along the river, with five stations upstream of a WWTP, and five stations downstream. Six monitoring campaigns were carried out between April and June 2010, assembling 36 water samples altogether. Descriptive statistics, such as
frequency or mean of pollutant concentration and uni-dimensional graphical representations were used to analyze their spatial and temporal evolution, showing the influence of the wastewater discharge and of the farm areas’ proximity. For example, high concentrations of polycyclic aromatic hydrocarbons, which are usually adsorbed on the river sediments, still continued along the Henares River regardless of season. Note that all these results point out the relevance of the observable dynamics of these pollutants with respect to time and space. This work pointed out the importance of the spatio-temporal analysis in order to visualize the trends of some compounds in the rivers, which could determine a possible relationship between river water contamination and wastewater effluent discharges.

However, and to the best of our knowledge, the variability of measurements jointly expressed in space and time has not been explored for analyzing the spatio-temporal distributions of water quality variables. In the present work, we propose scrutinizing the scope and limitations of state-of-the-art interpolation methods aiming to estimate the spatio-temporal dynamics (in terms of trends and structures) of relevant variables for water quality analysis usually taken in rivers. For visualization purposes, the absence of measurements at intermediate points in an irregular spatio-temporal sampling grid is fixed by using deterministic and stochastic interpolation methods, namely, Delaunay and \( k \)-Nearest Neighbors (\( k \)NN). For data-driven model diagnosis, a study on model residuals is performed, allowing for comparison of the model quality for both kinds of approaches.

These methods are here applied to pollution measurements at the Machángara River and its tributaries in Quito, Ecuador. Whereas several previous studies of Machángara River pollution have been made since 1977 [14], they have conducted statistical analysis on specific variables such as phosphates, pesticides, nitrates, and hydrocarbons, but a more detailed and complete view of the wastewater dynamics can still be addressed.

The rest of this paper is as follows. In Section 2, the materials and methods are explained, including the mathematical description of the interpolation algorithms and details of the database used for this analysis. In Section 3, results are presented for a number of measured variables, the algorithmic performance is benchmarked, a comparative analysis is made on the data-driven residuals of the models with both methods, and the analysis on several environmental variables and their spatio-temporal dynamics is described. In Section 4, the results are discussed, and in Section 5, the main conclusions are presented.

2. Materials and Methods

2.1. Study Area

Quito, the capital of Ecuador, is located at approximately 2815 m above sea level, at UTMWGS84 coordinates with latitude 9973588.50 [00°13′47″ S] and longitude 776529.41 [78°31′30″ W], as depicted in Figure 1, and it had an average temperature of 14 °C between 2002 and 2007. The Machángara River was chosen for this study because it is the main wastewater collector of Quito. This river runs through the city from south to north, collecting wastewater at a distance of approximately 22 km, and it receives about 75% of the city waste. Along the river pathway, 25 water quality monitoring stations are installed [14,15]. For our work, six stations were chosen in the upstream section of the River, within a reach of about 10 km, in order to monitor large amounts of wastewater. The identification of the monitoring stations is shown in Table 1, and the water quality parameters to be analyzed are described in Table 2.

Sixty-four monitoring campaigns were carried out to measure 15 water quality parameters between 2002 and 2007. Note that a value of each parameter is usually collected in each campaign. However, some water quality parameters are sometimes not collected, and also more than one value can be registered in several campaigns. The number of water quality measurements available for each variable is shown in Table 3. In the same time period, rainfall measurements were conducted at one weather station near the study area, and these measurements were assembled to compare rainfall with water quality variables at the Machángara River.
The preprocessing of the water quality database required the design of the following modules in Matlab™ (R2014b, TheMathWorks Inc., Natick, MA, USA): (1) station selection, which allowed the graphical selection of water quality monitoring stations from a map of Quito and those measurements; and (2) model estimation with smoothing interpolation methods and its representations, which allows us to work with the database of the selected monitoring stations in specific sections along the Machángara River. The latter module also helped to calculate the Mean Absolute Error (MAE) for the two studied interpolation algorithms, namely, Delaunay and kNN algorithms.

Table 1. Monitoring Stations of Machángara River. ST1 is the first station and \( d \) is the distance from each station with respect to the first one. Each monitoring station name is followed by the original code provided by the Metropolitan Water Company of Quito, Ecuador.

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Code</th>
<th>( d ) (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R. Mch. El Recreo (2.07)</td>
<td>ST1</td>
<td>0.00</td>
</tr>
<tr>
<td>R. Mch. Villaflora (2.08)</td>
<td>ST2</td>
<td>1.75</td>
</tr>
<tr>
<td>R. Mch. El Sena (2.09)</td>
<td>ST3</td>
<td>2.75</td>
</tr>
<tr>
<td>R. Mch. El Trébol (2.10)</td>
<td>ST4</td>
<td>4.91</td>
</tr>
<tr>
<td>R. Mch. Las Orquídeas (2.11)</td>
<td>ST5</td>
<td>6.31</td>
</tr>
<tr>
<td>Q. El Batán (1.09)</td>
<td>ST6</td>
<td>9.49</td>
</tr>
</tbody>
</table>
Table 2. Studied water quality parameters for the case study of the Machángara River.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Acronym</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate</td>
<td>Q</td>
<td>m³/s</td>
</tr>
<tr>
<td>Temperature</td>
<td>T</td>
<td>°C</td>
</tr>
<tr>
<td>Dissolved Oxygen</td>
<td>DO</td>
<td>mg/L</td>
</tr>
<tr>
<td>Biochemical Oxygen Demand</td>
<td>BOD</td>
<td>mg/L</td>
</tr>
<tr>
<td>Chemical Oxygen Demand</td>
<td>COD</td>
<td>mg/L</td>
</tr>
<tr>
<td>BOD/COD ratio</td>
<td>BOD/COD</td>
<td></td>
</tr>
<tr>
<td>Total Dissolved Solids</td>
<td>TDS</td>
<td>mg/L</td>
</tr>
<tr>
<td>Total Suspended Solids</td>
<td>TSS</td>
<td>mg/L</td>
</tr>
<tr>
<td>Ammonia</td>
<td>NH₃</td>
<td>mg/L</td>
</tr>
<tr>
<td>Total Nitrogen</td>
<td>TNK</td>
<td>mg/L</td>
</tr>
<tr>
<td>Nitrate</td>
<td>NO₃</td>
<td>mg/L</td>
</tr>
<tr>
<td>Phosphates</td>
<td>PO₄</td>
<td>mg/L</td>
</tr>
<tr>
<td>Detergents</td>
<td>DET</td>
<td>mg/L</td>
</tr>
<tr>
<td>Oils and Fats</td>
<td>O&amp;F</td>
<td>mg/L</td>
</tr>
<tr>
<td>Total Escherichia coli</td>
<td>ColiT</td>
<td>mg/L</td>
</tr>
</tbody>
</table>

Table 3. Interpolation errors for each variable with nonuniform interpolation methods.

<table>
<thead>
<tr>
<th>Variable</th>
<th>No. Measur.</th>
<th>MAE (Dela_lin)</th>
<th>MAEr (Dela_lin)</th>
<th>MAE (Dela_nea)</th>
<th>MAEr (Dela_nea)</th>
<th>MAE (k = 15)</th>
<th>MAEr (k = 15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>306</td>
<td>0.60</td>
<td>0.23</td>
<td>0.71</td>
<td>0.27</td>
<td>0.58</td>
<td>0.22</td>
</tr>
<tr>
<td>T</td>
<td>393</td>
<td>1.88</td>
<td>0.11</td>
<td>2.00</td>
<td>0.12</td>
<td>1.88</td>
<td>0.11</td>
</tr>
<tr>
<td>DO</td>
<td>329</td>
<td>1.16</td>
<td>0.47</td>
<td>1.28</td>
<td>0.52</td>
<td>1.03</td>
<td>0.42</td>
</tr>
<tr>
<td>BOD</td>
<td>396</td>
<td>47.24</td>
<td>0.31</td>
<td>52.14</td>
<td>0.34</td>
<td>49.14</td>
<td>0.32</td>
</tr>
<tr>
<td>COD</td>
<td>396</td>
<td>106.99</td>
<td>0.30</td>
<td>122.36</td>
<td>0.34</td>
<td>114.96</td>
<td>0.32</td>
</tr>
<tr>
<td>BOD/COD</td>
<td>396</td>
<td>0.66</td>
<td>0.25</td>
<td>0.65</td>
<td>0.25</td>
<td>0.79</td>
<td>0.30</td>
</tr>
<tr>
<td>TSS</td>
<td>136</td>
<td>122.54</td>
<td>0.47</td>
<td>142.42</td>
<td>0.55</td>
<td>123.94</td>
<td>0.47</td>
</tr>
<tr>
<td>TDS</td>
<td>392</td>
<td>51.18</td>
<td>0.17</td>
<td>54.34</td>
<td>0.18</td>
<td>50.93</td>
<td>0.16</td>
</tr>
<tr>
<td>NH₃</td>
<td>377</td>
<td>3.09</td>
<td>0.15</td>
<td>3.08</td>
<td>0.15</td>
<td>4.66</td>
<td>0.22</td>
</tr>
<tr>
<td>TNK</td>
<td>82</td>
<td>2.90</td>
<td>0.08</td>
<td>2.70</td>
<td>0.08</td>
<td>4.25</td>
<td>0.12</td>
</tr>
<tr>
<td>NO₃</td>
<td>286</td>
<td>0.59</td>
<td>0.33</td>
<td>0.63</td>
<td>0.35</td>
<td>0.65</td>
<td>0.36</td>
</tr>
<tr>
<td>PO₄</td>
<td>362</td>
<td>0.90</td>
<td>0.32</td>
<td>0.91</td>
<td>0.32</td>
<td>1.08</td>
<td>0.38</td>
</tr>
<tr>
<td>DET</td>
<td>381</td>
<td>0.27</td>
<td>0.26</td>
<td>0.27</td>
<td>0.27</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>O&amp;F</td>
<td>270</td>
<td>10.71</td>
<td>0.72</td>
<td>10.64</td>
<td>0.72</td>
<td>10.37</td>
<td>0.70</td>
</tr>
<tr>
<td>ColiT</td>
<td>345</td>
<td>1.53</td>
<td>0.46</td>
<td>1.54</td>
<td>0.47</td>
<td>1.54</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Average 324 0.31 0.33 0.32 0.32

Note: Mean Absolute Error (MAE) and relative error of MAE (MAEr) for Delaunay linear (DelaLin), Delaunay nearest (Dela_nea) and k-Nearest Neighbors (kNN) methods.

2.2. Interpolation Algorithms

Our aim in the present work is to show that statistical interpolation can yield relevant information on the underlying dynamics of the analyzed variables, which can complement the current knowledge and analysis of measurements themselves. The proposed interpolation techniques not only improve data visualization, but they also allow the identification of trends and structures that are consistently supported by measurements being close in time or space. The result of such an interpolation process can provide an enhanced information view for assisting water analysts. Note that we are actually working here with two conventional and well-known approaches, namely, deterministic interpolation (given by Delaunay) and statistical interpolation (given by kNN). The first one does not provide more than just a grid visualization of time-spatial data, and the second one is well known in the machine learning literature for being able to provide us with the dynamics or trends in the underlying evolution of the measured variables. As a result, these trends are more easily and consistently observed in statistical interpolation approaches, especially when noise and perturbations are clearly present in the
measurements. Note that, in this case, the interpolation process can be seen as a smoothing estimation process, which identifies the consistent trends and separates them from the system perturbations, as estimated by the model residuals.

In studies about multi-dimensional variables, it can be useful to search for dependencies among them; therefore, the construction of mathematical models should be able to describe those existing relationships. Regression models can explain the dependency relationship between a response variable and one or more independent or explanatory variables in such a way that these models can estimate new values from a new unobserved set of measurements from the explanatory variables.

The use of non-parametric regression is sometimes suitable when a response is difficult to obtain in terms of physical models or when the measuring methods are expensive. The main objective of the interpolation is to estimate one or more unknown independent variables from a given set of simultaneously measured samples from the independent variables and the response variable.

An intermediate goal in this work is to fill up the regular grid in the quantitative representation of water quality measurements at those times when no monitoring campaigns were conducted, and in those spaces of rivers where there are no monitoring stations. The interpolation methods used in this work were Delaunay Triangulation and kNN.

2.2.1. Interpolation with Delaunay Triangulation

The interpolation with Delaunay triangulation has been used in digital cartography for the generation of digital terrain models [16]. The starting point of this method is a cloud of three-dimensional (3D) points, usually irregularly spatial distributed, which allows us to represent surfaces digitally. This triangulation approximates surfaces by irregular and planar triangles that connect the 3D points. In this work, we do not use the 3D spatial coordinates of the points as input space, but instead we pursue a representation for two-dimensional input spaces given by the time and location (in terms of the distance along the river path), where a measurement was taken.

The Delaunay interpolation method is based on Voronoi diagrams and Delaunay triangulation, which uses the Euclidean distance as interpolation criterion [17]. Given two points in the spatio-temporal plane \((x, t)\), denoted as \(p_1 = (x_1, t_1)\) and \(p_2 = (x_2, t_2)\), the Euclidean distance among them is

\[
dist(p_1, p_2) := \sqrt{(x_1 - x_2)^2 + (t_1 - t_2)^2}.
\]  

Let \(P = \{p_1, p_2, ..., p_n\}\) be a set of \(n\) distinct points (or sites) in the spatio-temporal plane. The Voronoi diagram of \(P\) is the subdivision of the plane in \(n\) cells (Figure 2a), one for each site in \(P\). The condition is that a point \(p\) lies in the cell corresponding to a site \(p_i\) if and only if \(dist(p, p_i) < dist(p, p_j)\) for each \(p_j \in P\) with \(j \neq i\). The Voronoi diagram of \(P\) is denoted by \(Vor(P)\), and it indicates only the edges and vertices of the subdivision \(p_i\) [17]. Graph \(G\) has a node for every Voronoi cell equivalent for every site, and the union of external edges for each \(G\) conforms a polygon \(Pol\).

Figure 2b shows the measurements (m axe) of a variable which forms a polyhedron of irregular triangles where the measurements are the vertices. Note that bold upercases are used to represent points (vertices of irregular triangles which form a polyhedron) defined in the coordinates \((x, t, m)\), while the projections of these vertices in the plane \((x, t)\) are represented by bold lowercases. For example, samples represented by points \(A, B,\) and \(C\) form a triangle polyhedron, and when it is projected in the plane \((x, t)\), a new triangle with \(p_1, p_2,\) and \(p_3\) vertices is formed. The estimated value, \(m_E\), at a new point \(E = (x_E, t_E)\), is obtained two-fold: (1) a Delaunay triangle, which encloses the point \(E\), is found; and (2) \(m_E\) is computed as the results of applying the values \(x_E\) and \(t_E\) in the plane equation defined by the points \(A, B\) and \(C\) in the linear interpolation, and as the \(m_E\) value of the nearest neighbor vertex in the nearest interpolation.
2.2.2. kNN Interpolation

The kNN rule is among the simplest statistical learning tools in density estimation, classification, and regression. Trivial to train and easy to code, the nonparametric algorithm is surprisingly competitive and fairly robust to errors when using cross-validation procedures [18]. The fitting is made by using only those measurements close to the target point \( p_e \). A function of weights assigned to each \( p_i \) is based on the distance from \( p_e \).

The usual calculation methods of known distances are Euclidean, Manhattan, Minkowski, weighted Euclidean, Mahalanobis, and Cosine, among others. The Mahalanobis distance between two points \( p_1 \) and \( p_2 \) is defined as

\[
\text{dist}_M(p_1, p_2) = \sqrt{(p_1 - p_2)' \Sigma^{-1} (p_1 - p_2)},
\]

where \( \Sigma \) is the covariance matrix. Mahalanobis distance has advantageous properties compared to the use of Euclidean distance, namely, it is invariant to changes in scale, and it does not depend on measurements units. By using matrix \( \Sigma^{-1} \), we consider correlations between variables and redundancy effect. The estimation function of \( p_e \) is represented by \( \hat{f}(p_e) \), and it is estimated according to Distance Weighted Nearest Neighbor algorithm as

\[
\hat{f}(p_e) = \frac{\sum_{i=1}^{k} w_i f(p_i)}{\sum_{i=1}^{k} w_i},
\]

where \( f(p_i) \) represents the samples near \( p_e \), and \( w_i \) is the weights function that is defined in terms of Mahalanobis distance as

\[
w_i = \frac{1}{\text{dist}_M(p_e, p_i)^2}.
\]

2.3. Performance Measures

The goal of any data-driven methodology is to estimate (learn) a useful model of the unknown system from available data. A criteria related to usefulness is the prediction accuracy (generalization), related to the capability of the model to provide accurate estimates for future data. In the learning problem, the goal is to estimate a function by using a finite number of training samples. The availability of a finite number of training samples implies that any estimate of an unknown function is often inaccurate. In regression learning problems, we can obtain a measurement of the performance in
terms of the generalization capabilities of the model, with the goal of minimizing the empirical risk as described below [19].

Given \( D = (x_i, t_i, m_i)_{i=1}^n \) as the training set, the pairs \((x_i, t_i)\) are identified as inputs and \((m_i)\) as outputs, where \(x\) represents the distance, \(t\) is time, and \(m\) is any water quality measurement. The basic goal of supervised learning is to use the training set \(D\) to learn a function \(\hat{f}\) (in the hypothesis space \(H\)) that evaluates at a new pair \((x, t)\) and estimates its associated value \((m)\).

In order to measure the quality of \(\hat{f}\) function, we use a loss function denoted by \(l(\hat{f}, D)\). The estimation for a given \((x, t)\) is \(\hat{f}(x, t)\), and the true value is \((m)\). One of the loss functions used in this paper is the absolute error loss, which can be written as

\[
l(\hat{f}, D) = |\hat{f}(x, t) - m|.
\]

Given a function \(\hat{f}\), a loss function \(l\), and a probability distribution \(g\) over \((x, t)\), the generalization error (also called actual error) of \(\hat{f}\) is defined as

\[
R_{gen}[\hat{f}] = E_D l(\hat{f}, D),
\]

which is also the expected loss on a new example which has been randomly drawn from the distribution.

In general, we do not know \(g\) and cannot compute \(R_{gen}[\hat{f}]\). Therefore, we use the empirical error (or risk) of \(\hat{f}\) as

\[
R_{emp}[\hat{f}] = \frac{1}{n} \sum_{i=1}^{n} l(\hat{f}, D_i),
\]

and when the loss function is the absolute error loss, the empirical error is

\[
R_{emp}[\hat{f}] = \frac{1}{n} \sum_{i=1}^{n} |\hat{f}(x_i, t_i) - m_i|,
\]

which is the risk function used in this work, but from now on, we will use for it MAE, \(20,21\),

\[
\text{MAE} = R_{emp}[\hat{f}].
\]

Therefore, predictive performance of regression models can be estimated by using standard metrics such as the regression MAE.

The loss function can be calculated using the validation data, which are sensitive to the choice of the validation set. This is a problem when the data set is small, and, in these cases, the cross validation technique allows more efficient use of available data \(22\). For statistical result evaluation, the \(k\)-fold cross-validation method was used here, where data are partitioned into \(k\) subsets or folds, \(D_1, D_2, ..., D_k\) that are generally of the same size. A \(D_1\) partition serves for testing and the remaining ones for training. On the first iteration, \(D_1\) is used for the test and the remaining \(D_2, D_3, ..., D_k\) for training. Therefore, \(k\) iterations are carried out until \(D_k\) are tested, and the others are used for training. Each data set sample is used once for training and after that just for testing. Leave-one-out is a special case of \(k\)-fold cross-validation where \(k\) is set to number of initial tuples. That is, only one sample is “left out” at a time for the test set. Therefore, in this work, we have used Leave-One-Out for the estimation of the MAE in the two interpolation algorithms used here, called Delaunay (either with linear or with nearest criterion) and \(k\)NN (with Mahalanobis distance).

2.4. Behavior of Interpolation Errors

Given that the interpolation error depends on the analyzed variable, the number of measurements, and the interpolation method, it is advisable to use a relative error of the MAE value. Following \(23\), in this work, we use

\[
\text{MAE}_r = \frac{\text{MAE}}{u},
\]

where \(u\) is the unit of measurement.
where $\text{MAE}_r$ is the relative error of MAE, and $u$ is the average value of each variable of water quality.

On the other hand, the MAE obtained by the $k$NN algorithm for different variables of water quality depends on the $k$ parameter, which takes different values due to the nature of each variable.

3. Results

In this section, the performance of the interpolation algorithms is analyzed, based on data from monitoring campaigns conducted in irregular time periods and non-uniform distances between stations. This is a usual situation, which can be due to logistical problems or bad weather conditions, among other factors.

3.1. Free Parameter $k$ and Algorithm Comparisons

In order to establish a comparison between deterministic and statistical interpolation, we started by scrutinizing the value of $k$ to be used as a free parameter in the $k$NN algorithm. Figure 3 shows the changes of $\text{MAE}_r$ with respect to $k$. It can be observed that we almost always need few neighbors for yielding a value close to the minimum MAE. As errors decrease very slowly after some point, and for computational simplicity, we decided to use $k = 15$ for all the $k$NN variable models. On the other hand, Figure 4 shows the variability of $\text{MAE}_r$ with respect to the normalized number of measurements. It can be observed that $\text{MAE}_r$ is reduced by increasing the number of available samples, though a extremely reduced number of available samples sometimes can yield an apparently reduced error, probably due to the poor representation of the dynamics in these cases.

![Figure 3. Behavior of $\text{MAE}_r$ for different $k$ values.](image)

![Figure 4. $\text{MAE}_r$ for different normalized numbers of measurements. DL-$\text{MAE}_r$ is for Delaunay linear, DN-$\text{MAE}_r$ is for Delaunay nearest, and $k$NN-$\text{MAE}_r$ is for $k$NN method.](image)
Table 3 presents the MAE of each variable obtained with each interpolation algorithm (with \( k = 15 \) for \( k \)NN). Note that MAE values are significantly different among water quality variables, and because of that, we also included the relative MAE (MAE\(_r\)). The average value of MAE\(_r\) was 0.31 for Delaunay-linear, 0.33 for Delaunay-nearest, and 0.32 for \( k \)NN, which, roughly speaking, shows that about two thirds of the variations are jointly explained by the underlying dynamics.

We also analyzed which interpolation method provides with the best estimation of the dynamics (i.e., trends or patterns) for the observed variables. Figure 5a shows the interpolation of \( \text{NH}_3 \) with Delaunay-linear, which also resembles the one obtained by applying Delaunay-nearest shown in Figure 5b. Both interpolation techniques present a typical step-like view of the interpolated variable. On the other hand, Figure 5c shows the interpolation results of \( \text{NH}_3 \) with the \( k \)NN method. In this later case, data dynamics are better observed because of the improved smoothing, allowing us to easily see spatial and temporal trends. As another example, Figure 5d shows \( \text{PO}_4 \) interpolation with Delaunay-linear, while Figure 5e shows a noticeable smoothing when the \( k \)NN method is used. Again, the \( k \)NN technique shows more clearly some spatial trends for the \( \text{PO}_4 \) variable. Figure 5f shows another example of the ColiT interpolation when using the \( k \)NN method, displaying the dynamics of some trends and consistent peaks on it. Interpolation errors of each method on each variable are detailed in Table 3.

Figure 6a shows the rainfall in the study area during the period 2002–2007 recorded by a nearby weather station. This information is included for comparison of some of the water quality variables in the same figure. The variables in Figure 6 are Q, T, DO, BOD/COD, and TNK, whose representations are drawn in elevation view for better visual observation of their spatio-temporal dynamics. As far as Figures 5 and 6 show eight variables of a total of 15 water quality parameters of Machángara River, the seven remaining variables that are not represented are BOD, COD, TDS, TSS, \( \text{NO}_3 \), DET, and O&F. It should be noted that those representations exhibit a similar smoothing compared to the eight variables previously represented when using the \( k \)NN method.

Figure 5. Cont.
Figure 5. Results of Delaunay and kNN Interpolation methods: (a) NH₃ with Delaunay linear; (b) NH₃ with Delaunay nearest; (c) NH₃ with kNN; (d) PO₄ with Delaunay linear; (e) PO₄ with kNN; and (f) ColiT with kNN.

Figure 6. Spatio-temporal variation: (a) rainfall level in Quito from 2002 to 2007 at ‘La Tola’ monitoring station; (b) Q; (c) DO; (d) T; (e) BOD/COD; (f) TNK.
3.2. Analysis of the Spatio-Temporal Model Residuals

In the previous section, it was not clear which interpolation method performed better just in terms of averaged error. For a fair benchmarking, we proposed making an analysis on the spatio-temporal distribution of the model residuals. Taking into account that the leave-one-out residual was obtained for each method in each sample, Figure 7 displays the difference in terms of Absolute Error (AE) between kNN and Delaunay methods for six different variables. Blue markers represent the difference of AE (ΔAE = AE_{Delaun} − AE_{kNN}) when Delaunay obtains worse performances than kNN (i.e., for the case AE_{Delaun} − AE_{kNN} > 0) and red markers are shown otherwise (i.e., for the case ΔAE = AE_{kNN} − AE_{Delaun}).

![Figure 7](image)

Figure 7. Spatio-temporal distributions for |ΔAE| = |AE_{kNN} − AE_{Delaun}|: (a) O&F; (b) DET; (c) BOD/COD; (d) DO; (e) NO₃; and (f) PO₄.
From Figure 7, several ideas can be summarized. Although the largest differences (due to outliers or atypical measurements) can be obtained for both methods in some cases, as seen in (e,f), outliers are better treated by \(k\)NN in most of the cases, as seen in (a–d). In addition, \(k\)NN works better for some given variables, which are (a,b), and (d), whereas its performance can degrade compared to Delaunay in cases such as (e), or it can be similar in cases such as (f).

If we compare these results with the observations and estimation in Figure 5, it can be concluded that \(k\)NN works better for outliers and for slow-dynamics variables with smooth changes, whereas fast-dynamics variables can be over-smoothed by this method, and, then its model residuals are not capable of improving the trivial interpolation made by Delaunay.

3.3. Evolution of Water Quality Measurements

*Flow rate (Q).* Figure 6b shows the Machángara River flow rate, and it depends on several factors, namely, the tributaries formed by streams coming from the Pichincha volcano (Quito is a city located between the slopes of a volcano and the Machángara River), the runoffs due to rainfall in the upper basin of Quito, and the wastewater from domestic and industrial discharges in the central and the southern parts of the city. Additionally, Quito does not have independent pipes for domestic, industrial, or runoff water, but rather this wastewater is a composition of all them. Figure 8 represents the average of the maximum values of flow rates for each year from 2002 to 2007 of a total of 19 major tributaries upstream of the Machángara River. Figure 8 shows two peaks (\(m_3/s\)) that are present at about 500 days (2003) and 1250 days (2005), whereas we can see a decrease of the flow rate at 800 days (2004), likely due to the scarcity of rains. Although this represents an annually averaged measurements of flow rates, this plot and the rainfall one (Figure 6a) could better explain the evolution of water discharges into the river as shown in Figure 6b. In this last figure, two flow rate peak at about 500 and 1500 days are displayed, which could be due to rainfall and flow rate of the Machángara River’s tributaries. The changes in the total flow could affect the behavior of other water quality characteristics.

![Figure 8. Average of the maximum values of flow rates for each year (from 2002 to 2007) depicted when time is shown in days.](image-url)

*Dissolved Oxygen (DO).* Figure 6c shows that DO increases in space after about 2 km, and in time especially after January 2006 (1460 days). Figure 6d shows a temperature increase in the river’s water at the last station (9.49 km). As temperature increases, oxygen solubility decreases. Therefore, dissolved oxygen should be lower (see Figure 6c). In addition, it can be observed that DO increases during the last 600 days between ST3 and ST5. In this section, the Machángara River has a lot of stones and debris. This condition may cause an intensive crush of water against these materials, hence producing a large amount of small water bubbles. It is well known that as water bubbles get smaller, the liquid–gas interface area increases, and thus oxygen can be dissolved at a higher rate. As a result, DO should be
also higher. In addition, temperatures in the last 600 days in those stations showed a slight decrease which could also contribute to the increase of DO.

Temperature (T). Water temperature, shown in Figure 6d, is another relevant parameter in the study of the river water quality. It mainly depends on temperature of domestic and industrial discharges, rainfall, and environmental temperature. The spatio-temporal distribution shows two main effects, namely, an increase in the space after 8 km, and an increase after 6 km only present after 1750 days (October 2006). This temperature change in the last 300 days could be two-fold: (1) in general, the ambient temperature has increased in the last years due to the global warming effect, and the water of the Machángara River (shallow river) has also received the global impact increasing its temperature; and (2) population close to the river has also increased in that period of time. In fact, Quito’s population was 1,842,202 inhabitants in 2001, while it was 2,239,191 in 2010, a growth rate of 2.41% per year [24]. Thus, hot water for personal care, washing kitchen utensils, and cleaning activities in hospitals and industries are discharged in the river.

Biodegradability index (BOD/COD). Organic matter biodegradability can be estimated by the ratio between BOD and COD [25]. According to [26], the organic matter biodegradability is classified as follows:

- If $\text{BOD/COD} \geq 0.4$, then organic matter is very degradable.
- If $0.2 < \text{BOD/COD} < 0.4$, then organic matter is moderately degradable.
- If $\text{BOD/COD} \leq 0.2$, then organic matter is little degradable.

Figure 6e shows the BOD/COD ratio where there is a relatively stable value with distance. In the time period between 800 and 1200 days, there were several industries in the study area, which used to discharge a high amount of non-biodegradable liquid compounds. To investigate the pollution impact caused by their water discharges directly into the Machángara River in the time period of 2002 to 2007, there were taken into account a total of 54 representative industries of all cities upstream of the river, and there were two important industrial zones that had 15 industries (27.78%), mainly textiles (dyes) and food and beverage (dyes). The municipal authorities of Quito assessed industries that met wastewater treatment regulations before discharging them into river. Results showed that industries meeting water quality standards were 75% in 2005, 63% in 2006 and 69% in 2007. It is most likely that industries that did not meet environmental regulations contributed to a high load of non-biodegradable compounds discharged into the river. Unfortunately, there is no more information from the other years.

Total Nitrogen Kjeldahl (TNK). This variable is the sum of ammonia ($\text{NH}_3$) and ammonium ($\text{NH}_4^+$), and the maximum allowed value in Ecuador is 40 mg/L according to [27]. Figure 6f shows the TKN variation, which is in this case constrained to about the last 400 days of measurements. In general, there is a sustained level near the limit, both below and above it, for most of the available monitored periods.

4. Discussion

Since topography is stable with time, it can be treated with deterministic interpolation (such as the Delaunay algorithm). However, water dynamics can not be determined accurately by just deterministic interpolation, except for simple visualization purposes. Our work shows that statistical interpolation is capable of estimating the water dynamics with moderate model orders and distinguishing between dynamics, given by the spatio-temporal trends present in the model, and perturbations of a very different nature, given by the model residuals (including system perturbations, measurement errors, outliers and atypical values, and other uncertainty sources). Despite the main relevance of system knowledge to improve the water quality, our motivation for this work has been given by the idea that current system knowledge is partly guided by measurements. In addition, spatio-temporal statistical interpolation of measurements can enhance the information that can be extracted from the data for helping to improve the knowledge on the sources of pollution.

In many previous works, (i.e, [10,13]) databases built in no longer than two years were used. Alternatively, in this work, we used a five-year monitoring database, which allowed for a significant
amount of records of water quality parameters similar to the work described in [11,28]. Our database consisted of 64 monitoring campaigns and 4867 water quality records. This allowed us to build interpolation grids with a spatial resolution of 400 m and a temporal resolution of one day. We obtained a simple to adjust $k$ value by using the $k$NN algorithm where a stable and close to minimum MAE was achieved. This simplicity allowed us to construct a spatio-temporal grid with the measured water quality parameters and the data processed by nonuniform interpolation methods.

When analyzing the model residuals for comparison between $k$NN and Delaunay interpolation, we found that $k$NN estimation provides acceptable estimation of the variable dynamics in the presence of atypical samples, and in slow-dynamics variables, whereas it can present some over-smoothing effects on fast-changing variables. This suggests that, whereas conventional interpolation algorithms can provide acceptable estimation capabilities, further interpolation algorithms should be designed for overcoming their current limitations.

The MAE obtained for phosphates in [11] was 0.466 by using Bayesian methods, while, in this work, it is 1.08 when using $k$NN. This difference could be due to different water quality datasets, and, therefore, it does not stand for a straight comparison. However, we consider this previous work as comparable to ours in terms of estimation techniques. While [29] presents only the nitrate dynamics of the Turia River (Valencia Spain), in this paper we show nitrogen and other variables with good spatio-temporal resolution.

5. Conclusions

The proposed spatio-temporal analysis of water quality measurements using interpolation algorithms for measurements from campaigns can provide useful and relevant information on their dynamics, in the sense of trends and structure. This can complement the current knowledge from the experience and from physical models and help extend it. New methods of interpolation are encouraged to overcome the limitations of conventional interpolation methods in this scenario. While a secondary target, visualization of these trends provides a way of visually inspecting the data models, and residual visualization can provide data quality measurement of the estimation model under use and its uncertainty.

Water quality values resulting from the application of the smoothing interpolation algorithms, especially for those places that are difficult to reach and for irregular time periods, can also provide relevant information for designers of wastewater treatment plants. For example, it can be used for other sections of the Machángara River and make studies about inter-dependence between water quality variables, (e.g., nitrates and phosphates).

The database used in this work corresponds to a period between 2002 and 2007, a time period when few hydrology monitoring stations existed for capturing the rainfall in the city or near the study zone. Even today, there are no more water quality monitoring stations than those ones constructed in 2002–2007. The major contributors of wastewater in the Machángara River are domestic and industrial discharge, and furthermore, in our city, there were no separate pipes for rainfall and wastewater (and still today there are not yet any). For these reasons, in our study, we especially missed having denser spatial sampling rates (stations), as well as the always desirable increase in time sampling rates (measurement campaigns).

A limitation of this study is the lack of time records (the hour of the day) in which the water samples were collected and analyzed. Variables such as water temperature, concentrations of detergents, phosphates, oils and fats are not constant during the 24 h, since they depend on discharge of domestic and industrial wastewater and meteorological conditions. Therefore, conducting an extended study considering smaller time periods between samples for 24 h each day could provide us with useful information for studies on the uses of water than could be characterized by time and population type.
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