A Multi-Scale Approach in Hydraulic Characterization of a Metamorphic Aquifer: What Can Be Inferred about the Groundwater Abstraction Possibilities
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Abstract: Hard-rock aquifers, which constitute a water supply source in many countries, are highly heterogeneous and defining a realistic model of an aquifer can be extremely complex. The objective of this study was to hydraulically characterize a metamorphic aquifer in a representative area of Italy and to identify the most appropriate approach for tapping of groundwater in this challenging environment. The results of surface fracture surveys, injection tests, pumping tests, and a simplified numerical model were compared. From the surface fracture survey, a model of the rock mass characterized by a well-developed discontinuity network and by a high frequency of discontinuities resulted. The injection tests showed the extreme heterogeneity and the lower hydraulic conductivity of the rock mass in comparison with the results of the pumping tests. The independent estimate of the hydraulic parameter resulting from numerical model highlighted a range of values higher than those resulting from the pumping tests. The study demonstrated that the continuum medium approach can be used in the case of hard-rock aquifers with a dense network of discontinuities. The multi-scale approach is recommended for investigating hydraulic heterogeneity and significantly helps to identify the most promising areas for well locations and their characteristics in relation to the style of fracturing.
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1. Introduction

Hard-rock aquifers constitute a water supply source in many regions of Africa, America, and Asia. These aquifers are generally characterized by a low yield due to their low intrinsic primary permeability and porosity. Several factors influence the occurrence of groundwater in hard rocks, such as lithology, geomorphology, tectonics, and climate conditions.

Many studies have shown that hard-rock aquifers are comprised of weathered mantle and fissured bedrock where the groundwater movement takes place. The hydraulic conductivity and storage of the weathered mantle and underlying fissured bedrock are derived from geodynamic and geomorphic processes. The fissures have been explained by several processes, such as lithostatic decompression, tectonic activity, cooling stress, and weathering processes. These two layers make up a composite aquifer followed in depth by the fresh basement, which is only locally permeable where tectonic fractures are present [1–8].

Hard-rock aquifers, such as those constituted by plutonic and metamorphic rocks, are recognized to be highly heterogeneous, particularly in relation to the different degrees of fracturing. This implies that the bedrock transmissivity can vary over many orders of magnitude [3,7,9–13]. Therefore, well yields are highly variable, and a high incidence of well failure occurs. Thus, defining a sustainable pumping rate is more difficult here than in other cases because of the extremely complex aquifer behavior. In this case, more so than in other cases, considerations of the discontinuous flow system, anisotropy, and heterogeneity are required to develop a reasonable model of the aquifer.

To plan for the optimal management and sustainable groundwater development of these aquifers when the bedrock is densely fractured, the continuum approach is the characterization method frequently used. This approach is less expensive than discrete-fracture or hybrid approaches. Even if several studies have concluded that the porous medium approximation is valid in densely fractured aquifers [14–16], the scientific debate is still open, particularly with regard to the scale at which the approximation becomes appropriate [17–22].

In Italy, where hard rocks outcrop over large areas in the Alps, Calabria, and Sardinia, the hydrogeological properties of plutonic and metamorphic rocks are not well known. The groundwater yields of these aquifers (generally less than $5 \times 10^{-3}$ m$^3$/s per km$^2$) are lower than those in the more common carbonate and alluvial aquifers (up to $3 \times 10^{-2}$ m$^3$/s per km$^2$), which are widely used for the water supply. The interest in hard-rock aquifers is, thus, generally scarce; nevertheless, the large extent of these rocks and the scarcity of water resources in Sardinia (where hard-rock aquifers constitute 51% of the regional area) and Calabria regions (where hard-rock aquifers constitute 39% of the regional area) justify a thorough analysis [23]. Interest in these aquifers becomes even more relevant in the framework of the ongoing climate change: most of the scenarios regarding future climate scenarios in the Mediterranean area suggest a reduction in rainfall and, thus, a reduction in water resources [24,25].
This is the context of our study, which concerns a dam site in metamorphic rock in southern Sardinia. The dam site provides an opportunity to characterize a hydraulically fractured, metamorphic aquifer using a multi-scale approach. The results of the surface fracture surveys, injection tests, pumping tests, and simplified numerical model were compared to examine the heterogeneity of the hard-rock aquifer and to verify the degree of approximation of the porous medium approach. The objective of the study was to hydrogeologically characterize these low-permeability rocks and to examine which approach could better represent the fractured aquifer. This is a key point in the identification of the appropriate tapping method in a hydrogeological environment where water resources are generally scarce, but are fundamental to the drinking and irrigation water supply.

2. Study Area

The area under examination is 25 km west of the town of Cagliari, in the Sardinia region (Figure 1), where the Paleozoic basement related to the Hercynian orogenic evolution outcrops. The Paleozoic basement consists of an originally-sedimentary succession (Lower Cambrian to Early Carboniferous) that was deformed during the Carboniferous period under the low metamorphic to anchizonal setting [26]. The Arburese Unit outcropping at the dam site consists of the Arenarie di San Vito Formation (Middle Cambrian to Lower Ordovician), which is several hundred meters thick and is composed of decimetric to metric alternations between micaceous metasandstones, quartzites, and metasiltstones. Clastic, poorly-cemented sediments, from gravels to sands and silts, of the Upper Pleistocene to the Holocene overlay the metamorphic basement [27]. The structural framework is mainly linked to the Hercynian Orogeny and Pliocene tectonic events. The Hercynian tectonics favored the thrust of the Arburese Unit over the Upper Ordovician to Lower Carboniferous succession and its deformation in large scale folding with axes of folds E–W and N–S oriented. The Pliocene tectonics shallow modified the structural setting through normal fault systems E–W, and N–S to NNW–SSE oriented [28,29].

The hydrogeological properties of the Paleozoic basement are not well known. It is only known that metamorphic rocks form a low-permeability aquifer (until 20 years ago, these rocks were considered to be impervious) where groundwater circulation occurs in the fissured zones close to the surface (on average, the first tens of meters). In the most heavily fractured zones (i.e., near the faults), the groundwater flow is more active and can occur at a greater depth [30].

The study site corresponds to the building zone of the Medau Zirimilis Dam (Figure 1), a 50-m-high rockfill dam that was completed with an upstream impervious face and with a grout curtain 10–50 m deep. The drainage basin of the reservoir, 29.5 km² of extension, is characterized by a typical Mediterranean climate with mean annual precipitation between 700 and 900 mm and air temperature between 15 and 16 °C.

During the construction of the dam and the initial reservoir filling, several hydrogeological investigations were conducted. One of these was the measurement of the seepage through the rock foundation and laterally to the dam, that discharged in the drainage systems located at the base of the dam embankment and downstream of the grout curtain. These and other investigations highlighted the fact that the groundwater circulation involved the most fissured layers closest to the surface, including,
on average, the first 50 m of the Paleozoic rocks, up to a depth of 100 m in the faulted zones. The most evident faulted zone has been found in the valley bottom at the site of the dam [30].

**Figure 1.** (a) Location of the study area; (b) Location of the surface fracture surveys, injection tests and pumping tests at the site of the Medau Zirimilis Dam.

### 3. Investigations, Materials, and Methods

The results of the previous surveys [30] have been revised, integrated and appropriately processed to obtain the hydraulic characterization of the Palaeozoic rocks. The field investigations at the dam site included a surface fracture survey, injection tests and pumping tests (Figure 1).
The surface fracture survey concerned the Arenarie di San Vito Formation on three rock walls (ranging in size from 20 to 30 m²) with different orientations located in the western sector of the dam (Figure 1): there were two vertical planes oriented to 60° N and 350° N and one horizontal plane. For each planar surface, the discontinuity orientation, the apparent aperture (measured by a feeler gauge with minimum determinable aperture of 0.05 mm), and the spacing between the discontinuities belonging to the same set were determined. The discontinuities considered were those having a trace length greater than 80% of the size of the measured plane (from 2 × 10 to 3 × 10 m).

The injection tests (Lugeon tests) concerned single-hole tests conducted on sealed sections with packers (from 3 to 5 m in length). Five pressure steps were applied (generally 0.2–0.5–1.0–0.5–0.2 MPa at the manometer), measuring the undisturbed water level before injection and making sure that the injected discharge was stabilized. A total of 76 tests were performed in eight boreholes penetrating the Arenarie di San Vito Formation (Figure 1) to a maximum depth of 60 m; one of the boreholes was drilled with a dip angle of 60° (LT8 in Figure 1).

During the initial reservoir filling, pumping tests were performed at five wells (Figure 1), with depths between 73 and 100 m (dip angle from 10° to 30°). The pumping tests lasted between 7.5 and 45 h at a constant rate between $2.1 \times 10^{-3}$ and $3.5 \times 10^{-3}$ m³/s, with the observation of a drawdown in at least one piezometer nearby the tested well. The pumping data were interpreted using analytical techniques [31] and commercial software (Aquifer Test 4.1, Nova Metrix GM, Kitchener, Canada).

Based on the results of the hydraulic characterization of the site, a simplified numerical model was constructed for the western sector of the dam site (Figure 1), where one of the tested wells is located, and nearby the outcrops of the surface fracture surveys. The purpose of the numerical simulation was to examine the results of pumping tests to a further scale, different from that of the analytical solutions and of the other hydraulic tests. The model was implemented with the code MODFLOW-2000 (Groundwater Vistas 6 graphical user interface). The reconstruction of the DTM provided the top elevation. The initial heads were obtained using the interpolation of the heads measured during the initial reservoir filling.

4. Results

The results are reported with reference to different methods of the hydraulic characterization and to the numerical simulation.

4.1. Discontinuity-Network Characterization

Two discontinuity types were identified in the examined outcrops. The first type consisted of regular bedding planes that were continuous at the scale of the outcrops and delimited the various metasandstone and metasiltstone beds. The second type of discontinuity consisted of sub-vertical straight joints of varying orientations that cut the bedding planes.

The projection of the discontinuity poles on a stereographic net [32,33] made it possible to group the systematic discontinuities into three different sets (Figure 2). Table 1 lists the average values of the dip direction, dip angle and Fisher dispersion coefficient of each set.

The measured spacing approaches a log-normal distribution for the three sets. The apertures were measured on discontinuity segments when they were not altered by the weathering phenomena and
ranged from <0.05 mm (instrumental measurement limit) to 1 mm. None of the different distributions tested (normal, log-normal, logistic, gamma, and Weibull) perfectly represented the measured data. The log-normal distribution best represented the majority of the data, even if it contained a greater dispersion for the minimum and maximum values of the parameter. The statistics regarding the discontinuity spacing and the apparent aperture are listed in Table 1.

![Figure 2](image)

Figure 2. Equal-area projection of discontinuity poles measured in three outcrops (contour interval = 2%) showing the bedding plane (BP) and two fracture sets (F1 and F2).

Table 1. Characteristics of the three distinguished discontinuity sets, bedding plane (BP) and two sub-vertical fracture sets (F1 and F2).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Statistics</th>
<th>Set 1: BP</th>
<th>Set 2: F1</th>
<th>Set 3: F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation</td>
<td>Number of measurements</td>
<td>48</td>
<td>96</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>Mean dip direction (°)</td>
<td>255.1</td>
<td>91.9</td>
<td>11.9</td>
</tr>
<tr>
<td></td>
<td>Mean dip angle (°)</td>
<td>29.2</td>
<td>78.1</td>
<td>75.8</td>
</tr>
<tr>
<td></td>
<td>Fisher dispersion coefficient</td>
<td>68.7</td>
<td>13.0</td>
<td>21.6</td>
</tr>
<tr>
<td>Spacing</td>
<td>Number of measurements</td>
<td>64</td>
<td>74</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>Mean (cm)</td>
<td>26.20</td>
<td>24.45</td>
<td>10.47</td>
</tr>
<tr>
<td></td>
<td>Standard deviation (cm)</td>
<td>1.77</td>
<td>2.01</td>
<td>1.38</td>
</tr>
<tr>
<td>Aperture</td>
<td>Number of measurements</td>
<td>97</td>
<td>187</td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>Mean aperture (mm)</td>
<td>0.12</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>Standard deviation (mm)</td>
<td>0.19</td>
<td>0.26</td>
<td>0.21</td>
</tr>
</tbody>
</table>

A simplified model of the fracture network has been considered for a first estimate of the hydraulic properties of the rock mass.

If the fractured rock mass is assumed to have an impermeable matrix, if the discontinuities are considered as parallel plate model, with an aperture $a$ and a spacing $d$, and if the groundwater moves by laminar flow in the discontinuities, the hydraulic conductivity $k_i$ of each set can be estimated according to the cubic law [34]:

$$k_i = \frac{a^3 g}{12 \nu d}$$  \(1\)
where \( g \) is the gravitational acceleration and \( \nu \) is the kinematic viscosity of water.

The values of \( a \) and \( d \) introduced in Equation (1) are the mean values of the apparent aperture and spacing resulting from the statistical analysis (Table 1). The calculated hydraulic conductivities of the different sets ranged from \( 5 \times 10^{-6} \) to \( 3 \times 10^{-5} \) m/s (Table 2).

**Table 2.** Estimated hydraulic conductivity of each discontinuity set, bedding plane (BP) and two sub-vertical fracture sets (F1 and F2).

<table>
<thead>
<tr>
<th>Set</th>
<th>( k ) (m/s × 10^{-5})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1: BP</td>
<td>0.54</td>
</tr>
<tr>
<td>Set 2: F1</td>
<td>1.13</td>
</tr>
<tr>
<td>Set 3: F2</td>
<td>2.64</td>
</tr>
</tbody>
</table>

If the discontinuities are well-connected and if the flows between the discontinuity sets do not interfere, the hydraulic conductivity tensor of the fractured rock mass \([K]\) can be calculated based on the orientation of the discontinuity sets [35]:

\[
[K] = \sum_{i=1}^{n} k_i \times H_{ij}^l \quad j, l = x, y, z
\]

where \( k_i \) is the hydraulic conductivity of the \( i \)th-discontinuity set; \( I \) is the unit matrix; and \( n \) is the direction cosine vector whose components are expressed in terms of the dip azimuth and dip angle of the discontinuity set (with the following coordinate system: y-axis oriented north, x-axis oriented east and z-axis oriented along the vertical).

The principal axes of anisotropy and the diagonal components of \([K]\) in these directions were determined using the eigenvalues and eigenvectors of the matrix \([K]\). The eigenvalues and the orientation of the principal axes of the tensor are listed in Table 3.

**Table 3.** Values and orientation of the major, intermediate and minor components of the hydraulic conductivity of rock mass.

<table>
<thead>
<tr>
<th>Components</th>
<th>Value (m/s × 10^{-5})</th>
<th>Trend (°)</th>
<th>Plunge (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minor</td>
<td>1.58</td>
<td>201</td>
<td>15</td>
</tr>
<tr>
<td>Intermediate</td>
<td>3.19</td>
<td>109</td>
<td>6</td>
</tr>
<tr>
<td>Major</td>
<td>3.84</td>
<td>359</td>
<td>74</td>
</tr>
</tbody>
</table>

**4.2. Injection Tests**

The injection tests processing first included a study of the relation between the flow rate \( (q) \) and the net injection pressure \( (H_0) \). In some cases, the relations highlighted the opening and erosion processes in the discontinuities, while, in other cases, the void filling and essential laminar flow were noted.

The hydraulic conductivity \( k_L \) in each test interval was calculated by applying the following equation [36]:

\[
k_L = \frac{q}{lH_0} \left[ \frac{1}{2\pi} \left( 1 + \ln \frac{l}{2r} \right) \right]
\]
where \( l \) and \( r \) are the length of the injection section and the borehole radius, respectively; and \( q \) and \( H_0 \) are the flow rate and the net injection pressure values under laminar flow, respectively.

The calculated values of \( k_L \) fell within three orders of magnitude \((10^{-8}–10^{-6} \text{ m/s})\), with a geometric mean of \(2.81 \times 10^{-7} \text{ m/s}\). Figure 3 shows the \( k_L \) values of each borehole plotted versus the average depth of the injection section. At depths greater than 25 m, there was a significant decrease in the hydraulic conductivity, with the exception of the inclined borehole (LT8 in Figure 3). Above a depth of 25 m, the boreholes that were located in the valley bottom (LT4-LT8 in Figure 3), corresponding to a faulted zone, exhibited a higher \( k_L \).

![Figure 3. Hydraulic conductivity \( k_L \) from the injection tests versus the average depth of the injection section.](image)

### 4.3. Pumping Tests

The pumping test data diagnosis included a comparison of the drawdown plots of each piezometer with theoretical models to determine the aquifer parameters. This analysis showed that the Theis [37], leaky aquifer [38] and double porosity [39] models could explain most of the measured drawdowns; in some cases, two or three theoretical models interpreted the same drawdown-time trend without significant differences in the calculated aquifer parameters, i.e., the transmissivity and storage coefficient. For wells with more than one piezometer, there was a simultaneous response in the pumping, and generally, a similar shape for the drawdown curve for the different observation wells was reported, as observed in Figure 4.

Table 4 summarizes the results of the aquifer parameters, which were calculated as an average value when more than one model presented a good fit with the measured data and with the statistics of the curve matching. The overall transmissivity and storage coefficients varied from \(2.3 \times 10^{-4}\) to \(3.6 \times 10^{-3}\ \text{ m}^2/\text{s}\) and from \(3.1 \times 10^{-5}\) to \(2.6 \times 10^{-2}\), respectively. The transmissivities were converted into hydraulic conductivities \(K_P\) based on the saturated aquifer thickness intercepted by the tested well. The values of \(K_P\) fell in the range of \(4.6 \times 10^{-6}–4.1 \times 10^{-5}\ \text{ m/s}\), with a geometric mean of \(1.68 \times 10^{-5}\ \text{ m/s}\).
Figure 4. Drawdown-time plots resulting from the pumping tests for the wells with more observation piezometers.

Table 4. Results of the pumping tests: $Q$, constant rate of pumping; $H_{sat}$, saturated thickness of the aquifer intercepted by the well; $T$, transmissivity; $K_P$, hydraulic conductivity; $S$, storage coefficient; RSS, sum of squared residuals.

<table>
<thead>
<tr>
<th>Well</th>
<th>$Q$ (m$^3$/s)</th>
<th>$H_{sat}$ (m)</th>
<th>Piezometer</th>
<th>$T$ (m$^2$/s)</th>
<th>$K_P$ (m/s)</th>
<th>$S$</th>
<th>RSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT1</td>
<td>$2.1 \times 10^{-3}$</td>
<td>50</td>
<td>Pz1</td>
<td>$4.89 \times 10^{-4}$</td>
<td>$9.78 \times 10^{-6}$</td>
<td>$2.61 \times 10^{-2}$</td>
<td>0.001</td>
</tr>
<tr>
<td>PT2</td>
<td>$2.3 \times 10^{-3}$</td>
<td>41</td>
<td>Pz2</td>
<td>$1.44 \times 10^{-3}$</td>
<td>$3.51 \times 10^{-5}$</td>
<td>$1.85 \times 10^{-3}$</td>
<td>0.024</td>
</tr>
</tbody>
</table>

| PT3  | $2.4 \times 10^{-3}$ | 53           | Pz4        | $1.51 \times 10^{-3}$ | $2.85 \times 10^{-5}$ | $7.29 \times 10^{-3}$ | 0.021 |
|      |              |              | Pz2        | $1.41 \times 10^{-3}$ | $2.66 \times 10^{-5}$ | $4.56 \times 10^{-3}$ | 0.023 |
|      |              |              | Pz1        | $4.46 \times 10^{-4}$ | $8.41 \times 10^{-6}$ | $1.80 \times 10^{-2}$ | 0.002 |

| PT4  | $2.5 \times 10^{-3}$ | 50           | Pz5        | $2.32 \times 10^{-4}$ | $4.64 \times 10^{-6}$ | $3.15 \times 10^{-5}$ | 0.045 |
|      |              |              | Pz6        | $9.50 \times 10^{-4}$ | $1.90 \times 10^{-5}$ | $6.26 \times 10^{-4}$ | 0.013 |
|      |              |              | Pz7        | $2.33 \times 10^{-4}$ | $4.66 \times 10^{-6}$ | $5.22 \times 10^{-4}$ | 0.035 |

| PT5  | $3.5 \times 10^{-3}$ | 86           | Pz8        | $3.57 \times 10^{-3}$ | $4.15 \times 10^{-5}$ | $9.92 \times 10^{-4}$ | 0.023 |
|      |              |              | Pz9        | $3.44 \times 10^{-3}$ | $4.00 \times 10^{-5}$ | $8.83 \times 10^{-4}$ | 0.001 |
|      |              |              | Pz10       | $8.24 \times 10^{-4}$ | $9.58 \times 10^{-6}$ | $2.64 \times 10^{-4}$ | 0.002 |

4.4. Groundwater Flow Model

The hydrogeological characterization of the site was completed by a potentiometric surface reconstruction over the entire dam site using the head data measured in 70 wells and boreholes during the initial reservoir filling when the artificial lake level was at 121 m a.s.l. [30]. The head contour line
deformation due to the lake and due to the gaining river was obtained by adding head points along the boundary conditions; the dam effect (*i.e.*, the upstream impervious face and grout curtain) was obtained by applying an impervious bound in the Kriging interpolation technique. From Figure 5, where the head distribution and the standard error ranges associated with the Kriging prediction are shown, it appears that the head contour lines generally replicate the topography. On the left of the dam, the lake feeds groundwater which discharges into River Pittiu and laterally bypasses the grout curtain flowing towards the rockfill embankment of the dam.

![Figure 5](image_url)

**Figure 5.** Potentiometric map at the site of the Medau Zirimilis Dam reconstructed by the kriging interpolation technique and the associated ranges of standard error when the artificial lake level was at 121 m a.s.l.

Thanks to the presence of physical boundary conditions (lake and river) and to the presence of both pumping tests and surface fracture survey, the western sector of the dam was selected for the numerical simulation (Figure 1).

The model involved an area of 86,750 m² (Figure 6). The grid consisted of one layer of 8736 cells with a telescopic refinement around the pumping well (PT4) and side dimensions from 0.33 to 8 m. As the investigations revealed, the bottom of the aquifer was not well defined; the available stratigraphic logs where compared with the results of injection and pumping tests and the model bottom was set at a depth of 50 m from ground surface. The aquifer was considered continuous, unconfined and isotropic, as resulted from field investigations.

The boundary conditions included: constant head boundary for the lake (*i.e.*, water level at 121 m a.s.l.); drain boundary condition for the gaining stream (*i.e.*, River Pittiu) and for section of the dam embankment where flow was measured in the drainage systems; no-flow cells in sectors outside the domain of interest or along groundwater divides (western side); well boundary condition for the pumping well (*i.e.*, PT4 well); constant flux boundary condition for the southern boundary (Figure 6).
No precipitation event occurred in the days before and during the pumping tests, therefore no areal recharge was applied.

![Figure 6](image)

**Figure 6.** Grids and boundary conditions of the numerical model. DTM: digital terrain model.

The days in which the pumping test was performed, a constant pumping rate of $2.5 \times 10^{-3} \text{ m}^3/\text{s}$ from the well PT4 was measured. The same day the lake level was 121 m a.s.l. and a flow of $6.7 \times 10^{-3} \text{ m}^3/\text{s}$ was measured from the horizontal drain located at the base of the embankment in the left sector of the dam [30]. If we consider the portion of the drain that falls within the modeled area, a maximum outflow of $3 \times 10^{-3} \text{ m}^3/\text{s}$ is expected from this model boundary. Outflow from River Pittiu was not measured during the days of the test.

Inflows from the southern and lake boundaries were estimated. For the southern boundary, considering the surface area of the upstream potential groundwater basin drained from this section, an area of about 2 km$^2$ is obtained. Base flow measures are available for an instrumented basin which is morphologically and geologically comparable with the basin under investigation, resulting between $2 \times 10^{-3}$ and $4 \times 10^{-3} \text{ m}^3/\text{s}$ per km$^2$ (i.e., River Fluminimaggiore; [40]). According to this information, an inflow from $4 \times 10^{-3}$ to $8 \times 10^{-3} \text{ m}^3/\text{s}$ is expected from the southern boundary. A second estimate considers the hydraulic gradient and transmissivity of this sector of the dam site and the length of boundary, obtaining an inflow ranging between $5 \times 10^{-3}$ and $6 \times 10^{-3} \text{ m}^3/\text{s}$. Using this last approach for the lake boundary, an inflow ranging between $4 \times 10^{-3}$ and $5 \times 10^{-3} \text{ m}^3/\text{s}$ results.

The model underwent an initial calibration through the trial-and-error technique. The main purposes of this step were to test the numerical stability of the model and to roughly reduce the initial difference between the observed and calculated values of the observation points. This step preceded the application of the parameter estimation code PEST 13.0 [41], which was applied in two different modes: classical zone calibration and pilot point calibration [42,43].
A steady-state calibration was used as the first time period of the transient simulation. A second time period, divided into 20 steps, was introduced with pumping from PT4 at a constant rate \( (2.5 \times 10^{-3} \text{ m}^3/\text{s}) \) for 19 hours. Transient data were calibrated for the pumping well (PT4) and Pz5 and Pz7 piezometers.

A sensitivity analysis of the transient model highlighted the significant influence of the bottom elevation, which was only known in coincidence of boreholes and piezometers. Therefore the results were expressed by translating the hydraulic conductivity into transmissivity.

In Figure 7, simulated contour lines at the end of 19 h and transmissivity distribution are reported. In the same figure the simulated and observed heads of all wells and piezometers are shown, as well as the trends of drawdown in the PT4 well and in the Pz5 and Pz7 piezometers. The calibrated values of the specific yield are within the order of magnitude of \( 10^{-4} \). The water balance is shown in Table 5 in comparison with measurements and analytical computations of the flows.

**Figure 7.** Results of the transient-state calibrated model showing (a) the potentiometric contour map; (b) the transmissivity distribution; (c) the scatter plot of the measured and calculated heads; (d) the comparison of the observed and calculated heads for the PT4 tested well; (e) for the Pz5 piezometer and (f) for the Pz7 piezometer.
Table 5. Groundwater budget resulting from the numerical model compared with the estimated terms from the conceptual model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Inflow (( \times 10^{-3} \text{ m}^3/\text{s} ))</th>
<th>Outflow (( \times 10^{-3} \text{ m}^3/\text{s} ))</th>
<th>% Error (in-out)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lateral Boundaries</td>
<td>Lake</td>
<td>Storage</td>
</tr>
<tr>
<td>Numerical Model</td>
<td>6.84</td>
<td>3.10</td>
<td>0.08</td>
</tr>
<tr>
<td>Conceptual model</td>
<td>4–8</td>
<td>4–5</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes: na: not available.

Composite sensitivities associated with pilot points were calculated for the transient model with reference to the hydraulic conductivity, i.e., the parameter that mainly affects the results. Highest values of composite sensitivity are associated to the pilot points corresponding with the pumping well PT4 and those falling in its surroundings (Figure 8), where the highest number of observations is located. Therefore, we can assume a good representativeness of the calibrated hydraulic conductivity in this zone, where the calibrated parameters give ranges of transmissivity from \( 5.0 \times 10^{-6} \) to \( 2.5 \times 10^{-3} \text{ m}^2/\text{s} \).

Figure 8. (a) Distribution of the pilot points in the model domain and (b) values of composite sensitivities for each point.
5. Discussion

Investigations concerning fractured metamorphic rocks in a representative area of Sardinia can be used to hydrogeologically characterize these low-permeability rocks and to examine which approach can be used to represent the fractured aquifer. By interfacing the results of surface fracture surveys, injection tests and pumping tests with those of a flow numerical model, we inspected if the porous equivalent approach could (or could not) provide a good approximation of a fractured aquifer.

The surface fracture survey provides a model of rock mass that is characterized by a well-developed discontinuity network (three discontinuity sets), a high frequency of discontinuities (spacing of less than 0.5 m) and comparable values of the average apparent aperture of the different sets (approximately 0.1 mm). Therefore the results of the surface fracture survey implied the possibility of considering the fractured medium as an equivalent porous medium at the outcrop scale, because the discontinuity network gives rise to a reduced representative elementary volume (less than 1 m$^3$) for the rock mass.

The discontinuity network produces a slight anisotropy in the medium, with the major principal component of the hydraulic conductivity directed vertically downward, as expected given the predominance of vertical discontinuities over horizontal ones in the studied area. However, the modules of the hydraulic conductivity determined for the rock mass should be considered in relative terms and not in absolute terms because the apparent aperture does not correspond to the hydraulic aperture. A greater reliability can be assigned to the orientation of the three principal components, independent from the aperture.

The injection tests clearly showed the extreme heterogeneity of the rock mass, as highlighted by the wide range of values determined for the hydraulic conductivity ($10^{-8}$–$10^{-6}$ m/s). This can be interpreted by considering the variability of the rock mass fracturing in relation to the proximity to the faulted zone in the valley of the dam site. The highest values of hydraulic conductivity were found for the inclined borehole, which was close to the fault zone and, thus, intercepted a great number of vertical fractures. With the exception of the inclined borehole close to fault zone, the hydraulic conductivity was observed to diminish below a depth of 25 m.

The hydraulic conductivity derived from the pumping tests covered a lower range of values ($10^{-6}$–$10^{-5}$ m/s) than did those calculated using the injection tests. No particular trend was evident from the comparison of the values of hydraulic conductivity obtained for piezometers located in different directions from the pumped well. The variation in the parameter is therefore attributable to the heterogeneity of the aquifer rather than to its horizontal anisotropy. Moreover, if we consider the simultaneous response to pumping and the similar shape of the drawdown curves for the different piezometers when the pumping was performed from the same well, the porous medium approximation appears appropriate.

The comparison between the hydraulic conductivity determined by the injection tests and the pumping tests revealed values that were substantially lower in the first case (Figure 9). This can be attributed to the limited volume of rock mass affected by the injection tests compared to that affected by the pumping tests. In both cases, the hydraulic heterogeneity of the rock mass was evident. The injection tests and the pumping tests also converged and indicated higher hydraulic conductivities near the fault that runs in the valley of the dam site (Figure 3 and Table 4). Instead, the limit for the
determination of the aperture by the surface survey did not permit a direct comparison of the hydraulic conductivity values determined using this method. However, if the average hydraulic conductivity (i.e., the geometric mean) calculated from the pumping tests and the average spacing of the three sets determined from the surface survey are introduced in Equation (1), the average aperture value would be 0.16 mm, which is comparable with those measured in outcrop. However, the range of hydraulic conductivity resulting from the surface survey ($10^{-6}$–$10^{-5}$ m/s) is consistent with that evaluated by pumping tests (Figure 9).

![Figure 9. Hydraulic parameters and scale of measurement of the different methods used.](image)

This scale effect of the parameter is expected in heterogeneous media [44–47] because the volume investigated by the injection tests was significantly smaller than that of the pumping tests. In the graph of Figure 9 one can see that the range of hydraulic conductivity values obtained from the surface fracture survey is consistent with the increase of hydraulic conductivity with the increase of the measuring scale. This implies that the results of surface fracture survey can be considered in the characterization of hard rocks when the discontinuity apertures are measured on the unweathered portions of discontinuity, at least to identify the order of magnitude of the parameter.

The numerical model considered one representative pumping test and provided additional information on the hydrogeological characterization of the hard rocks.

The results of the field investigations together with the model output would encourage the equivalent porous approach, at least in geological situations similar to that here considered. The estimate of transmissivity resulting from the model highlighted a range of values higher than those resulting from the pumping tests. However, the transmissivity values determined in the pumping tests (from $10^{-4}$ to $10^{-3}$ m$^2$/s) fell in the range of the calibrated values of the model (from $10^{-6}$ to $10^{-3}$ m$^2$/s), with a common upper limit of the parameter (Figure 9). This still seems to be consistent with what is reported in the literature, i.e., that the increase in average permeability apparently does not continue from the pumping test to a regional scale [44,45]. On the other hand, four orders of magnitude of transmissivity obtained from the model compared with two orders of magnitude from the pumping
tests, highlight a high hydraulic heterogeneity of the aquifer, this time in agreement with the results of the injection tests.

6. Conclusions

The multi-scale characterization of the metamorphic rocks of the area studied herein demonstrated that the continuum medium approach can be used when a dense network of discontinuities exists (representative elementary volume of few cubic meters), as in the case of the fractured aquifer examined. What strongly affects this approach is the hydraulic heterogeneity of the medium. The multi-scale approach is thus recommended for investigating the hydraulic heterogeneity, and it can help to manage uncertainty by placing greater trust in the obtained results. In particular, it is evident that the surface fracture survey enhances the hydraulic characterization of fractured rocks, when the fracturing affects the layers closest to the surface, as the general case of the hard-rock aquifers.

Regarding the transmissivity of the examined hard-rock aquifer, it falls in the classes III and IV of the classification proposed by Krasny [48], corresponding to rocks from low to intermediate transmissivity magnitude. This aquifer, commonly believed to be not productive, may be of interest for the local water supply, especially if one considers the large extent of these rocks and the scarcity of water resources in Sardinia. The same concept could be applied in other regions of the world where these aquifers outcrop over very large areas. In this regard, our findings confirm that the most promising areas for well location correspond to valleys close to faulted zones where transmissivity increases; in these specific zones a relative higher yield of wells is expected, especially in case of boreholes inclined according to an angle which can be determined after the fracture characterization.
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