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Abstract: One of the most uncertain parameters in stepped spillway design is the length 

(from the crest) of boundary layer development. The normal velocity profiles responding to 

the steps as bed roughness are investigated in the developing non-aerated flow region. A 

detailed analysis of the logarithmic vertical velocity profiles on stepped spillways is 

conducted through experimental data to verify the computational code and numerical 

experiments to expand the data available. To determine development length, the hydraulic 

roughness and displacement thickness, along with the shear velocity, are needed. This 

includes determining displacement height d and surface roughness length z0 and the 

relationship of d and z0 to the step geometry. The results show that the hydraulic roughness 

height ks is the primary factor on which d and z0 depend. In different step height, step width, 

discharge and intake Froude number, the relations d/ks = 0.22–0.27, z0/ks = 0.06–0.1 and  

d/z0 = 2.2–4 result in a good estimate. Using the computational code and numerical 

experiments, air inception will occur over stepped spillway flow as long as the Bauer-defined 

boundary layer thickness is between 0.72 and 0.79. 
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1. Introduction 

Stepped spillways have gained interest for discharging excess flood water because of substantial 

energy dissipation along the chute due to the roughness of the steps. A sudden change in bed roughness 

occurs at the start of steps and the turbulent boundary layer of the steps generally begins at the crest of 

spillway and grows from the wall as the flow moves down the spillway, and eventually reaches the free 

surface. The inception point of air entrainment occurs shortly after the turbulent boundary layer of the 

stepped spillway approaches the free surface. The boundary layer development length was here defined 

from the crest to the inception point of air entrainment over stepped spillway. Many methods have been 

applied to estimate the location of the inception point over stepped spillways and there is the lack of an 

undisputed formulation [1]. The length on the spillway of non-aerated flow increases as the flow rate 

increases, with larger velocities that could cause unacceptable pressure fluctuations. Usually, determined 

by the size of steps and the flow discharge per width, the experimental studies, such as Chamani and 

Rajaratnam [2,3], Chanson [4,5], Cheng et al. [6,7], revealed three types of flows over a stepped 

spillway, namely, nappe flow, transition flow and skimming flow. For a given chute profile, the flow 

pattern may be either nappe flow at low flow rates, transition flow for intermediate discharge or 

skimming flow at larger flow rates. For a skimming flow, one of the most uncertain parameters in stepped 

spillway design is the length of boundary layer development. 

Upstream of the inception point there is no air entrainment and the free surface is smooth, though 

some high- and low-frequency fluctuations are possible. At the step edges, the vertical velocity 

distribution in the turbulent boundary layer can be approximated by a power law [8–11], and data 

obtained in bed-roughened flows show that there is a region above the roughness layer where the smooth 

boundary upstream of the steps still adequately describes the vertical velocity distribution [12–14]. This 

transition boundary layer will be used to investigate and characterize the roughness parameters and the 

development of turbulent boundary layer. 

Perry, et al. [15] used a deviation function introduced by Millikan [16] to the logarithmic velocity 

profile over a rough boundary using the displacement height d, relating to turbulent flow over rough 

surfaces. The customary logarithmic law for the velocity profile can then be expressed as, 

 
(1)

where, u is the temporal mean flow velocity at a vertical distance z from the bottom; κ is the von Karman 

constant; u* is the bed friction velocity; d is the displacement height for the origin of the logarithmic 

profile and z0 is the surface roughness length. 

Figure 1 illustrates a typical velocity profile in the non-aerated region of a stepped spillway, where H 

is flow depth; z is distance from origin of vertical profile of velocity; l is horizontal length of steps;  

h is height of steps (measured vertically); θ is angle between the pseudo-bottom formed by the step edges 

and the horizontal; ks is step dimension measured normal to the flow direction: ks = h × cosθ. The 
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displacement height d appears in the logarithmic velocity profile for rough-wall turbulent boundary 

layers as a reference height for the bed-normal coordinate and should be taken as the level at which the 

average drag on the surface appears to act [17]. The surface roughness length z0 is a height-independent 

constant equivalent to that height above the roughness surface at which the flow velocity would go to 

zero if the logarithmic profile extended into the interfacial sub-layer. The local z0 value depends on the 

surface roughness characteristics. For many common types of surface covered roughness, d may be 

neglected or approximated accordingly. In flows over rough beds u*/κ, d and z0 can be found from a 

measured velocity profile, fitted by the logarithmic law [17]. For flow over a stepped spillway, the flow 

is highly turbulent, rapidly varied and there is a re-circulating vortex in the concavity of the steps, the 

displacement height d should be given a value in order to result in a good fit of velocity profiles. 

Figure 1. Illustration of velocity profile on stepped spillway. 

 

This paper will develop relationships that can determine these three parameters (i.e., d, z0 and u*) to 

use in stepped spillway design and analysis. The objective is to first, calculate d and z0 from given 

velocity profiles in the developing turbulent boundary layer on stepped spillway and second, to establish 

a relationship between d and z0 with the variables describing the geometry and layout of a stepped 

surface, which may be more helpful to estimate the bottom shear stress and friction factor in practical 

applications, and third, to propose a new method to predict the distance from the crest to the air inception 

point over spillway flow, which may be more applicable for prediction of the inception point on stepped 

spillways of different slopes. In order to determine the boundary layer development length on skimming 

flow over stepped spillway, this paper adopted the first method described by Meireles et al. [1] to 

estimate the location of the inception point, i.e., visual observation of the cross section where there is a 

continuous presence of air within the flow at the sidewalls or within the step cavities. 
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2. Methods to Calculate d and z0 from a Given Velocity Profile 

To fit the logarithmic law to a velocity profile, three parameters u*/κ, d and z0 should be found from 

a velocity profile at five or more heights [17]. In many instances of open-channel flow, it was found that 

a logarithmic law can describe the velocity profile in the bottom 15% of the flow depth [18],  

20% [19], 50% [20] or 75% [13]. Thus there is not an explicit standard for the flow heights on the 

estimation of u*, d and z0 using a fitted logarithmic profile. For the wall layer of open-channel flows, the 

von Karman constant κ will be assumed to have the universal value 0.41, regardless of the Reynolds and 

Froude numbers [19]. 

The displacement height d over rough surfaces has been investigated over vegetation [21,22], 

roughness in pipe flows [15,23] and forest canopies [24,25]. The technique of Perry et al. [15] is used 

for most flow conditions, where arbitrary values of d are added to the wall distance measured from the 

top of the roughness elements until a straight line occurs in semi-log space in the log-law region. The 

value of d that results in this straight-line fit is then considered to be the displacement height. 

When calculating estimates of u*, d and z0 from velocity profiles, it is advised to regress u against  

ln(z + d) as opposed to ln(z + d) against u, to calculate values of friction velocity u* and surface roughness 

length z0 [26]. Measured values of u are generally observed with greater error than ln(z + d). 

Yu and Tan [27] and Bergstrom et al. [28] did not consider the velocity profile located at the 

immediate vicinity of a roughness element (i.e., z < 0.1 δ, δ is turbulent boundary layer thickness) to fit 

d, u* and z0. In this paper the velocities at the immediate vicinity of the wall or the roughness elements, 

i.e., z < 0.1 δ, were also not considered in the profile matching to obtain d, u* and z0. 

To determine the displacement height d, the velocity profiles are plotted as u versus ln(z + d). The 

value of d is incremented or reduced by 1 mm [29] and a straight-line fit determined by a least-squares 

regression is applied to the resulting points. The fit is judged by the standard error of the estimate, SE, 

or the square of the correlation coefficient, R2. 

Figure 2 provides the plot used to determine the displacement height d under one of the typical 

velocity profile, where the velocity profile is located in the middle vertical section and from the tip of 

the step normal to the water surface in the nonaerated skimming flow zone on a stepped spillway. The d 

can be determined when the velocity profile in the logarithmic region is the closest to a straight line on 

this semi-log plot. Figure 3 illustrates the SE corresponding to different values of d. When the 

displacement height d is not considered (i.e., d = 0), the relationship between the temporal mean velocity 

profile against ln(z) is a curve, instead of a straight line. Then, the normal distance z, where  

z > 0.1 δ, is adjusted by changing d until the curve approaches a straight line. Along with the increased 

d, the coefficient of determination R2 is increased. The value of SE is decreased to reach a minimum 

value then increased at larger values of d (seen from Figure 3). It can therefore be said that the value of 

d corresponding to the minimum SE is the best estimate in the log-law region of velocity profile. As seen 

from the Figures 2 and 3, the value d of the best fit is 0.016 m or 0.017 m. 
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Figure 2. Determination the displacement height d under one of the typical velocity profiles 

in the nonaerated skimming flow zone on a stepped spillway.  

 
Note: The physical model with a standard U.S. Army Corps of Engineers profile consisted of 13 steps.  

The first five steps were transition steps and the height of each is 2, 2.4, 3, 4, and 5 cm. Below eight steps,  

the height = 6 cm, the width = 4.5 cm, continued down to the toe. The spillway slope was 53° and the specific 

discharge was 0.1 m2/s. The location of inception of free-surface aeration was at step 10. 

Figure 3. Standard error at various values of d. 

 

3. Simulation of Velocity Profile on Stepped Spillways 

In order to achieve the relationships between d, z0 and geometries of stepped spillways, it is important 

to obtain abundant velocity profiles under different geometries. Taking a collection of measurements on 

stepped spillways from publications [30–35], the measured velocity data are primarily focused on the 

region downstream of air inception. There are also limitations related to slopes or geometries of  

stepped spillways. However, a well-verified computational fluid dynamics (CFD) equation solver can 
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incorporate many different geometries and discharges, and is capable of eliminating the shortcomings 

of insufficient experimental data. 

A CFD model complements experimental and theoretical fluid dynamics by providing an alternative 

cost-effective means of simulating real flows. Substantive CFD research has been conducted for 

simulation of flow over a stepped spillway, especially for the flow field upstream of the air entrainment 

inception, e.g., [36–45]. In this paper, the commercial software Fluent 6.2 [46] was used to process the 

numerical simulation. Due to the identity of spillway width and the ratio of spillway width to water depth 

being large enough with no reflection of side-walls to the flow field, the numerical model is based on the 

2D Reynolds averaged equations, where the free-surface is represented using the refined volume-of-fluid 

algorithm, the turbulence is represented by a renormalization group (RNG), and the k-ε closure model is 

used for characterizing the flow over stepped spillways. 

A refined volume-of-fluid algorithm is applied to track the free surface. A single set of momentum 

equations is shared by air and water. In each calculated cell, the sum of the volume fractions of air and 

water is unity. The tracking of the interface between air and water is accomplished by the solution of the 

continuity equation with the following Equation, 

 
(2)

The value of αw in a cell represents the fractional volume of the cell occupied by water. The free 

surface is defined by a value of αw = 0.5, which is a common practice for volume fraction results [46]. 

The density and viscosity in the above equations are calculated by weighted average method, that is,  

w w g gρ α ρ α ρ= +  (3)

w w g gμ α μ α μ= +  (4)

where αg is the fractional volume of the cell occupied by air; ρw and ρg are the density of water and air; 

μw and μg are the viscosity of water and air, respectively. 

The simulated domain was divided into unstructured grids that had a high adaptability to the complex 

geometry and boundary. Near the spillway wall the adjacent grids were at non-dimensional wall 

distances of 30 < Y+ = u*z/ν < 300 (0.1–0.7 mm), where ν is kinematic viscosity. The convective fluxes 

in the mean volume fraction, momentum and turbulence closure equations were discretized by 

employing a conservative, second-order accurate upwind scheme. The pressure-velocity coupling 

algorithm is the pressure-implicit with splitting of operators (PISO). A time step less than or equal to 

0.001 s was selected. Convergence was reached when the normalized residual of each variable was on 

the order of 1 × 10−3. The degree of agreement for the lower part of the velocity profiles is dependent on 

the wall function. The experimental velocity profiles agreed better with the numerical results when the 

non-equilibrium wall function were applied, which were in accordance with the research results of  

Bijan [47] and Carvalho and Martins [38]. 
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4. Verification of Simulated Velocity Profiles 

Measured velocities and water depth from the physical models of Lueker et al. [48], Hunt and  

Kadavy [49] and Chen [41] were chosen to verify the above-mentioned CFD methods with a wide range 

of spillway slope. Lueker et al. [48] measured three velocity profiles and six water surface elevations in 

the non-aerated flow region with a spillway slope of 21.8° and a specific discharge of 0.9 m2/s. Hunt and 

Kadavy [49] measured three velocity profiles before the air inception with a spillway slope of 14° and a 

specific discharge of 0.28 m2/s. Chen [41] measured velocity profiles within two steps before the air 

inception with a spillway slope of 53° and a specific discharge of 0.1 m2/s. More detailed physical model 

descriptions are given in Table 1. 

Table 1. Experimental investigations of skimming flow over stepped spillway. 

Reference Spillway Geometry Descriptions Flow Conditions 

[48] 

Physical model with an ogee profile was 40.2 m long and 2.74 m wide, 
consisting of a 23.46 m long rectangular chute at a 2% slope ending 
with a stepped spillway, which then dropped 2.35 m into a stilling basin. 
Stepped spillway including 68 steps initially followed a parabolic ogee 
path and became linear at a slope of 21.8° about half way along  
the spillway. 

Q = 2.46 m3/s 

No obvious air 
entrainment over  
the steps. 

[49] 

Physical model was 10.82 m long and 1.8 m wide, consisting of a 2.44 
m long broad chute ending with a stepped spillway, which then dropped 
1.52 m into a stilling basin. Stepped spillway including 40 identical 
steps (step height = 3.8 cm, width = 15.2 cm) became at a slope of 14°. 

Q = 0.504 m3/s  

The inception point 
was located at the 
distance of 3.44 m 
from the first step. 

[41] 

Physical model with a standard U.S. Army Corps profile consisted of 13 
steps. The first five steps were transition steps and the height of each is 
2, 2.4, 3, 4, and 5 cm. Below eight steps (height = 6 cm, width = 4.5 cm) 
continued down to the toe. The spillway slope was 53°. 

Q = 0.03 m3/s  

The location of 
inception of  
free-surface aeration 
was at step 10. 

The free surfaces measured by Lueker et al. [48] are shown with the simulation results in Figure 4. 

The flow velocity profiles of s00, s32 and s61 (shown in Figure 4) are plotted in Figure 5, where U is 

the free-stream velocity, the points represent measurements and the solid lines are from the simulation. 

The simulated water surface agrees well with that of the measurements. 

The comparison of velocity between simulation and measurements in Hunt and Kadavy [49] are 

shown in Figure 6, where the measured velocity profiles were taken normal to the pseudobottom of the 

spillway and the sections are located at the distances from spillway crest of 0.0, 0.61 and 1.22 m, 

respectively. The simulations and measurements correspond except for a discrepancy near the pseudobottom 

of the spillway. At these locations there are interactions between the clockwise eddy below the steps and 

skimming flows near the pseudo-bottom, and it is difficult to measure the local water velocities 

accurately. The lack of a perfect agreement could be due to either the simulation or the measurements. 

Figure 7 shows the velocity distributions at different sections of step No. 7 and 9 in Chen [41], where 

x = 1.1, 2.1 and 3.6 cm represent the linear distance from the concave of step to the section respectively. 

At x = 1.1 and 2.1 cm, the measurements are within the shadow of the step, which is a notoriously 
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difficult location to simulate flow velocity [50]. The simulated velocities are in agreement with the 

measurements. 

Figure 4. Water surfaces obtained by simulation and measurement in Lueker et al. [48]. 

 

Figure 5. Velocity obtained by simulation and measurement in Lueker et al. [48]. 

 

Figure 6. Velocity obtained by simulation and measurement in Hunt and Kadavy [49]. 
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Figure 7. Velocity obtained by simulation and measurement in Chen [41]. 

 

The standard error of the estimate:  
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where r is the data point of the vertical profile, φr is the corresponding measured value at the point r,  
φr

  is the estimated value of φr, n is the number of measured points, is also presented in Figures 4–7. 

Seen from the Figure 4, the value of SE was 0.0103 m, indicating the mean error of water surface levels 

between experiments and simulations was about 1 cm. Seen from Figures 5–7, the mean error of water 

depth corresponding to the non-dimensional variable u/U was small, relative to the water depth. The 

simulation errors closest to the step edges were a little bigger; where the maximum error was about 25%. 

Though there exists the maximum simulation error of 25% compared to the measured velocity values, 

one must consider the difficult measurements on the velocity profiles closest to the step edges. For this 

analysis of mean velocity profiles and development length, there is little that can be gained by shifting 

to a three dimensional simulation. The numerical experiments will be discussed in the next Section. 

5. Numerical Experiments on Stepped Spillways 

Based on the original physical models from Lueker et al. [48], Hunt and Kadavy [49], Chen [41], 

Carosi and Chanson [51] and Felder and Chanson [52], numerical experiments were designed to simulate 

a realistic range of stepped spillways flows by changing the slope, discharge or intake Froude number. 

The conditions of each numerical experiment are listed in Table 2, where q is the discharge per unit 
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initial average velocity; H0 is the initial water depth; Li-exp is the distance from the crest to the inception 

point of air entrainment on stepped spillway supplied by the literatures; M is the Charnock constant 

derived from Charnock [53]. 

Table 2. Conditions of each numerical experiment. 

Source Run No. h (m) l (m) ks (m) q (m2/s) θ (deg) Fr-in Li-exp (m) M 

[41] 

1 0.060 0.045 0.036 0.100 53.2 0.057 0.59 12.652 

2 0.060 0.068 0.045 0.100 41.7 0.057 - 11.498 

3 0.030 0.045 0.025 0.100 33.7 0.057 - 11.806 

4 0.060 0.090 0.050 0.100 33.7 0.057 - 10.528 

5 0.060 0.045 0.036 0.067 53.2 0.041 0.44 11.531 

[49] 

6 0.038 0.152 0.037 0.280 14.0 1 3.44 15.035 

7 0.038 0.152 0.037 0.420 14.0 1 4.54 11.673 

8 0.038 0.152 0.037 0.620 14.0 1 - 12.998 

9 0.038 0.152 0.037 0.820 14.0 1 - 13.855 

10 0.076 0.304 0.074 0.820 14.0 1 - 10.205 

11 0.076 0.152 0.068 0.820 26.6 1 - 14.310 

[48] 

12 0.035 0.087 0.032 0.899 21.8 2.26 - 19.149  

13 0.035 0.087 0.032 0.899 21.8 1 - 19.925 

14 0.035 0.087 0.032 0.899 21.8 0.674 - 18.275 

15 0.035 0.137 0.034 0.899 14.3 2.26 - 18.451 

16 0.035 0.227 0.035 0.899 8.7 2.26 - 18.981 

[51] 17 0.100 0.250 0.099 0.143 21.8 0.058 1.62 6.171 

[52] 18 0.050 0.125 0.050 0.147 21.8 0.04 2.02 8.529 

Notes: “-” means there is no physical measurement and should be obtained by numerical simulations. 

5.1. Estimates of the Displacement Height, Surface Roughness Length and Friction Velocity 

Using the method provided in Section 2, estimates of d, z0 and u* were obtained from simulated 

velocity profiles of the 18 runs. Under the different conditions of ks, q and Fr-in, the results for d, z0 and 

u*, shown in Figure 8, are plotted against the distance down the stepped spillways. Figure 8a illustrates 

the estimates of d, z0 and u* when the roughness height ks is changed, and the discharges per width and 

Froude number of intake are unchanged. It shows that d and z0 are dependent on ks and a larger ks results 

in a larger d or z0, as expected. Figure 8b illustrates the estimates of d, z0 and u* when all of hydraulic 

conditions except the discharge per unit width are unchanged. It indicates that neither d, z0, nor u* is a 

function of discharge per unit width. Figure 8c provides the effect of initial gate Froude number on d, z0 

and u* under the conditions of similar discharges. When the Fr-in is set to 2.26 or 1, the flow is 

supercritical from the intake to the end of the spillway. When the Fr-in is set to 0.674, the flow is 

subcritical at the beginning of the stepped spillway and then transforms to supercritical flow along the 

spillway. The results indicate that d, z0 and u* have nearly independence on Fr-in. There is some scatter 

about d and z0 in the boundary layer development region, before 2.5 m on spillway, the reason will be 

explained in the next section. After this region, the d, z0 and u* settle to approximately 0.75 cm, 0.25 cm 

and 0.9 m/s, respectively. Figure 8d provides the estimates of d, z0 and u* when the step height and length 

are doubled. It shows that the estimates of d and z0 are nearly doubled as well. Seen from the Figure 8a–d, 
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the results suggest that the estimates of d or z0 are close to constant with distance down a stepped spillway 

when its slope is constant, which indicates d or z0 is not proportional to the boundary-layer thickness. 

The friction velocities have a slight increase with distance down the stepped spillway, which occurs 

because, as the turbulent boundary layer grows, the depth increases while the energy grade line is still 

close to that of the spillway. 

Figure 8. Estimates of d, z0 and u* for the numerical experiments: (a) from run 1, 2, 3 and 4; 

(b) from run 6, 7, 8 and 9; (c) from run 12, 13 and 14; (d) from run 17 and 18. 

  

0.0

0.3

0.6

0.9
0.0

0.5

1.0

1.5

2.0

2.5

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.3

0.6

0.9  

z 0(c
m

)

 

d(
cm

)

 ks=3.60cm 
 ks=4.48cm 
 ks=2.50cm 
 ks=4.99cm 

(a)

u *(m
/s

)

L(m)

0.0

0.2

0.4
0.0

0.5

1.0

1.5

2.0

0 1 2 3 4 5
0.0

0.3

0.6

0.9
 

z 0(c
m

)

 

d(
cm

)

 q=0.28m2/s 
 q=0.42m2/s 
 q=0.62m2/s 
 q=0.82m2/s 

(b)

u *(m
/s

)

L(m)

0.0

0.5

1.0

1.50.0

0.5

1.0

1.5

2.0

0 1 2 3 4 5
0.6

0.8

1.0

1.2
 

z 0(c
m

)

 

d(
cm

)

 Fr-in=2.260
 Fr-in=1.000
 Fr-in=0.674

(c)

u *(m
/s

)

L(m)

0.0

0.5

1.0

1.50

1

2

3

4

5

0.0 0.5 1.0 1.5 2.0
0.0

0.3

0.6

0.9
 

z 0(c
m

)

 

d(
cm

)

 hs=0.1m, l=0.25m
 hs=0.05m, l=0.125m

(d)

u *(m
/s

)

L(m)



Water 2014, 6 3899 

 

 

5.2. Estimation of Velocity Profile Parameters 

It would be convenient for design calculations to estimate d and z0 from the details of the surface 

geometry, so that numerical computations may not be necessary. The roughness height ks perpendicular 

to the pseudobottom on a stepped spillway is likely the best parameter to characterize the step geometry, 

so in this section the relationship between the lengths d and z0 and the roughness height ks will  

be examined. 

The values of d/ks are obviously larger at lower spillway distances for runs 12 to 16. This is a 

consequence of the ogee spillway shape, where the width and height of steps on the spillway are changed 

along the ogee curve. Seen from the Figure 9, the density of step roughness is increased with the distance 

down the stepped spillway until a constant density is reached. The values of d/ks simultaneously decrease 

to the constant, equilibrium value, which agrees with the expected results of Counihan [54], Lee and 

Soliman [55], i.e., the value of d/h decreases as the surface density of roughness increases. 

Figure 9. The relationship of d and ks. 

 

The equilibrium ratio d/ks for the numerical runs are plotted against the distance down the stepped 

spillways in Figure 9, where the larger values of d/ks correspond to the ogee portion of the spillway 

where surface density of roughness is increasing. Regardless of manner in which the variables of h, l, q 

and Fr are changed on stepped spillways, the values of d/ks stay in a narrow range of 0.22 to 0.28. This 

is in agreement with the data of O’Loughlin and Annambhotla [56] (who gave approximately 0.27), 

Blihco and Partheniades [57] (who gave 0.28), Thom [58] (who gave 0.23) and Nepf and Vivoni [59] 

(who gave from 0.21 to 0.30) for flow over naturally rough surfaces. Thus, over an exceptionally large 

range of roughness on stepped spillways, the approximation d/ks = (0.22–0.28) is remarkably good on 

the premise that the rough surfaces which are commonly encountered have a similar density of  

steps elements. 
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Perry, et al. [15] chose to use the Clauser rough-wall profile referenced to a distance d below the 

roughness tops, 

 
(6)

and found that 

 (7)

where A and B are constants. Comparing these results with Equation (1) leads to a constant d/z0 for rough 

flows. Plots of z0/ks versus the distance from the crest to downstream are given in Figure 10. The values 

of z0/ks are approximately constant with distance down the stepped spillways. All of the z0/ks except the 

data where the surface density of roughness changes are among a range from 0.06 to 0.1, which agrees 

with the data of Nepf and Vivoni [59] (who gave from 0.05 to 0.11) and Whiting and Dietrich [60] (who 

gave 0.1). Some change of z0/ks with distance near the top of the steps is observed in run 12 to 16. The 

reason is similar to the jump of d/ks in Figure 9. This behavior was also described by Counihan [54]  

and Lee and Soliman [55]. They observed that with the surface density of roughness increasing,  

the z0/h decreases. 

Figure 10. The relationship of z0 and ks. 

 

Figure 11 gives d/z0 against distance L down the spillway for the 18 runs. It can be seen that the d/z0 

in the 18 cases is in a range of from 2.0 to 4.0, which is in agreement with the results of Brutsaert [61] 

who stated that the displacement height d is characterized as three times of the surface roughness length 

z0 for a natural-crop-covered surface and with Nepf and Vivoni [59] where the d/z0 was from 2.7 to 4.2 

in depth-limited vegetated flow. 
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Figure 11. The relationship between d and z0. 

 

An empirical expression was first proposed by Charnock [53] on dimensional grounds to relate the 

surface roughness length of the sea surface to the friction velocity of the wind, = ∗  (8)

where g is gravitational acceleration and M is the Charnock constant. Chamberlain [62] found that M 

was approximately equal to 2.0 with sand and snow forming the boundary roughness. Smart [12] showed 

that different values of M were applicable to different rivers and the constant M may be a function of 

flow depth and/or discharge and remains to be investigated. A similar statement could be made about 

stepped spillways. From the estimates of z0 and u* in the 18 numerical experiments, different values of 

M are calculated by Equation (8) and given in Table 2, indicating that M varies between 6 and 20 for the 

stepped spillways investigated herein. 

Keller and Rastogi [63] developed a hydraulic roughness Froude number F*, F ∗ = ∗ sin ∗  (9)

Seen from the expression of Equation (9), parameter F* includes the important hydraulic information 

about stepped spillways, and will be used as an independent parameter for the prediction of M. 

Data of M and F* from the 18 numerical experiments are plotted in Figure 12, and a fitted curve is 

obtained to describe the relationship between M and F*,  

 (10)

Substituting Equation (10) in (8) gives a relation between z0 and u* for stepped spillways 
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Figure 12. The relationship between F* and M. 

 

5.3. Application to Boundary Layer Development Length 

According to the graphical method used by Bauer [64], a straight-line portion of a log-log plot of the 

velocity profile is extrapolated to its intersection with the line u = U. The value of z at this intersection 

is taken to be the value of turbulence boundary layer thickness, δ. Due to the effects of steps in the 

spillway, as illustrated in Figure 13, the log(u)–log(z) plot of the velocity profile is not a straight-line. 

Considering the displacement height d, a straight-line portion of a log(u)–log(z + d) plot, also shown in 

Figure 13, is extrapolated to its intersection with the line u = U. Theoretically, the value of z 

corresponding to the intersection is nearly equal to the flow depth at the maximum of velocity, U, where 

the corresponding water depth is defined by Hmax. 

Figure 13. Schematic of the turbulence boundary layer thickness at the inception point. 
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With skimming flow, there may occur air entrainment over a stepped spillway at a certain flow rate, 

such as the cases of 1, 5, 6, 7, 17 and 18 in Table 2. Following the increasing flow rates and the water 

depth increasing, the inception point of air entrainment may move downstream, there may be no air 

entrainment over stepped spillway, such as the cases of 2–4 and 8–16 in Table 2. To make the air 

entrainment occurrence at larger flow discharge, the length of stepped spillway need to be enlarged on 

the premise of sufficient building space. To track the inception point of air entrainment over stepped 

spillways in the paper, the length of numerical physical spillways were enlarged based on the original 

length of experimental spillways in the cases of 2–4 and 8–16. 

Keller et al. [65] indicated that there may be three flow regions over a self-aerated spillway, one is 

the non-aerated region, where the turbulence boundary layer has not reached the water surface, one is 

aerating developing region, where the phenomena of aeration is developing, but the longitudinal profile 

of air void fraction keeps unstable along the spillway, another one is the aerating developed region, 

where the longitudinal profile of air void fraction keeps stable along the spillway. 

In order to show the physical process of air entrainment and the detailed time history of air bubbles 

penetration over a stepped spillway clearly, Figure 14 gives the numerical void fraction of water under 

stable condition of Run No. 17. Also the part of numerical flow streamlines from second to fourth steps 

at Run No. 17 was also presented in the Figure 15. 

Figure 14. Numerical void fraction of water on different instant at Run No. 17. 
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Figure 15. Part of numerical flow streamlines from second to fourth steps at Run No. 17. 

 

Seen from the Figures 14 and 15, first the water flowed down the stepped face as a coherent stream, 

skimming over the steps and cushioned by the re-circulating fluid trapped between them. The external 

edges of the steps formed a pseudo-bottom over which the skimming flow. Beneath this, re-circulating 

vortices formed and were sustained through the transmission of shear stress from the water flowing past 

the edge of the steps. The flow was transparent and no air entrainment took place from the crest to the 

step No. 4. This was the region of non-aeration. After step No. 4, the flow was characterized by air 

entrainment, where was the inception point of air entrainment and the turbulence boundary layer was 

reached at the water surface. At each step, a stable vortex developed and a continuous exchange of flow 

between top layer and vortices formed on the steps. The flow rotated in the vortex for a brief period and 

then returned to the main flow to proceed on down the spillway face. Similarly, air bubbles penetrated 

and rotated with the vortex flow, this was the region of developing aerated flow. Compared with the 

experimental boundary layer development length Li-exp, the numerical boundary layer development 

length Li-CFD was nearly equal to the Li-exp. Downstream of the inception point, the quantity air entrained 

increases, until the developed aeration region is reached. 

Figure 16 shows the numerical contour maps of mean flow velocity u between the crest and the fifth 

step. Seen from Figures 15 and 16, the closed velocity contour lines exist in the concave region of the 

steps, which indicates that there are vortices generated as the main means of energy dissipation on the 

stepped spillway. At the same time, it is observed that the mean flow velocities increase along the main 

flow direction. The velocity contour lines are from dense to sparse and the variation of flow velocities 

is from intense to gentle along the normal direction of pseudo-bottom. The maximum velocity U of each 

velocity profile along the normal direction of pseudo-bottom from the crest to downstream in Figure 16 

has been reached under a certain depth below the water surface, until the location of measured air 

entrainment inception point, where the maximum of velocity U has been reached near the water surface 

and the turbulence boundary layer reached at the water surface. 
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Figure 16. Numerical contour map of mean flow velocity u at Run No. 17. 

 

According to the observed distance Li-exp from the crest to the inception point of air entrainment in 

the six experimental cases, the corresponding δ and Hmax at the inception point of air entrainment are 

achieved. Then the ratio (δ + d)/(Hmax + d) is calculated and between 0.72 and 0.79, for a median of 0.75, 

as shown in Table 3. Thus, as long as the ratio of (δ + d) and (Hmax + d) is roughly equal to 0.75, the air 

inception will occur and the boundary layer length Li will be achieved. So the Li-CFD of the other 12 

numerical runs was calculated, as shown in Table 3. In all cases, the corresponding ratio is between 0.72 

and 0.79. 

Table 3. Summary of the information of velocity profiles at inception point. 

Run No. d (m) δ (m) Hmax (m) Li-exp (m) Li-CFD (m) (δ + d)/(Hmax + d) 

1 0.008 0.0173 0.027 0.60 0.66 0.72 

5 0.008 0.0107 0.018 0.44 0.44 0.72 

6 0.010 0.0403 0.057 3.44 3.44 0.75 

7 0.010 0.0713 0.099 4.38 4.28 0.75 

17 0.023 0.0421 0.060 1.35 1.35 0.78 

18 0.014 0.0403 0.055 2.02 2.02 0.79 

2 0.010 0.0177 0.025 - 0.79 0.79 

3 0.005 0.0173 0.026 - 0.73 0.72 

4 0.012 0.0203 0.029 - 0.92 0.79 

8 0.010 0.118 0.155 - 5.47 0.78 

9 0.010 0.152 0.211 - 7.90 0.73 

10 0.020 0.153 0.203 - 6.58 0.78 

11 0.015 0.142 0.19 - 5.12 0.77 

12 0.009 0.118 0.151 - 8.42 0.79 

13 0.009 0.104 0.142 - 8.68 0.75 

14 0.009 0.112 0.145 - 8.65 0.79 

15 0.009 0.1220 0.162 - 10.89  0.77 

16 0.010 0.1272 0.168 - 12.53  0.77 
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Taking into account the channel slope, θ, Froude surface roughness, F* and the surface roughness, ks, 

some relationships for determining the distance between the stepped spillway crest and the inception 

point were proposed by Chanson [66] (Equation (12)). = 9.719 (sin ) . ( ∗) . (12)

The relationship proposed by Chanson [66] was then enhanced by Hunt and Kadavy [67] for  

flat-sloped stepped spillways = 6.1 (sin ) . ( ∗) . (13)

The two relationships are applicable for the stepped spillways of F* less than 100. Then Hunt and 

Kadavy [68] proposed another relationship for broad-crested stepped spillways of 28 < F* < 100. = 7.48 ( ∗) .  (14)

Table 4 summarizes the distance, Li simulated by numerical experiments, with regards to unit 

discharge, q, spillway slope, θ, surface roughness, ks and Froude surface roughness, F*. Also, the predicted 

Li calculated by Equations (12)–(14) from Chanson [66] and Hunt and Kadavy [67,68] are summarized 

in Table 4, respectively. The slope of spillways for numerical experiments ranges from 8.7° to 53.2°, 

which shows the numerical experiments include not only steep chute (θ ≥ 22°), but also flat-sloped 

spillways (θ ≤ 22°), and the corresponding F* ranges from 3.4 to 158.5. None of the Equations (12)–(14) 

seem to be accurate when the inception length is less than 1 m, but the authors probably were not 

emphasizing that region. At larger Li, all of the equations seem to function acceptably. 

Table 4. Summary of unit discharge, Froude surface roughness and the distance calculated 

by Equations (12)–(14) and numerical experiments. 

Run No. 
ks q 

θ F* 
Li (m) Li (m) Li(m) Li-CFD 

(cm) (m2/s) Equation (12) Equation (13) Equation (14) (m) 

1 3.600 0.1 53.2 5.2 1.12 0.89 0.98 0.66 
2 4.480 0.1 41.7 4.1 1.16 0.90 1.01 0.79 
3 2.500 0.1 33.7 10.8 1.27 1.13 1.20 0.73 
4 4.990 0.1 33.7 3.8 1.21 0.92 1.07 0.92 
5 3.600 0.07 53.2 3.5 0.84 0.63 0.72 0.44 
6 3.690 0.28 14.0 25.6 3.23 3.27 3.46 3.44 
7 3.690 0.42 14.0 38.4 4.32 4.63 4.75 4.28 
8 3.687 0.62 14.0 56.8 5.70 6.48 6.44 5.47 
9 3.687 0.82 14.0 75.1 6.96 8.24 8.01 7.90 

10 7.373 0.82 14.0 26.5 6.63 6.74 7.12 6.58 
11 6.798 0.82 26.6 22.1 5.63 5.57 5.68 5.12 
12 3.247 1.24 21.9 110.7 8.36 10.49 9.55 8.42 
13 3.247 1.24 21.9 110.7 8.36 10.49 9.55 8.68 
14 3.247 1.24 21.9 110.7 8.36 10.49 9.55 8.65 
15 3.380 1.24 14.3 128.0 9.34 11.97 11.12 10.89 
16 3.449 1.24 8.7 158.5 10.68 14.12 13.40 12.53 
17 9.285 0.18 21.8 3.4 1.98 1.49 1.79 1.35 
18 5.000 0.15 21.8 6.9 1.78 1.48 1.71 2.02 
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Figure 17 provides direct comparison of the Li calculated by numerical experiments and  

Equations (12)–(14). When the F* is less than 32, the difference between the Li by the CFD,  

Chanson [66] and Hunt and Kadavy [67,68] are small. With the continuous increasing of F*, the errors 

between the Li calculated by numerical experiments and Equations (12) and (13) are larger, however, 

the values of Li calculated by numerical experiments are closer to the values calculated by Equation (14). 

The standard error of Equations (12)–(14) applied to the 18 numerical runs is 0.70, 0.76 and 0.38, 

respectively. All of the equations seem to be equivalent below F* = 32, but above F* = 64, Equation (14) 

by Hunt and Kadavy [68] is superior. 

Figure 17. Normalized Li versus Froude surface roughness, F*. 

 

6. Conclusions 

The length down crest to the air inception point in skimming flow over stepped spillway, is an 

important variable for many aspects of spillway design. It is dependent upon parameters of the velocity 

profile, such as dynamic roughness, displacement height and friction velocity. According to the 

numerical simulation results, the characterization relations for the three velocity profile parameters and 

finally the boundary layer development length for stepped spillways were developed. The conclusions 

are as follows: 

(1) After validation with experimental data, numerical models and methods were used to simulate 

flow fields in the nonaerated skimming flow zones on stepped spillways. A two dimensional 

simulation was successful in simulating velocity profiles on stepped spillways. 

(2) In many different step geometries and flow conditions, fixing the origin of vertical coordinate at 

the tip of the steps, the expressions of d/ks in the range of 0.22 to 0.27, z0/ks in the range of 0.06 

to 0.1 and d/z0 from 2.2 to 4 give a good estimate along with the distance down the stepped 

spillways. It is a precondition that the rough stepped surfaces have a similar density of steps 

elements, since Figures 9 and 10 illustrate that d and z0 may be strongly dependent on the density 

of roughness elements. 
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(3) Equation (10) indicates that hydraulic roughness z0 is proportional to shear stress and the 

hydraulic roughness Froude number F*, defined in terms of the roughness height ks. 

(4) The turbulent boundary layer is seen at the water surface when the Bauer-defined boundary layer 

thickness is between 0.72 and 0.79 of the flow depth. 

(5) The length down the spillway to the inception of air entrainment is best predicted by Equation (13), 

developed by Hunt and Kadavy [68], especially when the surface roughness F* is equivalent 

above 64. However, the definition of inception point location in this paper is that the visual 

observation of the cross section where there is a continuous presence of air within the flow at the 

sidewalls or within the step cavities, and this conclusion was achieved based on the numerical 

simulation results under 18 different hydraulic conditions. Further research should expand the 

range of conditions for the application of these equations. 
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