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Abstract: Floods represent a significant natural hazard with the potential to inflict substantial damage
on human society. The swift and precise delineation of flood extents is of paramount importance for
effectively supporting flood response and disaster relief efforts. In comparison to optical sensors, Syn-
thetic Aperture Radar (SAR) sensor data acquisition exhibits superior capabilities, finding extensive
application in flood detection research. Nonetheless, current methodologies exhibit limited accuracy
in flood boundary detection, leading to elevated instances of both false positives and false negatives,
particularly in the detection of smaller-scale features. In this study, we proposed an advanced flood
detection method called FWSARNet, which leveraged a deformable convolutional visual model
with Sentinel-1 SAR images as its primary data source. This model centered around deformable
convolutions as its fundamental operation and took inspiration from the structural merits of the
Vision Transformer. Through the introduction of a modest number of supplementary parameters, it
significantly extended the effective receptive field, enabling the comprehensive capture of intricate
local details and spatial fluctuations within flood boundaries. Moreover, our model employed a
multi-level feature map fusion strategy that amalgamated feature information from diverse hierarchi-
cal levels. This enhancement substantially augmented the model’s capability to encompass various
scales and boost its discriminative power. To validate the effectiveness of the proposed model, experi-
ments were conducted using the ETCI2021 dataset. The results demonstrated that the Intersection
over Union (IoU) and mean Intersection over Union (mIoU) metrics for flood detection achieved
impressive values of 80.10% and 88.47%, respectively. These results surpassed the performance of
state-of-the-art (SOTA) models. Notably, in comparison to the best results documented on the official
ETCI2021 dataset competition website, our proposed model in this paper exhibited a remarkable
3.29% improvement in flood prediction IoU. The experimental outcomes underscore the capability of
the FWSARNet method outlined in this paper for flood detection using Synthetic Aperture Radar
(SAR) data. This method notably enhances the accuracy of flood detection, providing essential
technical and data support for real-world flood monitoring, prevention, and response efforts.

Keywords: flood detection; polarimetric SAR data; deep learning; deformable convolution

1. Introduction

Floods, being among the most devastating natural disasters on a global scale, stand out
as the most frequent and widespread natural calamities, exerting a severe impact on both
human survival and economic progress [1]. The period spanning from 2000 to 2018 saw
a staggering 913 major flood events worldwide, during which flooding directly affected
an extensive land area of 2.23 million square kilometers and a human population ranging
between 255 and 290 million individuals [2]. Evidently, floods have resulted in substantial
losses in terms of global economic development and human lives. Therefore, the acquisition
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of timely and precise information regarding flooded regions holds paramount significance
for the relevant authorities in crafting disaster relief strategies and conducting post-disaster
loss assessments [3].

In recent years, with the rapid development of Radio Electronics Technology, Sensor
Technology, Computer Technology, and Aerospace Technology, Remote Sensing Technol-
ogy has found widespread applications in flood disaster monitoring [4]. Satellite remote
sensing images offer advantages in providing macroscopic, objective, and timely surface
information [5]. They can overcome the difficulties of inconvenient transportation and
inaccessibility of submerged areas during disaster investigations, saving human and time
costs. This makes them particularly suitable for large-scale, multi-level synchronous mon-
itoring of flood disasters, offering a fast and cost-effective solution for flood monitoring.
Several scholars have conducted research on how to use multi-temporal and multi-spatial
remote sensing images to detect flood areas quickly and accurately. The Dartmouth Flood
Observatory (DFO) has developed a global near-real-time mapping product for floods using
MODIS data [6]. Lin et al. [7] analyzed the impact of flood basins on the environment using
a long-time series of Landsat images, demonstrating that optical remote sensing images
can be used for environmental analysis and planning for natural disasters. However, flood
detection in medium to low-resolution optical images can be affected by terrain shadows.
To address this issue, Lin et al. [8] proposed using digital elevation models (DEM) and other
terrain data to remove terrain shadows, thereby improving the accuracy of flood detection.
Large-scale and high-frequency observations using optical remote sensing images can mon-
itor flood changes [9]. However, due to adverse weather conditions during flood events,
optical sensors are sensitive to cloud cover and rainfall, making it challenging to obtain
effective monitoring data during flooding [10]. Active microwave remote sensing [11] can
address the emergency flood mapping problem during cloudy weather conditions. Marti-
nis [12] developed the Visible Infrared Imaging Radiometer Suite National Oceanic and
Atmospheric Administration George Mason University Flood Version 1.0 (VIIRS NOAA
GMU Flood Version 1.0) using Suomi National Polar-orbiting Partnership (SNPP)/Visible
Infrared Imaging Radiometer Suite (VIIRS) shortwave infrared data, enabling medium-
resolution and frequent flood mapping. However, due to resolution limitations, these data
cannot provide sufficient detail, leading to inaccuracies in pinpointing flood boundaries
and capturing local variations in flood extents.

With the development of Synthetic Aperture Radar (SAR), SAR has gained significant
attention for flood detection due to its unique wavelength characteristics. SAR has the
capability to penetrate cloud and precipitation particles, making it immune to the influ-
ence of weather and time. It offers broad coverage and is particularly sensitive to water
bodies [13]. Therefore, many researchers have been focusing on utilizing SAR images for
flood detection. To date, flood extraction methods based on SAR images include threshold-
based methods [14], object-oriented methods [15], active contour methods [16], and data
fusion methods [17]. However, traditional SAR data-based flood monitoring methods face
challenges when dealing with large areas due to issues such as speckle noise and uneven
grayscale distribution in SAR images. In this context, the combination of SAR data with
intelligent water extraction algorithms has become a hot topic.

To date, deep learning algorithms have achieved excellent results in various fields such
as semantic segmentation [18], object detection [19], and image classification [20], providing
a viable approach for flood detection. Deep learning methods have strong applicability
in the process of extracting information from multi-band remote sensing images as they
eliminate the need for complex feature selection [21]. With the emergence of large-scale
datasets and computing resources, Convolutional Neural Networks (CNN) [22] have be-
come the mainstream in visual recognition. Researchers like Long et al. [23] introduced
a semantic segmentation method based on Fully Convolutional Networks (FCN), which
addressed image segmentation at the semantic level and classified images at the pixel
level. Ronneberger et al. [24] proposed a U-Net network with an encoder-decoder structure
capable of fusing low-resolution and high-resolution features, thus improving the accuracy
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of image segmentation. Numerous classic semantic segmentation models have been devel-
oped globally to enhance the accuracy and performance of semantic segmentation, such as
Deeplabv3 [25], UNet++ [26], and HRNet [27], among others. In recent years, the superior
performance of deep learning has sparked immense interest in the hydrological community.
Ng et al. [28] delve into the characteristics of deep learning models, the structure and
features of hybrid models, and the crucial role of optimization methods. This provides the
most recent snapshot of deep learning modeling applications in streamflow forecasting.
The ANN3 model developed by Essam et al. [29] demonstrated strong adaptability and re-
liability, offering more precise water flow predictions to mitigate urban and environmental
damages. In recent years, deep learning models have been gradually applied to water body
extraction from remote sensing images. For instance, Chen et al. [30] utilized convolutional
neural networks for water body extraction, demonstrating the effectiveness of deep learn-
ing methods in comparison to traditional methods like Normalized Difference Water Index
(NDWI). He et al. [31] introduced an attention mechanism to adjust the feature weights in
the hopping connection part of the U-net network and extracted the boundary information
of alpine glacial lakes more accurately. Zhong et al. [32] introduced a two-way channel
attention mechanism and a deep expansion residual structure to construct the MIE-Net
network to improve the segmentation accuracy of the lake. Wang et al. [33] proposed a
multiscale lake water body extraction network, particularly excelling in extracting small
lake water bodies. Nemni et al. [34] devised a convolutional neural network for flood
mapping, enabling fully automatic and rapid flood monitoring. Peng et al. [35] introduced
a self-supervised learning framework for urban flood mapping, significantly enhancing the
accuracy of urban flood monitoring. Yuan et al. [36] innovatively proposed the Enhanced
Atrous Spatial Pyramid Pooling (EASPP) module, which maintains the saliency of high-
dimensional features and improves the recognition ability of tiny water bodies. However,
due to the diverse morphology and varying sizes of water bodies, there are limitations in
the convolutional layers used in CNN models, particularly with regard to their limited
receptive fields. This limitation makes it challenging to obtain accurate contextual infor-
mation from the images, resulting in difficulties distinguishing between water bodies and
shadows, incomplete extraction of small water bodies, and issues with river extraction.
These limitations have restricted the application of water body extraction products.

The Transformer [37] is a deep learning model based on the self-attention mecha-
nism, which has achieved significant success in natural language processing. Unlike CNN,
the self-attention module of the Transformer Neural Network (TNN) can quickly model
long-range feature relationships, allowing for the precise extraction of global features over
a wide range. As a result, researchers have started exploring the application of trans-
former neural networks in image semantic segmentation tasks, with the Vision Transformer
(ViT) [38] being the most representative model. ViT’s Multi-head Self-Attention (MHSA)
module exhibits long-range dependencies and adaptive spatial aggregation. In addition
to MHSA, transformer neural networks also include a range of advanced components
not found in standard CNNs, such as Layer Normalization (LN) [24], Feed Forward Net-
works (FFN), GELU [25], and more. This enables ViT to learn more robust representations
from a large amount of data compared to CNNs, leading to great success in visual tasks.
Therefore, many researchers have applied TNN to hydrology. For example, Mustafa Abed
et al. [39] established an evaporation prediction model based on the deep learning ar-
chitecture of a transformer, which outperformed two DL models, namely Convolutional
Neural Network and Long Short-Term Memory, in terms of prediction effect, indicating
its application potential in hydrology. Donghui Ma et al. [40] proposed a Water Index and
Swin Transformer Ensemble (WISTE) method for automatic water body extraction, which
also achieved good segmentation results. However, despite its excellent performance in
visual tasks, ViT’s global attention mechanism introduces expensive computational and
memory complexity. This complexity can pose significant challenges, especially when
dealing with high-resolution images. In addition, ViT’s ability to capture local information
in relation to images is relatively weaker. In semantic segmentation tasks, these drawbacks
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can result in increased computational burdens when processing large-sized images and
may not adequately capture pixel-level detail information, affecting the accuracy and the
recognition capability of small structures during segmentation.

By comparing CNNs and TNNs, it can be found that: (1) Compared to TNNs with
MHSA, the de-facto effective receptive field of CNNs [41] stacked by 3 × 3 regular convo-
lutions is relatively small. Even with very deep models, the CNN-based model still cannot
acquire long-range dependencies like ViTs, which limits its performance. (2) Compared to
MHSA whose weights are dynamically conditioned by the input, since regular convolution
has highly inductive properties, CNN models composed by regular convolutions might
converge faster and require less training data than TNNs, but it also restricts CNNs from
learning more general and robust patterns from web-scale data. As an extension of the DCN
series, Deformable Convolutional v3 (DCNv3) made up for the deficiencies of regular con-
volution in terms of long-range dependencies and adaptive spatial aggregation, and DCNv3
inherits the inductive bias of convolution, making the model more efficient with fewer
training data and shorter training time. In addition, because DCNv3 is based on sparse
sampling, it only needs a 3 × 3 kernel to learn long-range dependencies, which is more
computationally and memory efficient than methods such as MHSA and re-parameterizing
large kernel [42] and is easier to optimize, avoiding extra auxiliary techniques used in
large kernels.

The main contributions of the study are as follows:

(1) Introducing the |VV|/|VH| Ratio to Enhance Data Features. Given the limitations
of dual-polarized data in Sentinel-1, and the |VV|/|VH| ratio’s significant capability
to enhance the reflective properties of water bodies, causing them to exhibit relatively
higher pixel values in the ratio image. In this study, polarimetric data VV, VH, and
|VV|/|VH|ratio, which was combined into an RGB image using band combina-
tion, was used as an input to the model, so that the model could better capture the
reflectance change of the flood boundary.

(2) The introduction of this method contributes to the improvement of the performance
of flood detection models, enhancing their sensitivity to changes in the flood region.

(3) A flood detection network model (FWSARNet) is proposed. In the encoder part,
the FWSARNet model proposed in this paper introduced deformable convolution
as the core operator, and deformable convolution (DCNv3) was used to replace the
MHSA (Multi-Head Self-Attention) module in ViT, which could better capture the
local details and spatial variations of the flood boundary present in the SAR image
while reducing the parameters, thus, realizing the adequate extraction of local details
and spatial variation features of the flood boundary.

(4) In the decoder part, the model adopted the method of multi-level feature map fusion,
which carried out multi-scale feature fusion and up-sampling operations on differ-
ent levels of feature maps, combining different levels of feature information in the
detection process could retain more semantic and detailed information, which further
improved the recognition ability of fine water bodies.

2. Methods

Firstly, after completing the SAR image pre-processing, the Sentinel-1 dual-polarized
images and the calculated |VV|/|VH| ratio images were combined into a new image
containing three bands. Secondly, the obtained new images were divided into training
dataset, validation dataset, and test dataset, and the data-augmented training dataset and
validation dataset were input into the FWSARNet model for training. Finally, a variety of
evaluation indicators were used to quantitatively evaluate the flood extraction accuracy of
the FWSARNet model in the test dataset. The specific flowchart of this study is shown in
Figure 1.
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Figure 1. The flowchart of this study.

This study presents the flood detection network FWSARNet for Synthetic Aperture
Radar (SAR) images, as depicted in Figure 2. The model is a convolution-based pyramid
architecture, consisting of an encoder and a decoder. The encoder is composed of the
convolutional stem layer, feature extraction module, and downsampling layer. The decoder
consists of the Pyramid Pooling Module (PPM), upsampling layer, and feature fusion
module. In this section, we will provide a detailed description of the proposed flood
detection network FWSARNet.

2.1. Encoder

The FWSARNet model encoder consists of 1 convolutional stem (Stem layer), 4 sets
of feature extraction modules, and 3 downsampling layers. Each set of feature extraction
modules forms one stage, extracting features at a particular scale. The downsampling
layers are distributed between the four stages, resizing the feature maps to different scales.
Specifically, the feature extraction modules are responsible for feature learning, while the
Stem layer and downsampling layers handle dimensionality reduction and upscaling.
The encoder ultimately produces four scale-specific feature maps, denoted as X1, X2, X3,
and X4.
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2.1.1. Stem and Downsample Layers

The convolutional Stem layer and the downsampling layers play a crucial role in the
encoder. The Stem is responsible for the initial processing of input data. As shown in
Figure 3, it consists of two convolutional layers, two Layer Normalization (LN) layers,
and one GELU layer. Each of the convolutional layers has a kernel size of 3, a stride of 2,
and a padding of 1. Both convolutional layers are connected to Layer Normalization (LN)
layers, which accelerates the model’s learning process, extracting fundamental features
from the input SAR data as a foundation for further processing. The downsampling
layers are strategically placed between two stages of feature extraction in the encoder.
Their primary function is to reduce the spatial dimension of feature maps to capture
features at different scales effectively, allowing the model to learn high-level and low-level
features. Additionally, the downsampling layers contribute to improved computational
efficiency and reduced model complexity. Similarly, the downsampling layers consist of
3 × 3 convolutions with a stride of 2 and padding of 1, followed by an LN layer. The
downsampling layers can be represented using the following formula.

X = LN(ConV2d(X)). (1)

2.1.2. Feature Extraction Module

The Feature Extraction Module is designed by combining a Deformable Convolutions
Network (DCN) [43] with a series of customized blocks and architectures similar to a
transformer neural network. Unlike the traditional Multi-Head Self-Attention (MHSA)
modules, the Feature Extraction Module is built upon Deformable Convolutions Network
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v3 [44] (DCNv3). As shown in Figure 4, each Feature Extraction Module block consists of a
LayerNorm (LN), DCNv3, residual connections, and a Multilayer Perceptron (MLP) with
a GELU non-linearity, the core operator is DCNv3. For other components, we adopted a
pre-normalization setting and followed a design similar to a standard Transformer. Based
on this design, the Feature Extraction Module can be represented as follows:

X̂
l
= dropout

(
γ×DCN

(
LN
(

Xl−1
)))

+ Xl−1, (2)

Xl = dropout
(

γ×MLP
(

LN
(

X̂
l)))

+ X̂
l
, (3)

where X̂
l

and Xl represents the outputs of the DCN module and the MLP module, respectively.
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DCNv3 introduces learnable offsets to adjust the sampling positions of convolutional
kernels, giving the convolution kernels the ability to deform spatially. This enables them
to adaptively capture feature information from different locations, making them more
suitable for variations in the shape and spatial changes of targets. DCNv3 addresses the
shortcomings of traditional convolution in terms of long-range dependencies and adaptive
spatial aggregation. Furthermore, as shown in Figure 5, DCNv3 draws inspiration from the
concept of depth-wise separable convolution to reduce the complexity of the DCN operator.
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It also incorporates multiple sets of mechanisms and normalization modulation scalars.
This achieves sparse global modeling while appropriately retaining the inductive bias of
CNN, striking a better balance between computational efficiency and accuracy. DCNv3 can
be represented as follows:

y
(
p0
)
= ∑G

g=1 ∑k
K=1 wgmgkxg

(
p0 + pk + ∆pgk

)
, (4)

where G represents the number of groups. For the g group, wg represents the shared
projection weights of that group, mgk∈ R represents the modulated scalar at the k-th
sampling point in group g normalized by the softmax function along dimension k, xg
represents the sliced input feature map, and ∆pgk represents the offsets corresponding to
grid sampling positions in the g group.
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2.2. Decoder

The decoder in the FWSARNet model is responsible for taking the multi-scale features
generated by the encoder and further processing them to produce the final flood detection
results. It consists of three essential components: the Pyramid Pooling Module (PPM), the
upsampling layers, and the feature fusion module.

2.2.1. Pyramid Pool Module

The Pyramid Pooling Module (PPM) [45] fuses multi-scale features by performing
pooling operations on feature maps at different scales. It consists of multiple branches,
each with a different pool size. These branches aid in extracting features at different scales
and combining them to enrich the feature representation, providing a more comprehensive
contextual understanding of the input data. By introducing the PPM, our model could
better perceive variations in object scales, leading to improved segmentation accuracy and
detail preservation.

As illustrated in Figure 6, we applied average pooling at different scales to the input
feature map (512 × 8 × 8), resulting in feature maps of sizes 1, 2, 3, and 6. These feature
maps were integrated using 3× 3 convolutions and then upsampled to match the size of the
input feature. They were concatenated along the channel dimension, including the original
feature map. The concatenated feature map had a size of 2560 × 8 × 8, and a final 3 × 3
convolution was applied to produce a composite feature map that combined information
from various scales. This feature map had the same size as the input (512 × 8 × 8). This
process aimed to balance global semantic information and local detail information. This
process can be mathematically expressed as follows.

Xupi
= UP(BN(Conv2d(AvgPool(X4)))), (5)

XPPM = Conv2d
(
Concat

(
Input, Xupi

))
, (6)
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where i = 1, 2, 3, and 4, and UP indicates the up-sampling operation. Xupi
is the upsampled

output result, X4 is the output feature of the fourth stage of the encoder, and XPPM represents
the output of the Pyramid Pool Module.
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2.2.2. Feature Fusion Module

The top-level feature maps obtained through the Pyramid Pool Module contained rich
semantic information, but they had lower resolution, especially near the flood boundaries,
and their resolution was not sufficient for accurate semantic predictions. However, the
lower-level feature maps connected laterally and fused with their corresponding layers had
low-level semantic information but higher resolution. To address this issue, the proposed
network in this paper used a feature fusion module to combine feature maps from different
layers, effectively capturing multi-scale and multi-level semantic information, thereby
improving flood prediction performance. As shown in Figure 7, first, feature maps from
different layers were individually subjected to a 3 × 3 convolution for feature integration.
Then, the high-level features were upsampled, and these feature maps were fused along
the channel dimension to obtain a feature map with multi-level features. This process can
be represented using the following equation.

Xupi
′ = UP

(
BN
(
Conv2d

(
Xi
′))), (7)

Output = Conv2d
(
Concat

(
X4
′Xupi

′)), (8)

where i = 1, 2, and 3, Xi
′ represents the three high-level features, UP denotes the upsampling

operation, Xupi
′ represents the result after upsampling, and Output represents the result

after feature fusion and a 3 × 3 convolution for feature integration.
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2.3. Experimental Metrics

Through a comprehensive consideration of the research in related fields [40,46], we
selected five widely used evaluation metrics, namely Intersection over Union (IoU), mean
Intersection over Union (mIoU), precision (P), recall rate (R), and F1-score as evaluation
metrics. IoU and mIoU were used to evaluate the performance of the model in terms
of target spatial positioning and boundary accuracy, while the precision and recall rate
was used to evaluate the ability of the model to accurately predict the flood area and
successfully identify the real flood area for the flood detection task. The F1-score, as a
harmonic average of precision and recall, provided an overall assessment of the balance
between the accuracy and completeness of the model. By selecting these five metrics, we
ensured a comprehensive evaluation of the model’s performance in all aspects of the flood
detection task.

The Intersection over Union (IoU) calculates the ratio of the intersection of the true
values and predicted values to their union. This ratio can be expressed as the intersection
(TP) divided by the sum of (TP, FP, and FN). The formula for calculating IoU is as follows:

IoU =
TP

FP + FN + TP
. (9)

The mean Intersection over Union (mIoU) is the average IoU computed for each class.
The formula for calculating mIoU is as follows:

MIoU =
1

K + 1∑k
i=0

TP
FP + FN + TP

. (10)

Precision, also known as positive predictive value, is a metric that measures the
probability of true positive samples among all the samples predicted as positive. The
formula for calculating precision is as follows:

P =
TP

TP + FP
. (11)

Recall, also known as sensitivity or true positive rate, is a metric that measures the
probability of samples correctly identified as positive among all the actual positive samples.
The formula for calculating recall is as follows:

R =
TP

TP + FN
. (12)

The F1-score can comprehensively consider the precision rate and recall rate to make
it more representative.

F1 = 2× Precision× Recall
Precision + Recall

. (13)

In the above equation, TP represents the number of samples belonging to the “flood”
category correctly identified as “flood” by the system, FP represents the number of samples
belonging to the “background” category mistakenly classified as “flood” by the system, and
FN represents the number of samples belonging to the “flood” category wrongly classified
as “background” by the system.

3. Experiments
3.1. Dataset and Preprocessing

The dataset used in the experiments was derived from the ETCI 2021 flood dataset,
which consists of SAR (Synthetic Aperture Radar) images captured by the European
Space Agency’s Sentinel-1 satellite. These images were acquired in interferometric wide
mode with a resolution of 5 × 20 m. The dataset included a total of 54 GeoTIFF format
images, with a combined file size of 5.3 G. These images were divided into 256 × 256-pixel
image patches, capturing both VV and VH polarization modes. Furthermore, the dataset
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provided annotations for pre-flood water pixels and flood-labeled pixels during flood
events. The dataset covered a diverse range of regions, including Nebraska, North Alabama,
Bangladesh, Florence, and more, encompassing five different flood events in various
settings, such as agricultural land and urban environments. This diversity allowed the
dataset to effectively reflect a wide range of changes in regions affected by floods.

The data preprocessing workflow was as follows: (1) To remove speckle noise from
SAR images, a Lee filter with a window size of 5 × 5 was applied. This filtering process
helps in improving the quality of SAR images and is chosen for its balance between noise
reduction effectiveness and processing speed. (2) Considering the limited polarization data
from Sentinel-1 and the enhancement of water features using the |VV|/|VH| ratio, the
|VV|/|VH| ratio was introduced to enrich the model features. In this study, a composite
RGB dataset was created using the red channel for VV, the green channel for VH, and the
blue channel for |VV|/|VH| ratio (as shown in Figure 8). (3) The labeled water pixels
and flood pixels were combined to create the label data used during the training process.
(4) Some images in the dataset contained striping artifacts or were completely empty, which
can introduce noise. To improve the quality and reliability of the training data, images
with an area smaller than 0.5% were excluded during training. (5) Data augmentation
was performed to obtain a sufficient number of samples and prevent overfitting during
model training. Data augmentation included random rotations, random cropping, hori-
zontal flipping, and optical distortions applied to both the images and their corresponding
label images.
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3.2. Model Training

Due to the substantial computational requirements and numerous parameters in deep
learning, the experimental setup demands meticulous attention. This study conducted thor-
ough configurations in both hardware and software environments to ensure the reliability
and performance of the experiments. In terms of hardware, the experiments were carried
out on a system running the Windows 10 operating system. The hardware configuration
included 64 GB of RAM, an Intel Core i9-9900K processor, and an NVIDIA GeForce RTX
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2080 graphics card with 8 GB of VRAM. These specifications were chosen to leverage the
computational power needed for deep learning tasks. Regarding software, the experiments
were conducted using Python 3.8 as the primary programming language. The model was
implemented using the Pytorch deep learning framework. To harness the hardware’s
full potential, GPU acceleration technology was employed. Hyperparameter tuning was
a crucial aspect of the experiment. Through multiple iterations, this study established
appropriate hyperparameter settings. Specifically, the number of training iterations was
set to 20, the batch size was configured as 4, and the AdamW optimizer was used. The
initial learning rate was defined as 6 × 10−5, with momentum parameters (betas) set to (0.9,
0.999), and a weight decay parameter of 0.01 was applied. Additionally, the cross-entropy
loss function was used during the model training process. After several rounds of iterative
training, the model ultimately achieved the desired state of convergence. These carefully
considered hardware and software configurations, along with optimized hyperparameters,
ensured both the reliability and high-performance execution of the experiments. Figure 9
shows the training loss curve and the evaluation index curve of the model.
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3.3. Results
3.3.1. Optimizer Analysis

The essence of training a Convolutional Neural Network (CNN) is to continuously
update parameters during the training process to minimize the loss. Currently, most
optimization algorithms are achieved through iterations, primarily by optimizing a loss
function to find the optimal parameters. To obtain a suitable optimizer, we experimented
with different optimizers, including SGD, Adam, and AdamW, to analyze the training loss
of the model.

Stochastic Gradient Descent (SGD) [47] is currently the most fundamental iterative
algorithm for optimizing neural networks. It computes the derivatives of the error, with
respect to the weights, layer by layer using the gradient descent method and then up-
dates the weights and biases of the neural network layer by layer. SGD is known for its
simplicity and ease of implementation, but it has some drawbacks, including relatively
slow convergence and the potential for oscillations around saddle points. Its formula is
as follows:

gt =
∂loss
∂ωt

, (14)

ωt+1 = ωt + lr× gt, (15)

where gt is the gradient of the loss function at time t with respect to the current parameter,
ωt is the weight at time t, lr is the learning rate, andωt+1 is the weight at time t + 1.
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The Adaptive Moment Estimation (Adam) optimizer [48] is an adaptive optimization
algorithm that adjusts the learning rate based on historical gradient information. Further-
more, it allows for the adaptation of momentum parameters to balance the influence of
the previous and current gradients on parameter updates, preventing premature conver-
gence to local minima. Additionally, the Adam optimizer normalizes parameter updates,
ensuring that updates for each parameter have similar magnitudes, thereby improving
training effectiveness. Finally, it incorporates L2 regularization to regularize the parameters,
preventing overfitting of the neural network to the training data. Its formula is as follows:

m1
t =

mt

1− βτ
1

, (16)

v2
t =

vt

1− βτ
2

, (17)

ωt+1 = ωt − lr× m1
t

v2
t

, (18)

where m1
t is to correct the deviation of first-order momentum, and v2

t is to correct the
deviation of second-order momentum, β1, β2 ∈ [0, 1].

The AdamW optimizer [49], proposed by Loshchilov and others, addresses a per-
ceived issue with the traditional Adam optimizer combined with L2 regularization. It was
observed that, under normal circumstances, larger weights should be penalized more, but
Adam does not follow this principle. Therefore, the authors introduced the concept of
weighted decay to create the optimized AdamW algorithm. AdamW retains the efficiency
and low memory footprint of the Adam algorithm while improving its overall performance.
This enhancement helps overcome potential issues with Adam, such as non-optimality
and slow convergence. The parameter update formula for the optimization algorithm is
as follows:

ωt+1= ωt − ηt

(
α√

υt + ε
mt + λ·ωt

)
, (19)

where t represents the time step, α represents the learning rate, ωt+1 represents the pa-
rameters to be updated, mt and vt represent the first-order moment momentum and
second-order moment momentum respectively, λ represents the weight decay rate of each
step, ηt is a custom step size scale factor, and ε is an extremely small number to prevent the
denominator from being 0.

Figure 10a illustrates the training losses when using three different optimizers. It is
evident from the graph that SGD and Adam exhibited higher fluctuations in training loss,
and the loss values were larger. In contrast, AdamW showed smaller fluctuations in training
loss, resulting in smaller loss values. Figure 10b–d represents the IoU, precision, and recall
on the validation dataset when using the three optimizers. It is evident from the figures
that the AdamW optimizer outperformed the other optimizers across all three performance
metrics. In addition, the results of Llugsi et al. [50] also showed that the AdamW optimizer
had higher performance. Therefore, AdamW was selected as the network optimizer in
this study.

3.3.2. Comparison of Different Backbone Models

To validate the effectiveness of different backbone architectures for water feature
extraction in the FWSARNet model, this section provides a detailed comparison of various
backbone architectures. These architectures include ResNet [41] based on convolution and
residual connections, the Transformer-based Vision Transformer (ViT) [38], Twins_svt [51],
and Swin Transformer [52]. All experiments maintained consistency by using the same
decode_head structure. Evaluation metrics included Intersection over Union (IoU), mean
IoU (mIoU), F1-score (F1), Precision, and Recall. Table 1 presents the prediction results of
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different backbones on the ETCI 2021 dataset, with the best results highlighted in bold for
emphasis.
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Table 1. Comparison of experimental results of different backbones.

Backbone Iou (%) mIou (%) F1 (%) Precision (%) Recall (%)

ViT 68.21 81.44 89.18 91.42 87.26
ResNet 76.21 86.17 92.26 94.25 90.51
Swin

Transformer 77.08 86.68 92.58 94.59 90.81

Twins_svt 77.80 87.13 92.86 95.38 90.69
FWSARNet 80.10 88.47 93.67 94.84 92.59

The results indicated that: (1) By observing the IoU and mIoU metrics, it was evident
that the FWSARNet model achieved 80.06% and 88.49%, respectively, which were signifi-
cantly better than other backbone models. This highlights the significant advantage of the
FWSARNet model’s backbone in terms of the accuracy of water segmentation, enabling it
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to more precisely capture water features. (2) F1 scores are an important indicator of the
balance between accuracy and recall. The network backbone of the model proposed in
this paper also achieved the highest F1 score, reaching 93.68%, which showed that it could
maintain a high recall rate while maintaining high precision. This conclusion was also
verified by Precision and Recall scores, which were crucial for the accurate extraction of
water features. (3) Furthermore, when compared to other network models, the FWSARNet
model exhibited the highest improvements in terms of IoU and mIoU, which increased
11.89% and 7.03%, respectively. Even when compared to the high-performing backbone
networks like Twins_svt and Swin Transformer, the IoU of the FWSARNet model was still
2–3 percentage points higher.

Figure 11 illustrates the visual results of flood detection using different backbone
models on the ETCI 2021 test dataset. Observations from the results were as follows:
The ViT model excels in modeling global context through its self-attention mechanism;
however, its performance heavily relies on large-scale training data [38]. In ViT models,
the relatively large receptive field leads to excessive averaging of details. Additionally,
the fixed-size tokens are not well-suited for certain visual applications [51]. Consequently,
in flood detection tasks, ViT’s performance was not ideal, as shown in Figure 10c, where
the model could only detect large bodies of water and failed to accurately identify small
rivers and flood boundaries. In contrast, the convolutional operations in ResNet are
more flexible in handling different-sized receptive fields, making them better suited for
tasks involving complex water boundaries. The spatially separable self-attention (SSSA)
technique in Twins_svt can enable cross-group information exchange, aiming to reduce
model complexity while improving accuracy. The Swin Transformer achieves significant
results in image classification, object detection, and semantic segmentation by replacing
the standard MHSA module in the Transformer block with the Shifted Window based Self-
Attention (SW-MSA) technique, introducing connections between adjacent non-overlapping
windows in the previous layer. Figure 11d–f shows that ResNet, Twins_svt, and Swin
Transformer models performed well in flood detection. However, as shown in the third
and fourth rows of Figure 11, they exhibited weaker performance in detecting small
rivers and small water bodies. Furthermore, Figure 11d,e reveal that the ResNet and
Swin Transformer models introduced considerable noise in flood detection. In comparison,
Figure 11g demonstrates that the FWSARNet model excelled in flood detection by extracting
the most comprehensive river and flood boundary details. It also performed better in
detecting small rivers, producing results that were closely aligned with the ground truth
labels. These findings were consistent with the results presented in Table 1.

In summary, the backbone network of the FWSARNet model exhibited the best perfor-
mance, with the highest IOU, MIOU, Recall, and F1 metrics, with Precision being slightly
behind Twins_svt. Visual results also demonstrated that the FWSARNet model performed
exceptionally well. Therefore, the experimental results confirmed that replacing the Multi-
Head Self-Attention (MHSA) module in ViT with deformable convolution DCNv3 better
facilitates the comprehensive extraction of local details and spatial variations in flood
boundaries.

3.3.3. Comparison of Different Decoder Models

For the flood detection task, we also experimented with different decode_head models,
including Atrous Spatial Pyramid Pooling (ASPP) [53], Depthwise Separable Spatial Pyra-
mid Pooling (DSASPPHead) [25], Feature Pyramid Network (FPN) [54], and Segformer [55]
designed for the TNN architecture. Table 2 presents the prediction results of these different
decode_head models on the ETCI 2021 dataset.
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Table 2. Comparison of experimental results of different decoders.

Decoder Iou (%) mIou (%) F1 (%) Precision (%) Recall (%)

ASPP 71.39 83.25 90.4 90.53 90.28
DSASPP 77.52 87.07 92.81 96.54 89.81

FPN 77.99 87.3 92.96 95.84 90.53
Segformer 79.32 88.07 93.42 95.95 91.25

FWSARNet 80.1 88.47 93.67 94.84 92.59

Based on Table 2, the comprehensive performance of different segmentation heads
was compared and analyzed according to the performance indexes in the table. First of all,
by observing the IoU and mIoU indicators, it can be clearly seen that the FWSARNet model
exceeded other models when the IoU reached 80.1% and mIoU reached 88.47%, showing
it had significant advantages in the accuracy of water body segmentation. Secondly, the
FWSARNet model achieved a 93.67% F1 score, which was higher than other models,
indicating that the model maintained a high recall rate while maintaining high precision,
which is of great significance for the accurate extraction of water features. Comparing
the performance of different segmentation heads, it was found that DSASPP, FPN, and
Segformer performed well in IoU, mIoU, F1 scores, etc., but were slightly inferior to the
FWSARNet model. In addition, in terms of Precision and Recall, the FWSARNet model
also achieved a relatively high performance, 94.84%, and 92.59% respectively, indicating
that the model could better balance accuracy and recall rate in practical applications.

Figure 12 shows the visual results of different segmentation head models for flood
detection on the ETCI2021 test dataset. The results of the model that used ASPP as the
solution header can be seen in Figure 12c. Since ASPP mainly focuses on multi-scale
context information, it could not make full use of local details for accurate river detection.
Therefore, the model had a poor water detection effect, could only detect a large range of
water, and could not accurately detect the water boundary. Figure 12d shows the detection
effect of models using DSASPP as the decoder. On the basis of ASPP, DSASPP decomposes
the standard convolution operation into depthwise convolution and pointwise convolution,
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which improves the efficiency and the segmentation accuracy. As shown in Figure 12d, the
model with DSASPP as the segmentation head had a significant improvement in detection
effect compared with ASPP, but it still could not detect tiny rivers and misdetected shadows
for water bodies, resulting in more noise. By constructing a feature pyramid, FPN extracts
features from networks at different levels and fuses these features to improve segmentation
accuracy. As shown in Figure 12e, the model with FPN as the segmentation head could
detect flood boundaries to a large extent, but the segmentation effect of small targets was
insufficient, and small rivers could not be accurately detected. As shown in Figure 12f, the
model Segformer was a semantic segmentation solution dock commonly used in TNNs,
and the accuracy of the model depended on the self-attention mechanism of the transformer,
which made it easy to recognize the mountain shadow as a water body in flood detection,
and had a high error detection rate, and there were many breakpoints in the identification
of small rivers. In contrast, Figure 12g shows that the decoder of the FWSARNet model
could extract the most complete river information and flood boundary details in flood
detection, and the detection effect was better for tiny rivers. This was consistent with the
results in Table 2.
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In summary, the solution terminal of the FWSARNet model had the best performance,
with the highest indexes of IoU, mIoU, Recall, and F1, and the Precision had also reached
an excellent level. The visualizations also showed that FWSARNet models performed
best. Therefore, according to the experimental results, it can be proved that the multi-level
feature map fusion method could further improve the recognition ability of small water
bodies. Taking the above experimental results into consideration, the FWSARNet model
showed excellent performance under several evaluated indexes and has the potential to
become a cutting-edge model in the field of flood detection.

4. Discussion
4.1. Analysis of Data Category Weights

During the model training process, there was an issue of an imbalanced distribution
of the number of foreground and background pixels. Specifically, the number of pixels in
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the flood-affected areas in the images was significantly less than the number of background
pixels. As indicated by the pixel count data in Figure 13a, the number of pixels in the
flood-affected areas was 17,751, accounting for only approximately 8% of the total number
of pixels in the image. This imbalance may have a significant impact on the accuracy and
robustness of the segmentation results.

Water 2023, 15, x FOR PEER REVIEW 19 of 25 
 

 

4. Discussion 
4.1. Analysis of Data Category Weights 

During the model training process, there was an issue of an imbalanced distribution 
of the number of foreground and background pixels. Specifically, the number of pixels in 
the flood-affected areas in the images was significantly less than the number of back-
ground pixels. As indicated by the pixel count data in Figure 13a, the number of pixels in 
the flood-affected areas was 17,751, accounting for only approximately 8% of the total 
number of pixels in the image. This imbalance may have a significant impact on the accu-
racy and robustness of the segmentation results. 

To effectively address this issue, this study employed a category-weight adjustment 
strategy based on pixel values to weight the various pixel categories in the training da-
taset. Specifically, by analyzing the number of samples for each category in the training 
set, corresponding weights were introduced for different pixel categories. When a cate-
gory had a larger number of samples, its weight was relatively lower. Conversely, catego-
ries with fewer samples received higher weights. The main objective of this weight adjust-
ment strategy was to balance the model’s focus on different pixel categories, thereby en-
hancing the performance and robustness of the flood detection model. Considering that 
flood region pixels constituted only around 8% of the total image pixels, this experiment 
attempted various flood-to-background class weight ratios, including 1:0.1, 1:0.08, 1:0.05, 
and 1:0.01. The experimental results revealed that, as shown in Figure 13b, when the flood-
to-background class weight ratio was set to 1:0.08, the model exhibited the most superior 
performance. 

 

 
(a)                                           (b) 

Figure 13. (a) Number of Anchors for Flood and Background; (b) Comparison results of different 
Class weight ratios. 

4.2. Model Efficiency Analysis 
To enable a comprehensive assessment of the model’s complexity, we conducted an 

in-depth analysis of its computational efficiency. This analysis involved a meticulous com-
parison of the parameter calculations across different models. The results are presented in 
Table 3, which showcases the metrics for Floating Point Operations per Second (FLOPs), 
model parameters (Params), test time, and train time for various models assessed using 
the ETCI2021 dataset. Floating Point Operations per Second (FLOPs) indicates the number 
of floating point operations performed per second. In deep learning, FLOPs are often used 
to measure the computational complexity of a neural network model. The calculation 
method of FLOPs depends mainly on the different layer types in the network. For the 
Convolutional Layer, FLOPs can be calculated by the size of the convolutional kernel, the 

Figure 13. (a) Number of Anchors for Flood and Background; (b) Comparison results of different
Class weight ratios.

To effectively address this issue, this study employed a category-weight adjustment
strategy based on pixel values to weight the various pixel categories in the training dataset.
Specifically, by analyzing the number of samples for each category in the training set,
corresponding weights were introduced for different pixel categories. When a category
had a larger number of samples, its weight was relatively lower. Conversely, categories
with fewer samples received higher weights. The main objective of this weight adjustment
strategy was to balance the model’s focus on different pixel categories, thereby enhancing
the performance and robustness of the flood detection model. Considering that flood region
pixels constituted only around 8% of the total image pixels, this experiment attempted vari-
ous flood-to-background class weight ratios, including 1:0.1, 1:0.08, 1:0.05, and 1:0.01. The
experimental results revealed that, as shown in Figure 13b, when the flood-to-background
class weight ratio was set to 1:0.08, the model exhibited the most superior performance.

4.2. Model Efficiency Analysis

To enable a comprehensive assessment of the model’s complexity, we conducted an
in-depth analysis of its computational efficiency. This analysis involved a meticulous
comparison of the parameter calculations across different models. The results are presented
in Table 3, which showcases the metrics for Floating Point Operations per Second (FLOPs),
model parameters (Params), test time, and train time for various models assessed using the
ETCI2021 dataset. Floating Point Operations per Second (FLOPs) indicates the number of
floating point operations performed per second. In deep learning, FLOPs are often used
to measure the computational complexity of a neural network model. The calculation
method of FLOPs depends mainly on the different layer types in the network. For the
Convolutional Layer, FLOPs can be calculated by the size of the convolutional kernel, the
size of the input feature map, and the size of the output feature map. For a convolutional
layer with a convolutional kernel size of (Kh, Kw), an input feature map size of (Hin, Win),
and an output feature map size of (Hout, Wout), FLOPs are calculated as follows:

FLOPs = Kh ×Kw ×Cin ×Cout ×Hin ×Hout, (20)
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where Cin and Cout are the number of input and output channels, respectively. For the
Fully Connected Layer, also known as the linear layer, the calculation of FLOPs can be
determined by the input feature dimension (Din) and the output feature dimension (Dout).
FLOPs are calculated as follows:

FLOPs = Din ×Dout, (21)

Table 3. Comparison of the computational efficiency of different models.

Model Flops (G) Params (M) Test Time (s) Train Time (min)

ViT 98.51 144.06 267 409.96
ResNet 99.17 66.4 182 318.07

Swin Transformer 66.39 81.15 225 272.27
Twins_svt 63.33 87.61 232 286.22

FWSARNet 58.75 58.96 140 263.23

Since there are no parameters to be learned for the pooling layer, the calculation
formula for FLOPs is usually simpler, for the pooling layer with a feature map size of H
×W, the number of channels is C, and the stride length is s, the calculation formula for
FLOPs is as follows: maximum pooling is like Equation (22), and average pooling is like
Equation (23).

FLOPs =
H
s
× W

s
×C, (22)

FLOPs = 3× H
s
× W

s
×C, (23)

In addition, for Activation Functions, such as GULE in the model, the calculation of
FLOPs is generally considered to be small and usually negligible.

Table 3 reveals a compelling performance advantage of our FWSARNet in terms of
FLOPs and model parameters (Params). Remarkably, FWSARNet stands out with only
58.75 G FLOPs and 58.96 M model parameters. This implies that FWSARNet achieved
outstanding performance with remarkably low computational complexity, a highly valu-
able trait for practical applications. Furthermore, it is crucial to assess the practicality of a
model by considering test and train times. In this context, the FWSARNet model excelled,
achieving optimal results with test and train times of 140 s and 263.23 min, respectively.
These metrics highlight the real-time capabilities and efficiency of FWSARNet in practi-
cal applications. In contrast, models such as ResNet, Twins_svt, and SwinTransformer
exhibited good accuracy but came with higher computational complexity. The ViT model,
on the other hand, fell short in terms of accuracy and presented a notable computational
burden. Collectively, these results demonstrated that our proposed method incurs the
lowest computational cost and is notably more efficient than alternative models.

4.3. Comparison with Other SOTA Models

When comparing the FWSARNet model to other state-of-the-art (SOTA) models [56–58]
applied to the ETCI2021 dataset, significant performance improvements were evident. First,
in comparison to the official results of the ETCI 2021 Competition on Flood Detection, the
model proposed in this paper achieved a 3.29% higher IoU compared to the first-place
team, Team Arren [56].

Furthermore, when compared with the approach introduced by B. Ghosh [57], the
FWSARNet model demonstrated a substantial 4.34% increase in the IoU. Additionally,
when contrasted with the convolutional neural network (CNN) based on the U-Net ar-
chitecture proposed by Garg Shagun [58], the FWSARNet model outperformed it by a
significant margin, with a 5.04% higher IoU. These results clearly indicate that the FWSAR-
Net model excels in flood detection, and, overall, the FWSARNet model exhibited superior
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performance in flood detection compared to other SOTA models, showcasing the highest
level of detection accuracy. These results strongly confirmed the exceptional performance
of the FWSARNet model.

4.4. Comparison of Different Features

Given the limited availability of Sentinel-1 dual-polarization data, this study intro-
duced the |VV|/|VH| ratio as an additional feature to enhance the model’s flood detection
capabilities and precision. We conducted a series of meticulously executed experiments,
exploring various combinations of VV, VH, and the |VV|/|VH| ratio as features. Subse-
quently, we thoroughly assessed the accuracy of water body extraction on the test dataset,
and the quantitative evaluation results are comprehensively presented in Table 4. These
results clearly demonstrated the effectiveness of the newly introduced |VV|/|VH| ratio
feature in improving flood detection accuracy. Additionally, it is worth noting that VH
features exhibit higher sensitivity to water bodies compared to VV features.”

Table 4. Accuracy comparison of different features in the testing region.

DATA VV VH |VV|/|VH| IoU (%)

ETCI2021

+ − − 76.18
− + − 78.14
+ + − 78.25
+ + + 80.1

Note: where “+” means the feature is introduced and “−” means the feature is not introduced.

4.5. Generalization Experiment

Starting from 27 July 2023, a period of prolonged heavy rainfall gripped most parts of
Hebei Province, owing to the combined influence of cold and warm air masses, as well as the
presence of Typhoon Doksuri. The cumulative average precipitation throughout the entire
province amounted to 146.2 mm and endured for an extended duration. The continuous
heavy rainfall, coupled with upstream flooding, significantly exacerbated the flood control
situation in Hebei, rendering it extremely precarious. In this study, we leveraged Sentinel-1
satellite imagery acquired during the flooding and waterlogging disaster that occurred
in the central region of Hebei in August 2023 to evaluate the generalization performance
of the FWSARNet model. Following consistent preprocessing steps, we inputted the
Sentinel-1 images from central Hebei into the FWSARNet model and compared the results
with annotated images. Remarkably, the FWSARNet model demonstrated outstanding
performance, yielding an F1 score of 94.03%, an Intersection over Union (IoU) of 80.79%, a
mean IoU (mIoU) of 89.11%, precision at 91.25%, and a recall of 97.38%. The visualized
results of the model predictions are presented in Figure 14. We have deliberately selected
and showcased three typical waterbody scenarios and the results of urban flood detection.
Figure 14a portrays a typical river area, while Figure 14b highlights smaller rivers and
minor water bodies. Furthermore, Figure 14c provides insight into a scenario featuring
a substantial water body. Upon examination of Figure 14, it becomes evident that the
FWSARNet model excels not only in accurately delineating extensive water bodies but also
in effectively identifying smaller rivers and tiny water bodies. The results in Figure 14d
demonstrate the significant applicability of our model in urban areas. The FWSARNet
model was capable of clearly distinguishing complex urban features and floods, further
highlighting its robustness and generalization capability. This indicates its enormous
potential in practical applications for urban flood monitoring.



Water 2023, 15, 4202 21 of 24
Water 2023, 15, x FOR PEER REVIEW 22 of 25 
 

 

 
Figure 14. The results of the generalization experiment of the FWSARNet model on flood disaster 
in central Hebei Province. (a) The prediction results for typical rivers; (b) The prediction results for 
tiny rivers; (c) The prediction results for widespread flooding; (d) Prediction results for flooding in 
urban areas. 

5. Conclusions 
This study addressed the issue of monitoring and responding to flood disasters by 

proposing a flood detection model, FWSARNet, based on polarized SAR data. This model 
utilized deformable convolution as a core operator and incorporated the structural ap-
proach of vision transformers to better capture the local details and spatial variations of 
flood boundaries. Additionally, it employed a multi-level feature fusion method, combin-
ing feature information from different hierarchies, enhancing the model’s expressive 
power and discriminative capability. In our comprehensive evaluation, we compared var-
ious backbone and decoder models. Our results clearly demonstrated that both the back-
bone and decoder components of the proposed model exhibited outstanding perfor-
mance. FWSARNet outperformed other models in the task of SAR data flood detection 
and was better suited for this purpose. Furthermore, our investigation into different fea-
ture data highlights that the |VV|/|VH| ratio significantly improves the reflective prop-
erties of water bodies, thereby enhancing the performance of the flood detection model 
and increasing its sensitivity to changes in the water body region. To overcome the chal-
lenges posed by the scarcity of flood pixels and sample imbalance, our study conducted 
experiments using class weights at various ratios. Our findings reveal that the model’s 
optimal performance is achieved when the class weight ratio is set at 0.08:1. 

6. Limitations and Prospects 
Although the FWSARNet model proposed in this study had high flood detection ac-

curacy, there are still some shortcomings. The first is image quality. The images used in 
this study were Sentinel-1 data, and there were fringe artifacts in the data, which may be 
due to sensor calibration issues or environmental interference. Although we did the filter-
ing operation in the data pre-processing phase, we still faced some challenges. We plan to 
conduct in-depth research to explore ways to address these streak artifacts to further im-
prove data quality and thus the performance of the model in real-world applications. Sec-
ond, there is room for improvement in model design. Although we adopted deformable 
convolution v3, which is lighter than ViT and DCNv2, and reduced a large number of 
parameters, we recognize that there is still room for further improvement in the light-
weight of the model. We plan to optimize the structure of the model at a deeper level to 
improve its computational efficiency and performance in real-world deployments. Third, 
we realize that another current limitation in the field of flood detection is the inadequacy 
of multi-temporal SAR images. Obtaining multi-temporal data over many years is essen-
tial to more accurately capture the dynamics of flood patterns. Therefore, future research 

Figure 14. The results of the generalization experiment of the FWSARNet model on flood disaster
in central Hebei Province. (a) The prediction results for typical rivers; (b) The prediction results for
tiny rivers; (c) The prediction results for widespread flooding; (d) Prediction results for flooding in
urban areas.

5. Conclusions

This study addressed the issue of monitoring and responding to flood disasters by
proposing a flood detection model, FWSARNet, based on polarized SAR data. This model
utilized deformable convolution as a core operator and incorporated the structural approach
of vision transformers to better capture the local details and spatial variations of flood
boundaries. Additionally, it employed a multi-level feature fusion method, combining
feature information from different hierarchies, enhancing the model’s expressive power and
discriminative capability. In our comprehensive evaluation, we compared various backbone
and decoder models. Our results clearly demonstrated that both the backbone and decoder
components of the proposed model exhibited outstanding performance. FWSARNet
outperformed other models in the task of SAR data flood detection and was better suited for
this purpose. Furthermore, our investigation into different feature data highlights that the
|VV|/|VH| ratio significantly improves the reflective properties of water bodies, thereby
enhancing the performance of the flood detection model and increasing its sensitivity to
changes in the water body region. To overcome the challenges posed by the scarcity of
flood pixels and sample imbalance, our study conducted experiments using class weights
at various ratios. Our findings reveal that the model’s optimal performance is achieved
when the class weight ratio is set at 0.08:1.

6. Limitations and Prospects

Although the FWSARNet model proposed in this study had high flood detection
accuracy, there are still some shortcomings. The first is image quality. The images used
in this study were Sentinel-1 data, and there were fringe artifacts in the data, which may
be due to sensor calibration issues or environmental interference. Although we did the
filtering operation in the data pre-processing phase, we still faced some challenges. We plan
to conduct in-depth research to explore ways to address these streak artifacts to further
improve data quality and thus the performance of the model in real-world applications.
Second, there is room for improvement in model design. Although we adopted deformable
convolution v3, which is lighter than ViT and DCNv2, and reduced a large number of
parameters, we recognize that there is still room for further improvement in the lightweight
of the model. We plan to optimize the structure of the model at a deeper level to improve
its computational efficiency and performance in real-world deployments. Third, we realize
that another current limitation in the field of flood detection is the inadequacy of multi-
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temporal SAR images. Obtaining multi-temporal data over many years is essential to
more accurately capture the dynamics of flood patterns. Therefore, future research plans
include the creation of our own global multi-phase flood detection dataset to make an
important contribution to flood detection research. This effort aims to fill the current gap in
multi-temporal data to drive further development of flood detection technology.
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