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Abstract: Geochemistry and reactive transport play a critical role in many fields. In particular, calcite
dissolution and precipitation are chemical processes occurring ubiquitously in the Earth’s subsurface.
Therefore, understanding and quantifying them are necessary for various applications (e.g., water
resources, reservoirs, geo-engineering). These fundamental geochemical processes can be monitored
using the self-potential (SP) method, which is sensitive to pore space changes, water mineralization,
and mineral–solution interactions. However, there is a lack of physics-based models linking geochem-
ical processes to the SP response. Thus, in this study, we develop the first geochemical–geophysical
fully coupled multi-species numerical workflow to predict the SP electrochemical response. This
workflow is based on reactive transport simulation and the computation of a new expression for the
electro-diffusive coupling for multiple ionic species. We apply this workflow to calcite dissolution
and precipitation experiments, performed for this study and focused on SP monitoring alternating
with sample electrical conductivity (EC) measurements. We carried out this experimental part on a
column packed with calcite grains, equipped for multichannel SP and EC monitoring and subjected
to alternating dissolution or precipitation conditions. From this combined experimental investigation
and numerical analysis, the SP method shows clear responses related to ionic concentration gradi-
ents, well reproduced with electro-diffusive simulation, and no measurable electrokinetic coupling.
This novel coupled approach allows us to determine and predict the location of the reactive zone.
The workflow developed for this study opens new perspectives for SP applications to characterize
biogeochemical processes in reactive porous media.

Keywords: calcite; dissolution and precipitation; electro-diffusive coupling; reactive transport;
self-potential

1. Introduction

The self-potential (SP) method is based on the measurement of the perturbation in
the electric field due to currents naturally generated by different contributions. Unlike
chemical analysis of the groundwater, which can be quite intrusive and provides restricted
and spatially limited information, e.g., [1], the SP method is non-intrusive and has shown
interest and effectiveness for laboratory or in situ monitoring of hydrological processes and
reactive transport, e.g., [2–4]. However, the SP signal is complex to interpret as it involves
the superposition of different possible sources of current. Thus, it requires appropriate
modeling to give a quantitative interpretation.

In this study, we focus on the applicability of the SP method interpretation in the study
of calcite dissolution and precipitation processes, since calcite is a reactive and abundant
mineral of carbonate rocks, which occupy a vast area of land subsurfaces [5]. Furthermore,
the study of calcite dissolution and precipitation processes is of current relevance for
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industrial applications (e.g., carbon dioxide (CO2) geologic sequestration [6,7]), resource
and risk management (e.g., groundwater contamination [8,9], geothermal energy [10], fossil
energies [11], erosion, land sliding, cavity presence, and collapsing [12,13]).

In the case of calcite dissolution or precipitation at a constant temperature, the SP
signal can be related to water flow and chemical reactions through electrokinetic and
electrochemical couplings, respectively, e.g., [14,15].

The electrokinetic coupling is related to the separation of electrical charges at the
interface between the charged mineral surface and the pore water solution, generating
the so-called streaming potential, e.g., [16]. The electric potential at the shear plane close
to the mineral surface where the velocity of the pore water is zero is called the zeta
potential. A recent experiment, of SP monitoring and EC measurements on limestone
samples submitted to drainage with a non-wetting phase composed of CO2, found that the
calcite dissolution, induced by CO2 injection, caused a change in calcium concentration in
the pore water during drainage, explaining the change of pore water EC [7]. A decrease in
the magnitude of the streaming potential coupling coefficient was also observed during
calcite dissolution. The authors of this study concluded that the streaming potential
coupling coefficient obtained from SP measurements could be a tool to estimate dissolution
rates due to its sensitivity to brine concentrations after CO2 injection. Another experimental
study has shown that the precipitation of calcite as a secondary mineral phase in quartz–
calcite sand has a significant effect on the measured SP voltage [17]. This result is also
associated with electrokinetic coupling and can be interpreted as zeta potential changes
due to pH evolution, e.g., [18].

The literature on SP monitoring of calcite dissolution or precipitation only reports
the generation of a streaming potential by electrokinetic coupling. However, dissolution
or precipitation of calcite causes ionic concentration gradients, contributing to the SP
signal through electrochemical coupling. This electric potential source gives rise to the
so-called electro-diffusive potential. In the case of calcite dissolution or precipitation,
the electro-diffusive potential results from charge separation due to the difference in
mobilities between the migrating soluble ionic species, e.g., [19,20]. Note that in the
presence of minerals with high surface charge, such as clays, adsorption mechanisms are
responsible for the retardation or exclusion of the most mobile species carrying an electric
charge of opposite sign, e.g., [21]. Therefore, the SP method allows the study of mixing,
such as saline intrusions, e.g., [22,23], or water intrusion into hydrocarbon reservoirs [24].
To consider multi-species ionic tracers, some models have been developed, and their
expressions are based on the solution salinity, e.g., [19,25]. However, when considering
chemical reactions involving changes in the pore water composition, the salinity is not
suitable. There are expressions for the electro-diffusive contribution in a multi-species
context based on the Hittorf numbers, e.g., [26,27], but these expressions are not suitable for
abrupt variations of ionic concentrations due to the chemical reaction of the flowing pore
water with the rock matrix [28,29]. Thus, there is a need for a new expression of the electro-
diffusive potential contribution suitable for the study of multi-species reactive transport.

Given the lack of experiments and models accounting for the electrochemical cou-
pling of the SP signal when studying reactive transport, this study presents the first
geochemical–geophysical fully coupled multi-species numerical workflow to predict the
SP electrochemical response to calcite dissolution or precipitation. First, we develop a
new expression of the electro-diffusive coupling in a multi-species reactive context. This
numerical development is combined with one-dimensional (1D) reactive transport simula-
tion scenarios, thus establishing the first coupled numerical workflow for the quantitative
study of geochemical reactivity with the SP method. Subsequently, we apply this model to
SP monitoring of an experiment of consecutive calcite dissolution and precipitation in a
calcite-filled column, also equipped for pore water electrical conductivity (EC) monitoring
and sample EC acquisition.
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2. Theoretical Workflow
2.1. Reactive Transport in Carbonaceous System
2.1.1. Carbonate Material Reactivity

In this work, we consider pure calcite, whose chemical reactivity can be described by
the following system, presented in Table 1.

Table 1. Equations for the carbonate system in equilibrium with calcite in aqueous media, e.g., [30].

Equations Thermodynamic Constants (25 ◦C)

CO2 + H2O↔ H2CO3 Kh = 10−1.47

H2CO3 ↔ H+ + HCO−3 KA1 = 10−6.35

HCO−3 ↔ H+ + CO2−
3 KA2 = 10−10.33

Ca2+ + CO2−
3 ↔ CaCO3 Ksp = 10−8.42

Calcite dissolution or precipitation occurs when the pore water is not at chemical
equilibrium. To quantify this equilibrium, the saturation index of calcite is defined as

Ω =
(Ca2+)(CO2−

3 )

Ksp
, (1)

where (Ca2+) and (CO2−
3 ) (–) are the ionic activities of calcium and carbonate, respectively,

and Ksp (–) is the solubility product of calcite. The ionic activity of ion Xi is defined as
the product of the ion concentration CXi (mol L−1) with the activity coefficient γXi (–) as
follows, e.g., [31]:

(Xi) = γXi

CXi

C	
, (2)

where C	 is the standard concentration (C	 = 1 mol L−1). Given the low ionic force IF
(mol L−1) of the solutions, defined by

IF =
1
2 ∑

Xi

CXi z
2
Xi

, (3)

where zXi (–) is the valence of the ion Xi, activity coefficients are determined using the
Güntelberg approximation:

log
(
γXi

)
= −0.509 z2

Xi

( √
IF

1 +
√

IF

)
. (4)

In this study, as we consider a synthetic material, the only ions present in the pore
water solution are the ones from the carbonate system and bystander ions such as sodium
(Na+) and chloride (Cl−). In this case, for a measured pH of around 8, alkalinity can be
approximated by the concentration of the bicarbonate ion (CHCO−3

). The saturation index,
defined by Equation (1), can thus be rewritten as

Ω =
γCa2+ CCa2+ γHCO−3

Alk KA2

Ksp 10−pH , (5)

with Alk (mol L−1) the alkalinity measurement.
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2.1.2. Flow and Transport

When considering water flow in the pore space of carbonate material, the reactivity
presented above is influenced by the flow kinetics. Ionic transport within the pore space
occurs by advection or diffusion processes, e.g., [32]. This will depend on the porosity φ
(–) and the permeability k (m2) of the porous medium. The Péclet number describes the
relative significance of advection to molecular diffusion, e.g., [33]. For a non-consolidated
medium, it is defined as

Pe =
UL
D

, (6)

where L (m) is a characteristic length (here, the length of the column, cf. infra) and D
(m2 s−1) is the molecular diffusion coefficient of the main important ion in water. U (m s−1)
is the Darcy velocity of the fluid and is defined as

U =
Q
Sφ

, (7)

where Q is the flow rate (m3 s−1), φ is the porosity (–), and S (m2) is the crossed surface
area of the column (cf. infra). Pe > 1 means that advection dominates, while transport
dominated by diffusion is characterized by Pe < 1.

2.2. The Electrical Conductivity
2.2.1. The Pore Water EC

The pore water conducts electric current due to the presence of ionic species, behaving
as electric charge carriers. The pore water EC, σw (S m−1), is an easy parameter to mea-
sure, and experimental studies have reported rapid detection of calcite dissolution from
outlet pore water EC monitoring [34,35]. However, the pore water EC calculation is non-
trivial and is often no more than an approximation. Multiple approaches exist, e.g., [36],
but physical-based methods are generally based on the notion of the molar conductivity Λm
(S m2 mol−1), defined as the EC of an aqueous solution of one molar solute concentration
(C = 10−3 mol m−3), measured in a conductometry cell with electrodes spaced 1 cm apart.
Thus, the molar conductivity is defined as

Λm =
σw

C
. (8)

For a dilute electrolyte composed of multiple solutes, the molar conductivity can be de-
composed into the sum of ionic molar conductivity ΛXi . Hence, the pore water EC can be
written as [37]

σw = ∑
Xi

ΛXi CXi . (9)

For a porous medium subjected to an electric field E (V m−1), charged particles of the
electrolyte (i.e., cations and anions) will move through the pores in response. The ability
of a particle to reach a certain velocity v (m s−1) is called the mobility β (m2 s−1 V−1):
v = βE. The mobility depends on the electrical charge and the particle Stokes radius. Each
ionic species has, hence, a specific mobility value βXi , which is proportional to the molar
conductivity:

ΛXi = zXi βXiF , (10)

where F is the Faraday constant (≈9.649× 104 C mol−1). Values of ionic molar conductiv-
ities and ionic mobilities of the species considered in this study are presented in Table 2.
From Equations (8)–(10), the pore water EC can be expressed as

σw = F∑
Xi

zXi βXi CXi . (11)
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Table 2. Values of molar conductivity and mobility of the ionic species considered in this study. These
values are taken from the literature [38–40].

Ionic Species Molar Conductivity ΛXi Mobility βXi

(S cm2 mol−1) (10−3 m2 s−1 V−1)

Ca2+ 119.1 0.62

H+ 349.6 3.62

Na+ 50.0 0.52

CaCl+ 50.9 0.53

CaHCO+
3 19.0 0.20

CaOH+ 39.1 0.41

Cl− 76.2 0.79

HCO−3 44.3 0.46

CO2−
3 143.5 0.74

NaCO−3 22.0 0.23

HO− 197.9 2.05

2.2.2. The Sample EC

The bulk electrical conductivity σbulk (S m−1) of a non-metallic porous medium comes
from the contribution of the pore water electrolytic conduction. Most minerals have
a surface charge due to substitutions and crystallographic imperfections. When grain
surfaces are in contact with the electrolyte, in absence of an electric field, chemical and
electrostatic forces cause the agglomeration around the grains of ions of the opposite sign of
the grain surface charge to maintain the electroneutrality. This area is the so-called electrical
double layer (EDL), which can be divided into two parts according to the concentration of
charge carriers, e.g., [41–43]. In this representation of the EDL, the first layer is called the
Stern layer and corresponds to a compact layer surrounding the grain and is characterized
by a high concentration of adsorbed ions. The second layer is called the diffuse layer. It is
characterized by the presence of mobile charges in a decreasing exponential concentration
laying between the concentrations of the Stern layer and the free electrolyte.

The previous section established that in our context, the porous medium electrical
conductivity σ (S m−1) is controlled by ions’ migration in the pore volume. As the ionic
concentrations are higher in the EDL, there is also a contribution from the surface of
the grains, called the surface conductivity σsur f (S m−1). This contribution is especially
measurable for low ionic concentrations, e.g., [7,44,45]. The bulk and surface conductivities
can be considered as parallel components of the sample EC, e.g., [46–48],

σ = σbulk + σsur f . (12)

This expression is only valid for low surface conductivity values. This hypothesis is often
verified in the case of the study of clay-poor carbonate rocks, e.g., [45]. Moreover, in the
case of karst systems, σsur f is low compared to the groundwater EC, e.g., [49]. Thus, for the
study of dissolution and precipitation of water-saturated carbonate rocks at standard values
of σw, the surface conductivity can be neglected, e.g., [7].

In absence of surface conductivity, σ = σbulk and the sample EC is proportional to
the pore water electrical conductivity σw. The ratio is known as the formation factor F (–),
defined by

F =
σw

σ
. (13)
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The formation factor is widely used to link the electrical conductivity to other porous
medium properties. The best-known empirical relationship, called Archie’s equation,
relates the formation factor to porosity using empirical constants [50] and is valid for
sedimentary media without clay. However, the established empirical terms of Archie’s
equation do not correspond to exact geometrical parameters of the pore space, but are
controlled by microstructural features, such as tortuosity and constrictivity, which can be
described by physics-based models of the electrical conductivity, e.g., [49,51–53]. In the case
of calcite dissolution, experiments of acid fluid injection have reported electrical tortuosity
difference computation after wormholing limestone or chalk samples [34,35].

2.3. The Self-Potential Method

The self-potential (SP) method is a passive geophysical technique, based on the mea-
surement of the natural electric field generated by couplings with chemical, physical,
and thermal forces, which have an impact on geological media. The total electric current
density Jtot (A m2) follows [54]:

Jtot = −σ∇V + js, (14)

where ∇V (V m−1) is the gradient of the electric potential (E = −∇V) and js (A m2) is the
cross-coupling current density, also called the source current density. If no external source
is imposed, then for a homogeneous medium, the total electric current density does not
diverge (∇ · Jtot = 0), leading to

∇ · js = ∇ · (σ∇V). (15)

The two main contributions to the SP signal are related to electrokinetic (superscript EK)
and electrochemical (superscript di f f ) couplings, e.g., [15,26], and can be summed to obtain
the total source current density: js = jEK

s + jdi f f
s , e.g., [55].

2.3.1. The Electrokinetic Contribution

The SP signal that originates from the electrokinetic coupling is called the streaming
potential. It is induced by pore water fluxes in a porous medium composed of minerals
electrically charged at their surface. This surface charge of the mineral is counterbalanced
by an excess of charge located in the EDL. These counterions are distributed between the
Stern layer and the diffuse layer, e.g., [41]. Ions from the Stern layer are sorbed onto the
mineral surface and can be considered as fixed, while ions in the diffuse layer can move
more freely because they are less affected by the surface charges. Therefore, when the pore
water flows, it effectively drags a volumetric excess of charge Q̂v (C m−3) from the diffuse
layer, creating an advective flow of electrical charges, e.g., [16,56]. This net electrical charge
advection creates, in turn, an electrokinetic source current density, which can be defined by

jEK
s = Q̂vU. (16)

Therefore, one can note that, for a very low surface charge or small water flow, the displaced
excess of charge will be low, leading to a small streaming potential contribution. There are
many methods and models to obtain the effective excess charge density [16]. It is worth
noting that the Q̂v decreases for increasing permeability and pore water EC, e.g., [57–60].

The electrokinetic coupling coefficient CEK (V Pa−1) is defined as the ratio between the
water pressure gradient and the electric field gradient [25,61]. Hence, CEK can be related to
the effective excess charge by

CEK = − Q̂vk
ηwσ

, (17)

where ηw (Pa s) is the dynamic viscosity of water, σ (S m−1) is the medium EC, and k (m2)
is the medium permeability. This expression shows that permeability or EC variations will
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directly affect the streaming potential coefficient. Thus, the pore water EC and its reactivity
with the porous matrix can have a strong influence on the streaming potential [7].

2.3.2. The Electro-Diffusive Contribution

In the case of the carbonate system, the chemical reactions occurring during dissolution
or precipitation produce ionic concentration gradients, therefore generating electrochemical
couplings, e.g., [28]. This source of the SP signal is called the electro-diffusive potential
or the fluid junction potential, e.g., [14]. It is an electrostatic field that compensates the
charge separation due to differential mobility between ions (e.g., βNa+ < βCl− ) along the
concentration gradient to maintain the electroneutrality of the system. Many laboratory
works have observed and successfully modeled this phenomenon for simple systems,
e.g., [20,62,63]. For example, laboratory experiments of sodium chloride (NaCl) diffusion
in a sand matrix were successfully modeled using the Henderson formula [19,64,65]. This
model initially developed for cells with liquid–liquid junctions has been adapted for porous
media, by introducing the porosity φ in the electro-diffusive coupling coefficient α∗ [20].
As a result, the electrical potential difference ∆V (V) can be written as follows,

∆V = α∗
∇C
C

= φ
RT
F

βNa+ − βCl−

βNa+ + βCl−

∇C
C

, (18)

whereR is the molar gas constant (≈8.314 J mol−1 K−1) and T (K) is the absolute temperature.
For a multi-ionic context, a mechanistic expression of the electro-diffusive source

current is proposed in the literature [28]. One of its expressions is written as follows [26]:

jdi f f
s = kBT ∑

Xi

tH
Xi

σ

qXi

∇ ln(CXi ), (19)

where kB is the Boltzmann constant (≈1.381× 10−23 J K−1). tH
Xi

and qXi correspond to the
microscopic Hittorf number (–) and the electric charge (C) of ion Xi, respectively. However,
this model is designed for chemical gradients’ contribution in a non-reactive context, where
ionic fluxes do not involve interactions with the porous matrix, leading to abrupt changes
of their concentrations, e.g., [29]. Therefore, this model is not suitable for our study.

2.3.3. Development of a New Model for the Electro-Diffusive Potential in a
Multi-Ionic System

In the context of a multi-ionic electrolyte with a concentration gradient, the cross-
coupling electro-diffusive source current density jdi f f

s combines the contribution of all ions
in the solution. Thus, the corresponding coupling must consider the contributions from all
the ions.

In the following, the solution is assumed to be ideal, that is the activity of a component
is identical to its concentration. The diffusion of anions and cations can be described by
Fick’s law. In 1D, the flux JXi (mol s−1 m−2) of each ion species Xi is defined as [19,66]

JXi = −
DXi

F
dCXi

dx
, (20)

where DXi (m2 s−1) is the ionic diffusion coefficient in the pore solution and CXi (mol m−3)
is the molar concentration of ion Xi. The original definition of JXi is used for aqueous
media [66], but since we consider a porous media, only the pore fraction must be considered.
Thus, the formation factor F is introduced in the above expression. Note that the ionic
diffusion coefficient DXi is linked to the molar conductivity ΛXi by the Nernst–Einstein



Water 2022, 14, 1632 8 of 31

equation, e.g., [67]. Given the relationship between the molar conductivity and the ionic
mobility βXi , the ionic diffusion coefficient is related to βXi through

DXi =
RT
FzXi

βXi . (21)

As we consider a dielectric porous medium, it is assumed that only ions of the elec-
trolyte can be electric charge carriers. Thus, the electric current density jdi f f

s is defined
by [66]

jdi f f
s = F∑

Xi

JXi zXi . (22)

Nevertheless, the electric current density is above all defined by Ohm’s law and, thus, is
given by

js = σ
dV
dx

. (23)

Since we consider the electro-diffusive coupling as the single contribution to the total electric
current density, we acknowledge js = jdi f f

s . Then, combining Equations (13) and (20)–(23)
yields

dV
dx

= −RT
σw

∑
Xi

βXi

dCXi

dx
. (24)

Then, integrating this expression for a couple of electrodes leads to

∆VPj−Pre f =
RT
σw

∑
Xi

βXi (CXi ,Pj − CXi ,Pre f ), (25)

where ∆V (V) is the electric voltage measured with the SP method, Pj is a measurement
electrode, and Pre f is the reference electrode. In this equation, the concentration of each
dissolved ionic species is supposed to present no lateral variation; thus, it presents a single
value at each electrode location along with the porous medium.

3. Materials and Methods
3.1. One-Dimensional Reactive Transport Simulations Using CrunchFlow

CrunchFlow is a software package developed to simulate reactive transport under var-
ious conditions for the Earth and environmental sciences. Developed by Steefel et al. [68],
the code is based on a finite volume discretization of the governing coupled partial differ-
ential equations linking flow, solute transport, multi-component equilibrium, and kinetic
reactions in porous media, e.g., [69,70].

The experiments of dissolution and precipitation were modeled using CrunchFlow
code, and the obtained simulation results were compared with the results from the outlet
solution chemical analyses. Hence, we simulated spatial and temporal ionic concentration
distributions during the entire experiment considering the column as an effective 1D
porous medium.

3.1.1. Thermodynamic and Kinetic Data

Five aqueous primary species were considered in the simulations (Ca2+, Cl−, H+,
HCO−3 , and Na+), but the CrunchFlow database has also specified thirteen secondary
species (CO2(aq), CO2−

3 , CaCO3(aq), CaCl+, CaCl2(aq), CaHCO+
3 , CaOH+, HCl(aq), NaCO−3 ,

NaCl(aq), NaHCO3(aq), NaOH(aq), OH−). Rate laws for the reacting minerals were taken
from the literature [71].

We used the recorded temperature as an input of the CrunchFlow code for this simula-
tion and in the computation of the electro-diffusive coupling.
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3.1.2. Initial Chemical Compositions

In the CrunchFlow simulations, the rock is considered a pure calcite (CaCO3) sample
with an initial porosity of 41%. For each simulation, calcite was the only reactive mineral.

For dissolution simulation, the initial pore water is considered to be at equilibrium
with calcite (see the second column of Table 3). pH and concentration values are computed
by the software according to thermodynamics. The composition of the inlet solution is
deducted from the composition of solution S1.

For precipitation, the input solution and pore water chemistry are taken from the
measurement of the chemical composition of the prepared solution S2 and the outlet pore
water sampled between Day 20 and Day 60 of the experiment, respectively (see the third
column of Table 3).

Table 3. Input parameters used for the CrunchFlow simulations. Input pore water concentration
values come from the outlet pore water chemical analyses, and inlet solution concentration values
come from S1 and S2 compositions.

Experiment Dissolution Precipitation

Rock composition Calcite

Reactive specific surface area (m2
mineral/m3

bulk) 1.5

Temperature (◦C) from experimental measurements

Initial pore water properties

pH 6.9 7.4
CCa2+ (mmol L−1) 2.9 1.4
CHCO−3

(mmol L−1) 7.1 1.4

CCl− (mmol L−1) 2.0 1.0
CNa+ (mmol L−1) 2.0 0.0

Inlet solutions properties

pH 3.0 8.5
CCa2+ (mmol L−1) 1.3× 10−25 1.2
CHCO−3

(mmol L−1) 1.4 4.8

CCl− (mmol L−1) 1.0 2.4
CNa+ (mmol L−1) 1.0× 10−27 4.9

Flow and transport properties

Effective diffusion coefficient (m2 s−1) 3.0×10−9

Dispersivity (m) 0.9×10−2

Darcy velocity (m s−1) 2.7×10−6

3.1.3. Flow and Transport Properties

The Darcy velocity, longitudinal dispersivity, and effective diffusion coefficient used
in the simulations are shown in Table 3. The Darcy velocity is calculated from the constant
flow rate imposed by the peristaltic pump. Dispersivity is chosen to be of the order of 10%
of the column width [72,73]. The effective diffusion coefficient is the mean value of the
diffusion coefficients of the main ionic species present in the solution.

3.1.4. Discretization

The column is simulated as a 1D domain composed of 60 aligned elements for both
dissolution and precipitation simulations. The column is discretized using a two-zone
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domain composed of 20 shorter elements (2.5 mm) at the inlet of the column and 40 longer
elements (5.0 mm) along the rest. The first centimeters of the column are finer discretized
to better simulate the evolution of the system in this zone, assumed to be more reactive
than the rest of the column.

3.1.5. Specific Reactive Surface Area

The fit of the model to the experimental data (calcium concentration, alkalinity, and pH)
was performed by only adjusting the value of the mineral reactive surface area Sr (m−1).
This parameter is defined as the ratio of the grains’ surface area, which will meet the
reacting pore water over the total bulk volume. The specific reactive surface area was
chosen to be the same for both dissolution and precipitation simulations, with a fitted value
Sr = 1.5 m−1.

Considering the calcite grains as tightly packed and non-deformable spheres with a
mean radius < dg > of 188 µm, the specific surface area Ss (m−1), which represents the
total surface area of the porous matrix in contact with the pore water over the bulk volume,
can be expressed as

Ss =
6 dc

< dg >
, (26)

where dc = 0.74 is the volumetric density value for a maximum compactness. Thus,
Ss = 2.36 × 104 m−1 for this porous medium. The fitted specific reactive surface area is
lower than the specific surface area, following the definition of these two parameters.

3.2. Fully Coupled Numerical Workflow for Multi-Ionic Modeling of Electro-Diffusive Potential

We developed a new theoretical workflow to quantitatively interpret SP measurements
induced by ionic concentration gradients (Figure 1).

Figure 1. Numerical workflow that couples geochemical simulation (blue dashed framework) with
geophysical monitoring (red dashed framework) for the computation of the electro-diffusive potential.

First, as detailed above, we used CrunchFlow to simulate ionic temporal and spatial
concentration evolution during calcite dissolution or calcite precipitation for each ion
species: Ci = fi(x, t). Then, the distributions of CXi were used as inputs to predict the
electro-diffusive potential using Equation (25). The EC term of Equation (25) comes from
the interpolation of the measured sample EC. As a result, the predicted SP signal is also a
function of time and space ∆V = f (x, t). Finally, the modeled SP curves were compared
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with the experimental results. For this study, the workflow was validated with column
experiments of calcite dissolution and precipitation presented in the following.

3.3. Experimental Setup

The experimental setup used in this work allows the monitoring of the sample geo-
electrical properties (pore water EC, sample EC, and SP) during reactive fluid percolation,
inducing the dissolution or the precipitation of calcite (see Figure 2).

Figure 2. (a) Schematic drawing of the experimental setup. C1 and C2 are the current electrodes
made of stainless steel, while P1 to P4 are the silver–silver chloride (Ag-AgCl) unpolarizable potential
electrodes. (b) Picture of the setup during geo-electrical measurements. (c) Picture of the column,
which is a Plexiglas cylinder filled with calcite grains. The tightening structure clamps the column
and the current electrodes with four threaded rods between two rigid plates.

The porous matrix is composed of packed calcite grains. These grains come from
crushed limestone made of almost pure calcite and are sieved so that their diameters are
comprised between 125 and 250 µm (thus, the mean grain diameter is < dg > = 188 µm).
The initial porosity φinit is calculated by weighing the mass of calcite mCaCO3 (kg) required
to fill the entire column volume:

φinit =
Vtot −VCaCO3

Vtot
=

Vtot −
mCaCO3
ρCaCO3

Vtot
, (27)

where Vtot (m3) is the volume of the column, VCaCO3 (m3) is the volume of the grains,
and ρCaCO3 is the calcite volumetric mass (ρCaCO3 = 2.7 × 103 kg m−3). We obtained an
initial porosity φinit = 41.11 %.

The column is a Plexiglas cylinder with a length of 25 cm and an inner diameter of
9 cm, leading to a surface area of S = 4.5 cm2. The cylinder is drilled every 5 cm to screw
4 measurement electrodes named P1, P2, P3, and P4. Two drilled metallic cylinders labeled
C1 and C2 in Figure 2 were placed on both sides of the Plexiglas cylinder to shut the sample,
let the water flow through the device, and serve for the electric current injection. PVC caps
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were placed on both sides of electrodes C1 and C2 to connect the inlet and outlet tubes
(Figure 2c). All of these elements were maintained together with a tightening structure
made of nylon. This material was used instead of a metal structure because the latter
caused interference during the geo-electrical measurements.

The measurement electrodes were of the silver–silver chloride (Ag-AgCl) type because
this type of non-polarizable electrode is reputed to have a steady intrinsic potential [74],
with low noise during acquisition, and to have a short stabilization time [55]. These Ag-
AgCl electrodes manufactured for this study were made of a silver wire coated with AgCl
salt (obtained by bleaching) and put in a tube, filled with a gelled NaCl solution and
plugged by a porous ceramic. NaCl was used instead of potassium chloride (KCl) since
potassium is not an ionic species of the system (sodium is present in the injected solution
used for the precipitation experiment). The gel reduces ionic species’ mobility and, thus,
prevents the diffusion of NaCl to the calcite sample [55].

At the inlet, different injected solutions were used depending on the addressed reaction
(injection of solution S1 for dissolution and injection of solution S2 for precipitation),
and their compositions are given in Table 4. The injected solution flows through the
sample with a constant flow rate of 25.2 mL h−1 thanks to a peristaltic pump. Combining
Equations (6) and (7), we calculated a Darcy velocity of 2.7 × 10−6 m s−1 and a Péclet
number of 225, meaning that advection is the dominating mechanism of transport. Given
the flow rate and the dimensions of the setup, it took 2 h for the injected solution to reach
the column entrance due to the length of the tubes. Then, it took 25 h for the solution to
cross the column and 1 h to reach the outlet since there were additional tubing and the
in-line conductivity meter. It took a total of 28 h for the injected solution to flow through
the entire setup.

To monitor the chemical evolution through time, the outlet pore water was collected for
1 h (a volume of 20 mL of outlet solution is required to perform the entire set of analyses),
filtered (<0.2 µm), and analyzed. For each outlet pore water sample, we measured the pH
immediately after collecting the sample. Then, the sample was filtered, and we measured
alkalinity on the same day of the collection. Alkalinity is the concentration of alkaline
species present in solution, and for this system, there are three of them: HCO−3 , CO2−

3 ,
and HO−. Its value is obtained with an acid/base titration. We also analyzed each sample’s
calcium concentration by high-performance liquid chromatography (HPLC).

As pore water EC depends on the ionic concentrations (Equation (11)), two conduc-
tivity meters (inoLab Cond 730 from WTW) logged continuously the inlet and outlet pore
water EC. The values were transferred through analog outputs to a digital multimeter
(Model 2000 Multimeter from Keithley) cabled to a computer with a LabVIEW (National
Instrument) interface to record simultaneously the inlet and outlet data every 3 s.

The room temperature was controlled with an air-conditioning system, but to ver-
ify the temperature stability during the entire experiment, the room temperature was
recorded (presented in Appendix A). It showed steady results with maximal variations of
±1.3 ◦C around a mean value of 21.8 ◦C and a standard deviation of ±1.1 ◦C. No tempera-
ture correction was applied to the raw geophysical signal since we were not interested in
apparent values, but wanted to compare the results obtained from the different methods.
Note that the room temperature presents an anomaly during precipitation. It rose to 27 ◦C
due to summer heat and a breakdown of the air-conditioning system. After restarting the
air conditioner, the room temperature fell to 18 ◦C, then stabilized close to 21.8 ◦C again.

For the sample EC, we injected an alternating current through the stainless-steel
electrodes C1 and C2 and measured simultaneously on three channels between pairs of
the aligned electrodes on the cylinder wall (see Figure 2). To be able to monitor the EC of
different slices of the cylinder, we measured on pairs P1–P2, P2–P3, and P3–P4.
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Table 4. Experimental conditions, chemical composition from high-performance liquid chromatog-
raphy (HPLC) and inductively coupled plasma atomic emission spectroscopy (ICP-OES) analysis,
experimental pH and alkalinity of the injected solutions (concentrations are given in mmol L−1),
and computed saturation index for calcite and activity coefficients. The bicarbonate concentration is
assumed to present identical values with alkalinity measurements in the pH range. γ1 corresponds
to the activity coefficient of all ions with a valence of 1 (e.g., H+ and HCO−3 ), and γ2 corresponds to
the activity coefficient of all ions with a valence of 2 (e.g., Ca2+).

Experiment Dissolution Precipitation

Experimental conditions

Temperature (◦C) 21.8 ± 1.14
Pressure (bar) 1
pCO2 (bar) 10−3.5

Sample Crushed and sifted calcite with diameter
ranging from 125 to 250 µm

Inlet solution S1 S2
Diluted hydrochloric acid Over-saturated brine

Inlet solutions’ properties

pH 3.0 8.5
CCa2+ (mmol L−1) 0 1.2
Alk (mmol L−1) - 4.8
CCl− (mmol L−1) 1.0 2.4
CNa+ (mmol L−1) 0 4.9
Saturation index and activity coefficients

Ω 0 14
γ1 0.96 0.90
γ2 - 0.67

SP data were recorded on three channels using electrode P4 as the fixed-base reference
electrode. Thus, we measured SP voltage on the pairs P1–P4, P2–P4, and P3–P4. The mea-
suring electrode dipoles have a decreasing spacing towards the reference electrode P4,
with P1–P4 = 15 cm, P2–P4 = 10 cm, and P3–P4 = 5 cm. The data logger used for the SP
monitoring is a CR1000 from Campbell Scientific. It was programmed to measure the
voltage every 1 ms, then to compute and record a mean value every 5 s.

3.4. Experimental Timeline

The experiment was divided into three consecutive stages of different durations,
referred to below as Stage I for the initialization, Stage II for the study of calcite dissolution,
and Stage III for the study of calcite precipitation. As sketched in Figure 3, stars represent
specific events during the experiment, which initiate or punctuate the different stages
named above. Event 0: we turned on the pump. Event 1: we connected the outlet to the
inlet for recirculation of the solution in the sample. Event 2: we disconnected the inlet
and outlet compartments and started to inject solution S1 to dissolve calcite. Event 3: we
started to inject solution S2 to precipitate calcite. The subdivision of the experiment into
the different stages and events described in detail below is based on the chemistry of the
inlet solutions and the different processes studied in the column (i.e., calcite dissolution or
precipitation).

Stage I (t ∈ [−30; 13.85] d) is the sample initialization. In the beginning, the column
was filled with grains and a saturating solution meant to be at saturation with calcite.
The pump remained shut down for four weeks to reach a certain chemical equilibrium
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between the solution and the grains at the macro-scale (t ∈ [−30; 0] d). Then, we turned
on the pump to collect a sample of outlet pore water (Star 0 in Figure 3). This first event
(Event 0) defines the experiment time zero (t = 0 d). Then, we closed the circuit (Event
1 referred to as Star 1 in Figure 3) by connecting the inlet to the outlet at t = 1.09 d,
for recirculation of the solution in the sample to reach the system equilibration. We kept
the setup working for a dozen days (t ∈ [1.09; 13.85] d).

Figure 3. Timeline of the experiment successive stages and events. Blue, pink, and green rectangles
indicate the different stages: Stage I consists of the initialization to reach a stationary state close to
equilibrium with calcite; Stage II corresponds to calcite dissolution with the constant injection of
hydrochloric acid (solution S1); Stage III refers to calcite precipitation with the constant injection of a
calcite over-saturated solution (S2). The four stars of the timeline are related to specific events. Event
0 refers to the turning on of the peristaltic pump. Event 1 refers to the connection between the inlet
and outlet for recirculation of the solution in the sample. Event 2 refers to the disconnection between
the inlet and outlet compartments and to the start of injecting solution S1. Event 3 refers to the start
of injection of solution S2.

Event 2 (presented as Star 2 in Figure 3) starts Stage II at t = 13.85 d. It corresponds to
the disconnection between the inlet and outlet and the beginning of solution S1 injection
to dissolve calcite grains. S1 is a solution of hydrochloric acid (HCl) concentrated at
10−3 mol L−1 (see S1 composition in Table 4). This step lasted approximately one month and
a half (t ∈ [13.85; 61.84] d). We fixed this long period of observation to control the stability
of the system and the steadiness of the measured geo-electrical and geochemical properties.

Event 3 (presented as Star 3 in Figure 3) starts Stage III at t = 61.84 d, corresponding to
the change of the injected solution to precipitate calcite. The injected solution, referred to as
S2 (Table 4), is a calcite over-saturated solution, obtained by mixing CaCl2 (1.2 mmol L−1),
Na2CO3 (0.1 mmol L−1), and NaHCO3 (4.8 mmol L−1). It has a high saturation index
(Ω = 14), while maintaining a low CCO2−

3
over CCa2+ ratio to avoid calcite precipitation in

the inlet reservoir (see S2 composition in Table 4). Compared to Stage II, Stage III is shorter
since we did not perform the same stability control over time.

4. Results and Discussion

As we intend to compare the data obtained from the different measurement methods,
all the results are presented in the same figures. Figure 4 shows the results over the entire
experimental timeline, and Figure 5 focuses on the variations generated by dissolution
(Stage II, which starts with Event 2 at t = 13.85 d) and precipitation (Stage III, which starts
with Event 3 at t = 61.84 d).

4.1. Pore Water EC Monitoring

Figure 4b presents significantly different behaviors between the stages of the exper-
iment. The inlet pore water EC (σin) reveals that the solutions injected at Events 2 and 3
present contrasting properties. However, the constant values of inlet solution EC dur-
ing Stages II and III (of around 360 and 710 µS cm−1 respectively) are the sign of steady
experimental conditions over time.
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Figure 4. Measurements were performed during the laboratory experiment. The dashed boxes are
the delimitation of the zoomed-in views presented in Figure 5. (a) Sample EC. (b) Inlet and outlet
pore water EC. The data gap of the outlet water EC curve comes from an acquisition interruption due
to the conductivity meter flat battery. (c) SP curves were measured on three channels of acquisition,
using electrode P4 as the reference. The white squares represent the interruption of SP acquisition
to measure sample EC instead. (d–f) pH, calcium concentration CCa2+ , and alkalinity of the water
sampled at the outlet of the column, respectively. (g) Saturation index for calcite computed from
outlet pore water chemical analysis.
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Figure 5. Zoomed views of Figure 4 centered on Events 2 and 3. (a,b) Sample EC measured on three
channels of acquisition corresponding to different dipoles of potential electrodes. (c,d) Inlet and outlet
pore water EC. (e,f) SP curves measured on three channels of acquisition corresponding to different
dipoles of potential electrodes, using electrode P4 as the reference. The white squares represent the
interruption of SP acquisition to measure sample EC instead. (g,h) Calcium concentration, alkalinity,
and pH variations.

During the initialization stage (Stage I), the chemical equilibrium between the inlet
and the outlet can be observed since the monitoring begins with two drastically different
EC at the inlet and the outlet (at (t = 0 d, σin = 210 µS cm−1, while σout = 460 µS cm−1), and
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close to the end of Stage I, the inlet and outlet pore water EC reach a certain horizontal
asymptotic behavior, with close values.

At the beginning of both Stages II (dissolution, t ∈ [13.85; 61.84] d) and III (precipi-
tation, t ∈ [61.84; 70] d), the water EC of the inlet solution varied drastically because of
the change of injected solution with S1 (hydrochloric acid solution) at Event 2 and with S2
(calcite over-saturated solution) at Event 3 (see Figures 4b and 5c,d). After these abrupt
jumps, the inlet water EC remained constant for the rest of each stage. The water EC curve
of the outlet solution shows similar variations as the inlet solution curve with a time delay
of 25 to 30 h after each injection, corresponding to the required time to cross the column.

At Stage II, one can expect an outlet pore water EC higher than at the inlet due to calcite
dissolution, adding calcium and bicarbonate ions in the solution. However, the outlet pore
water EC reached 230 µS cm−1, a lower value than the inlet water EC during Stage II,
with σin = 360 µS cm−1. This decrease of EC between the inlet and the outlet is a clear
sign of the chemical reaction inside the sample, i.e., calcite dissolution, despite seeming
counter-intuitive. As shown in Equation (11), the water EC is expressed as a function of
the ionic concentrations and mobilities, and it appears that hydrogen mobility is almost
10-times higher than the mobilities of calcium and bicarbonate ions (see Table 2). To adjust
the water EC computation, based on Equation (11), with the experimental conditions, we
applied the following linear temperature model [75,76]:

σw,θ = σw,25(1 + pe(θ − 25)), (28)

where θ (◦C) is the temperature to compensate (21 ◦C instead of 25 ◦C) and pe is an em-
pirical parameter equal to 0.03 ◦C−1, here [77]. Combining Equations (11) and (28), we
obtained σin = 368 µS cm−1 and σout = 239 µS cm−1, corresponding to a pore water EC
decrease of ∼35%. These values are fairly similar to the measured data and reproduce well
the ∼36% decrease of pore water EC due to calcite dissolution, consuming the most mobile
hydrogen protons.

On the contrary, during Stage III, both the inlet and outlet pore water EC were close to
710 µS cm−1. This may be due to the presence of ions of similar mobilities at the inlet and
the outlet and, therefore, not giving a clear indication that a chemical reaction occurred in
the column.

4.2. Chemical Analysis on Outlet Water Samples

The chemical analyses of the outlet pore water samples are presented in Figure 4d–f
and in Figure 5g,h. pH measurements presented steady values of around 7.5 throughout the
experiment. There was an exception during Stage III (t ∈ [61.84; 70] d): the pH increased to
about 8.0 (Figure 5h). Variations on calcium concentration and alkalinity are clearer: they
both increased during Stage I (t ∈ [0; 13.85] d) from 1.1 to 2.2 mmol L−1 for CCa2+ and
2.0 to 3.2 mmol L−1 for Alk. Then, Event 2 (at t = 13.85 d) induced their decrease, followed
by their stabilization of around 1.2 mmol L−1. At Event 3 (t = 61.84 d), alkalinity leveled
off at 5 mmol L−1, while CCa2+ decreased slightly to 1 mmol L−1.

The variations of calcium concentration and alkalinity occurred simultaneously with
the fluctuations of the outlet pore water EC (Figure 5a,b,g,h). During Stage I for t ∈ [0; 13.85] d,
we observed an increase in both the pore water EC, alkalinity, and calcium concentration
because of calcite grains’ dissolution. At the beginning of Stage II, the outlet pore water
EC, alkalinity, and calcium concentration decrease and stabilize. This drop was caused by
the inlet solution change from the previous inlet solution to chloride acid, which does not
contain any dissolved calcite. The nonzero values of calcium and alkalinity were caused by
calcite dissolution. The succeeding stabilization was the result of a constant dissolution rate.
At Stage III, the alkalinity, pH, and outlet pore water EC increased, while the calcium con-
centration slightly decreased. The inlet solution calcium concentration was 1.2 mmol L−1,
and the alkalinity was 4.9 mmol L−1. The measurements of alkalinity and calcium concen-
tration on the outlet solution (CCa2+ = 1.1 mmol L−1 and Alk = 4.8 mmol L−1) were slightly
lower than in the inlet solution. This could indicate low calcite precipitation.
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Figure 6 presents the evolution of the porosity and the cumulative mass of cal-
cium, both based on the calcium concentration measurements. The initial porosity value
φinit = 41.11% (at t = −20.94 d) is the initial value calculated from the mass of the calcite
grains filling the column, its density ρCaCO3 , and the volume of the column Vtot. Then,
the following points were obtained by computing [34]:

φ(ti+1) = φ(ti) +
Q ∆t MCaCO3 CCa2+ , ti+1

ρCaCO3 Vtot
, (29)

where MCaCO3 = 100.086× 10−3 kg mol−1 is the molar mass of calcite. Figure 6 shows
that dissolution increased the initial porosity by 0.11%, and then, precipitation decreased
the porosity by 0.01%. This implies that dissolution and precipitation occurred in the
column, but they only slightly affected the porous medium effective properties due to the
low regimes of reactions and to the size of the column.

Figure 6. Porosity and cumulative mass of dissolved calcium evolution during the experiment.

The cumulative mass of calcium mCa cumul is computed using

mCa cumul(ti+1) = mCa cumul(ti) + Q ∆t MCaCO3 CCa2+ , ti+1
. (30)

The curve shows a constant increase due to calcite dissolution, then this value decreased
due to calcite precipitation. The final value of the computed cumulative mass of calcium
was close to the mass loss, of 4.7 g, measured at the end of the experiment.

4.3. Column Sample EC Measurements

During the entire experiment, the sample EC was acquired on three channels cor-
responding to the dipoles P1–P2, P2–P3, and P3–P4. We present the temporal variations
in Figure 4a during the entire experiment. The remarkable variations, close to Events 2
(t = 13.85 d) and 3 (t = 61.84 d), are enlarged in Figure 5a,b.

Compared to inlet and outlet pore water EC curves, we observed that the sample EC
followed similar variations on every channel, with values between 50 and 200 µS cm−1.
The measurements presented in Figure 4 began 20 days before the peristaltic pump was
turned on (Event 0, defined as time zero). Thus, the preceding period is represented with
negative X-axis values.
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The zoomed views of Figure 5a,b allow us to see the time offset between the channels.
Their borders are represented on the main graph by the dashed outlines (Figure 4a).

During the initialization stage (Stage I), we observed that the sample EC increased
from 80 to 170 µS cm−1, except when we turned on the pump (between Events 0 and 1
in Figure 4a). This increase was due to the calcite dissolution, as the initial water used to
saturate the grains had to equilibrate with calcite. The drop in sample EC between Day 0
and Day 6 was caused by the re-introduction of this initial water, which had a lower EC.
Then, we connected the inlet to the outlet to reach an equilibrium with the recirculation of
the pore water through the sample.

When solution S1 was injected (Event 2), there was a sudden decrease of the sample EC
because of the change of the inlet solution to a less-conductive hydrochloric acid solution
(see Figure 5a), reaching 60 µS cm−1. This stagnation of the sample EC means that if
dissolution occurred from Day 14 to Day 62, it was not important enough to significantly
affect the effective properties of the sample such as porosity and permeability between the
measuring electrodes, even after 48 days of hydrochloric acid injection.

Following Event 3 (t = 61.84 d, Figure 5b), there was an abrupt increase in the sample
EC, and the curves reached a plateau of around 170 µS cm−1. Additionally, one can observe
a small decrease from the inlet to the outlet of the column (σP1−P2 > σP2−P3 > σP3−P4),
which may be associated with a temperature decrease along the column.

Figure 5a–d clearly show that the change of inlet pore water EC controlled the sample
EC variations. Thus, we computed the formation factor for the different dipoles (P1–P2,
P2–P3, and P3–P4) considering the pore water EC as the mean between the inlet and the
outlet water EC. The computed formation factor remained constant through time, but its
value slightly increased along the column. Indeed, the formation factor mean values were
FP1−P2 = 4.51, FP2−P3 = 4.61, and FP3−P4 = 4.83. This spatial variation of the formation
factor could be related to chemical processes occurring preferentially close to the column
entrance, but since the pore water EC was such an approximation from the water EC
measured at the inlet and outlet, this tendency may be distorted by the computation.
Nevertheless, these formation factor values, related by Archie’s law for the variations of
porosity, calculated from the calcium concentrations measured on the outlet pore water,
gave a cementation exponent between 1.70 and 1.77. These low values correspond well to a
compact, but non-consolidated granular medium, e.g., [78].

Figure 5a,b also show time delays between the pairs of measuring electrodes, due to the
different arrival times of the new solution. Thus, with a greater number of measurements,
these locations of the measuring channels would enable us to track the front of the sample
EC variations along the column related to the new injected solution propagation.

4.4. SP Monitoring
4.4.1. Experimental Results

SP measurements are presented over the entire experiment in Figure 4c. SP signals are
also shown focused on Events 2 (t = 13.85 d) and 3 (t = 61.84 d) in Figure 5e,f, respectively.
Note that the data interruptions were due to EC acquisitions conducted alternatively with
SP monitoring. The SP signal was filtered using a moving average by sliding a one-hour
window, without further processing.

Figure 4c shows that the SP signals measured on pairs P1–P4, P2–P4, and P3–P4 pre-
sented similar amplitudes and variations through time. The curves have a roughly linear
general trend from −2 to −4 mV. This slow decrease can be caused by the reference elec-
trode potential variation through time; see [55]. Nevertheless, clear amplitude variations of
±3 mV can be shown at t = 13.85 d and t = 61.84 d. These times correspond to the beginning
of dissolution and precipitation stages at Events 2 and 3, respectively (see Figure 4c and the
zoomed views in Figure 5e,f).

The streaming potential amplitude depends on the excess charge displaced by the
pore water advection and the pore water EC. Thus, for measuring electrodes aligned in the
direction of the water flow, the electrokinetic potential signals increase with the electrode
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spacing. Here, the distance to the reference electrode decreases from pair P1–P4 to pair
P3–P4, but there is no clear amplitude decrease between the curves. In addition, the strong
changes in the pore water EC do not seem to affect the trend nor the amplitude of the
measured signals, as would be expected in the definition of the electrokinetic coupling
coefficient (Equation (17)) given by Revil and Leroy [25]. Therefore, the SP results suggest
that the electrokinetic coupling contribution seems negligible. To verify this, the pump was
shut down for five minutes on Day 30 without any incidence on the observed SP values.
Then, the flow rate increased to 498 mL h−1 during 1 min with no resulting changes.
The fact that the electrokinetic contribution can be neglected in this system can be expected
from the literature, since the surface charge of calcite is known to be low, e.g., [7].

The noticeable SP variations, highlighted by the dashed outlines of Figure 4c and
zoomed views in Figure 5e,f, follow the change of inlet solution at Events 2 (t = 13.85 d,
beginning of Stage II) and 3 (t = 61.84 d, beginning of Stage III) to induce dissolution and
precipitation in the column, respectively. One can observe positive SP variations after Event
2 and negative SP variations after Event 3. If we compare these results to the inlet water EC
(Figure 5a,b), we observe that at Event 2, the new inlet solution had a lower EC value than
the one that was already in the column, while the new inlet solution was more conductive
at Event 3. Given this, it appears that ionic gradients of the different species along the
column caused by the change of inlet solution could be the main contribution of the SP
signal (i.e., electro-diffusive potential; see Section 2.3.2).

The zoomed views in Figure 5e,f support this observation. Indeed, on each graph,
SP variation occurs first for the pair P1–P4, then for the pair P2–P4, and finally, for the
pair P3–P4, but they all end at the same time. For the pair P1–P4, the duration was about
one day. Knowing the flow rate and the column dimensions, the travel time of the fluid can
be calculated: it took 25 h to cross the column. It appears that the SP value changed when
the new inlet pore water reached the location of electrodes P1, P2, and P3, but the SP signals
returned to their basic values when the inlet solution reached the location of electrode P4
(i.e., the reference electrode) because there were no more concentration gradients in the
column. We also observed that the maximal amplitude of the SP variation was increasingly
smaller from pair P1–P4 to pair P3–P4. This may be related to the decreasing distance
between the electrodes P1, P2, and P3 to the reference electrode P4. Therefore, ionic fluxes
due to ionic concentration gradients must be the main coupling phenomena with our
SP signals.

However, Events 2 (t = 13.85 d, beginning of Stage II) and 3 (t = 61.84 d, beginning
of Stage III) correspond to the injection of solutions S1 and S2, which generate dissolu-
tion and precipitation of the calcite material in the column, respectively. According to
the electro-diffusive contribution (Section 2.3.2), if calcite dissolution and precipitation
occur between the electrodes P1 and P4, it is expected to generate an ionic concentration
gradient during the entirety of Stages II and III. Thus, the SP signal would reach a plateau
rather than presenting transient variation induced by the injection of a new inlet solu-
tion. Nevertheless, chemical analysis of the outlet pore water showed that the inlet and
outlet concentrations were different; thus, chemical reactions must have occurred in the
column. As SP variations are transitory, they are not related to calcite dissolution nor
calcite precipitation, but only due to concentration gradients caused by the change of inlet
solution at Events 2 and 3. Consequently, calcite dissolution and precipitation occurred
in the column, but not in the instrumented portion (i.e., between the electrodes P1 and
P4). Thus, we concluded that calcite dissolution and precipitation occurred between the
electrodes C1 and P1 and that the SP transient variations of Events 2 and 3 resulted from
the electro-diffusive potential generation caused by ionic concentration gradients following
the change of injected solution.

As the SP measurements depend on concentration gradients, we used the newly
developed theoretical workflow described in Section 3.2. It combines reactive transport
simulation using CrunchFlow (Section 3.1) with chemical analysis, sample EC measurement,
and the multi-ionic electro-diffusive model (Equation (25)).
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4.4.2. CrunchFlow Simulation Results for the Reactive Transport

We ran two simulations with the CrunchFlow code using the input conditions de-
scribed in Table 3 during 80 h and with a time-step of 1 h between each computation of
the ionic concentration distributions along the column. We then compared the results to
the chemical analysis of the outlet solution, and the results are presented in Figure 7 for
the pH, the calcium concentration, and the bicarbonate concentration. This last parameter
was assumed to present identical values with alkalinity measurements in this pH range.
For each variable, we calculated the root-mean-squared error (RMSE) defined as

RMSE =

√
∑k(Pk − Dk)2

N
, (31)

where k refers to the time-step, P to the predicted value from CrunchFlow, D to the
measured data, and N to the number of samples. The RMSE is a positive value, and the
more the RMSE is close to zero, the more the prediction from the model is consistent with
the data.

The simulation results from CrunchFlow presented variations visually close to the
experimental data and a low RMSE, except for pH values during dissolution. The mea-
sured pH values were probably higher than predicted because of some degassing at the
column exit and during the sampling process since the column is long and behaves like a
confined environment.

Figure 7. Measured and modeled pH, calcium concentration, and bicarbonate concentration. The data
points come from the chemical analyses conducted on the outlet pore water samples, and the curves
are obtained from CrunchFlow simulations. (a,c,e) Comparison between the measured data and the
corresponding simulations for dissolution. (b,d,f) Comparison between the measured data and the
corresponding simulations for precipitation.

4.4.3. Results from the Electro-Diffusive Potential Modeling

Following the coupled numerical workflow described in Figure 1, we propose to
model the measured SP signals from the computation of the electrical potential based on
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Equation (25). Here, cations’ and anions’ concentration distributions were obtained from
CrunchFlow simulations, and the sample EC was obtained from the interpolation of the
data of the experiment. We tested to compute the pore water EC using the definition based
on the ionic molar conductivities (Equation (11)). The diffusion potential curves modeled
from the EC computation gave results close to SP measurements (Appendix B).

The CrunchFlow database specified eleven ionic species from speciation computing.
These species are listed in Table 2, and their mobilities were taken from the literature [38–40].

SP data and simulated electro-diffusive potential are presented in Figure 8. In
Figure 8a,b, the data are plotted after removing the decrease, assuming that it is a lin-
ear function, and time zero corresponds to the start of the injection of S1 and S2 to dissolve
and precipitate, respectively. The modeled electrical potential is presented in Figure 8c,d.

Figure 8. (a,b) SP data were corrected from the linear decrease generated by the intrinsic potential
drift of the reference electrode P4. Time zero corresponds to the timing of Events 2 (injection of
solution S1) and 3 (injection of solution S2), respectively. (c,d) Electro-diffusive voltage computed
from the numerical workflow.

For both dissolution and precipitation, the modeled curves present variations that are
fairly similar to the SP measurements, although not identical. Furthermore, we observed
that the modeled peaks were two-times larger than the measurements in the case of
dissolution. We think that the model is better adjusted in case of precipitation than in the
case of dissolution because of CO2 degassing, which affected the system during dissolution.
This degassing was not taken into account in the CrunchFlow simulation. Compared to the
experimental data (see Figure 7a), this led to higher concentrations of hydrogen protons
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(H+), while their mobility βH+ was much higher than for the other ions (see Table 2). This
excess of mobile hydrogen protons exaggerated the electro-diffusive amplitude.

Our 1D approach contains some simplifications, which also explain the differences
between the measured and the modeled curves. Indeed, electrical methods are integra-
tive; thus, the model does not consider the column width, while it is worth 40% of the
column length. Therefore, potential 3D effects around the fluid injection point were not
considered. Furthermore, the porous medium was considered an effective medium, where
the formation of a preferential path was neglected, while the sensitivity of the electrodes
was not homogeneous over the entire volume of the column. Nevertheless, this workflow,
without additional parameters for amplitude adjustment, provides results close to the
range of experimental data and temporal variations. This workflow could be used for other
purposes addressing multi-species reactive transport and mixing, e.g., [79].

4.5. Location of the Reactive Zone

CrunchFlow simulation, in addition to the ionic concentrations, resolves the time and
spatial porosity evolution. Figure 9a shows the difference in porosity along the column
at the end of each simulation. One can observe that the porosity changes were small,
with a maximal increase of 0.1% for dissolution and a maximal decrease of −0.005% for
precipitation. Besides, only a few centimeters at the column entrance were affected by
these changes in porosity (gray rectangle in Figure 9a). We are rather confident in these
results since the measured Ca2+ concentrations were well reproduced by the simulations
(Figures 6 and 7) and the porosity changes were consistent with the low porosity evolution
(see Section 4.2). Moreover, previous studies have shown that the injection of a strong
acid, such as HCl, through a calcite column favors a face dissolution profile [70]. Thus,
most dissolution and precipitation occurred in this portion of the column and did not
reach the portion equipped with the measurement electrodes. Consequently, the transient
variations of the SP signal come from the fact that all dissolution and precipitation occurred
at the entrance of the column and did not induce a sufficient chemical imbalance. This
localization of the dissolution and precipitation at the column inlet also explained the low
reactive surface area used in the model to reproduce the outlet calcium concentration. This
very low reactive surface area compared to the total fluid–rock interface (several orders
of magnitude lower) indicates that only a very small part of the calcite reacted with the
injected solution.

Using the computation of the pore water EC based on the ionic mobilities (Equation (11)),
we were not limited to the measurement of the sample EC at the three locations along the
column, but can compute the model on all x-locations along the column defined for the
CrunchFlow simulation. In Figure 9b,c, the electro-diffusive potential distribution along
the column is represented for successive time steps of the CrunchFlow simulation. For the
latest timings, the shapes of the curves present variations similar to the trends observed for
the porosity simulated with CrunchFlow (Figure 9a). These observations led to the same
conclusions concerning the reactive zone limited to the column inlet.

Thus, this experimental device with multichannel monitoring allows the discretization
of the electrical response related to the reactive transport processes and following in time
and space the evolution of this reactive porous medium. Thanks to the interpretation
brought by the workflow developed for this study, this SP monitoring can be quantitatively
interpreted, and we can extrapolate the measurements over non-equipped portions of
the sample. This theoretical contribution, validated by this experimentation, is of interest
for many issues. Regarding calcite precipitation, it is important to follow its effects in
civil engineering, for example in the face of cement carbonation or for soil consolidation,
e.g., [80,81]. Concerning dissolution, it is a process monitored for the exploitation of
reservoirs and the improvement of their properties, e.g., [82]. In the field of remediation,
dissolution and precipitation are interesting to monitor because carbonate rocks can act as
reactive barriers trapping contaminants, e.g., [83].
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Figure 9. Representations along the column. Locations of measurement electrodes P1, P2, P3, and P4

are indicated on top of each graphic. (a) Porosity difference along the column for CrunchFlow
simulations of calcite dissolution and precipitation. (b) The SP voltage is modeled at different
time steps during calcite dissolution. (c) The SP voltage is modeled at different time steps during
calcite precipitation.

5. Conclusions

In this study, we developed the first geochemical–geophysical fully coupled multi-
species numerical workflow to predict the SP electrochemical response to calcite dissolution
or precipitation. This workflow consists of the computation of the electro-diffusive potential
using spatial and temporal distributions of ionic concentrations obtained from reactive
transport simulations. To assess the accuracy of this model, we compared these numerical
results with SP monitoring of calcite dissolution or precipitation carried out for this study.
The fairly good match between the numerical simulation and the experimental data showed
the efficiency of the numerical workflow. Therefore, we believe that studies addressing
multi-species reactive transport and mixing could use this workflow with SP monitoring to
improve the in situ characterization of these processes.

The experiment was performed on a column packed with calcite grains and equipped
to monitor three geo-electrical properties: pore water EC, sample EC, and SP voltage,
together with chemical analysis on outlet pore water samples (alkalinity, pH, and major
ion concentrations). All of these monitored properties show clear correlated variations,
suggesting that chemical reactions with calcite grains occurred at the entrance of the
column. This experimental evidence was confirmed by reactive transport simulation.
Consequently, this experimental setup enables the joint use of multiple geo-electrical
methods, which, once compared with chemical analyses, can be quantitatively interpreted.
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However, the chemical reactions with calcite grains occurred too close to the entrance to
be fully monitored. Further study, with a revised experimental setup, would be needed.
In addition, calcite dissolution induced by weak acid injection would be a scenario closer
to field conditions and would lead to a more distributed dissolution profile along with the
porous medium. This experimental protocol will be considered for future work.

This work clearly shows the interest in geo-electrical methods to non-intrusively
monitor reactive transport processes. Thanks to our new fully coupled approach, this study
allowed us to locate the reactive zone and better understand the impact of the reactivity on
the porous medium petrophysical properties. Future works will improve this approach to
provide a more quantitative tool for studying reactive transport in carbonate media.
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Notations
The following notations are used in this manuscript:

Symbol Definition (unit)
Alk Alkalinity (mol L−1)
α∗ Electro-diffusive coupling coefficient (V)
βXi Mobility on ion Xi (m2 s−1 V−1)
C Ionic concentration of the solution (mol L−1)
C	 Standard concentration (mol L−1)
CXi Ionic concentration of ion Xi (mol L−1)
CEK Electrokinetic coupling coefficient (V Pa−1)
< dg > Mean grain diameter (m)
DXi Diffusion coefficient of ion Xi (m2 s−1)
∆t Time step for the calculation of the cumulative porosity (s)
∆V Electric voltage (V)
E Electric field (V m−1)
ηw Water dynamic viscosity (Pa s)
f Frequency (Hz)
F Formation factor (–)
F Faraday constant (C mol−1)
γXi Activity coefficient of the ion Xi (–)
js Source current density (A m−2)

https://doi.org/10.5281/zenodo.4773686
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jdi f f
s Electrochemical coupling current density from ionic concentration gradients (A m−2)

jEK
s Electrokinetic coupling current density (A m−2)

Jtot Total electric current density (A m−2)
kB Boltzmann constant (J K−1)
KA1 Acidity constant of bicarbonate ion (–)
KA2 Acidity constant of carbonate ion (–)
Kh Hydration constant (–)
Ksp Solubility product of calcite (–)
ΛXi Molar conductivity of ion Xi (S m−2 mol−1)
m Cementation exponent (–)
mCa cumul Cumulative mass of calcium (g)
ω Angular frequency (rad s−1)
Ω Saturation index (–)
pe Empirical parameter for temperature compensation (–)
Pe Péclet number (–)
Pj One of the measurement electrodes
Pre f Reference electrode
φ Porosity (–)
φend Final porosity (–)
φinit Initial porosity (–)
Q Flow rate (m3 s−1)
Q̂v Volumetric excess charge (C m−3)
R Molar gas constant (J mol−1 K−1)
REV Representative elementary volume
ρCaCO3 Calcite volumetric mass (kg m−3)
σ Sample EC (S m−1)
σbulk Bulk conductivity (µS cm−1)
σin Inlet pore water EC (µS cm−1)
σout Outlet pore water EC (µS cm−1)
σsur f Surface conductivity (S m−1)
σw Pore water electrical conductivity (S m−1)
t Time (s)
T Temperature (K)
tXi Transference number (–)
θ Temperature (◦C)
U Darcy velocity (m s−1)
v Particle velocity (m s−1)
V Electric potential (V)
Vtot Volume of the column (m3)
(Xi) Ionic activity of the ion Xi (–)
zXi Valence of the ion Xi (–)

Appendix A. Temperature Monitoring

To ensure steady conditions during the experiment, the setup was placed under air-
conditioned conditions. However, to control the stability of the installation, we monitored
the room temperature using a sensor from HOBO recording every 5 min. In addition,
we manually recorded the inlet and outlet pore water temperatures measured by the
conductivity meters. These data are presented in Figure A1.

We observed that the room temperature overall comprised a short range close to
22 ◦C. However, there were plenty of high-frequency oscillations corresponding to the
adjustment of the temperature with the air-conditioning system. There was also an event
of a strong increase in the room temperature before Event 3, which was considered in the
CrunchFlow simulation.
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Figure A1. Temperature monitoring of the room (gray curve), the inlet pore water (black triangles),
and the outlet pore water (blue triangle).

The pore water temperature at the inlet and outlet showed values in agreement with
the room temperature. It can be noted that the temperature was slightly higher at the inlet
than at the outlet, but this difference was within the range of the measurement uncertainties.

Appendix B. Electro-Diffusive Coupling Computation from Pore Water EC Computation

The electro-diffusive coupling was computed based on the interpolation of the sample
EC measurements in Figure 8. However, the expression of the electro-diffusive coupling
from Equation (25) can be developed using the relationship of the pore water EC with the
ionic mobilities (Equation (11)), leading to

∆VPj−Pre f = RT
∑Xi

βXi (CXi ,Pj − CXi ,Pre f )

∑Xi
zXi βXi CXi ,Pj

. (A1)

The results of the computation of the sample EC and this expression for the electro-diffusive
coupling are presented in Figure A2. These results are in good agreement with the measured
sample EC and SP voltage presented in Figure 5.

Using the definition of the pore water EC based on the ionic mobilities, we can compute
the model on all x-locations along the column defined for the CrunchFlow simulation. This
shows the continuous evolution in time and space of the modeled electro-diffusive potential.
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Figure A2. (a,b) Sample EC computed from Equations (11) and (13). (c,d) Electro-diffusive voltage
modeled from the computation of the sample EC.
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