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Abstract

:

Predictions of boundary layer meteorological parameters with accuracy are essential for achieving good weather and air quality regional forecast. In the present work, we have analyzed seven planetary boundary layer (PBL) parameterization schemes in a Weather Research and Forecasting (WRF) model over the Naples-Caserta region of Southern Italy. WRF model simulations were performed with 1-km horizontal resolution, and the results were compared against data collected by the small aircraft Sky Arrow Environmental Research Aircraft (ERA) during 7–9 October 2014. The selected PBL schemes include three first-order closure PBL schemes (ACM2, MRF, YSU) and four turbulent kinetic energy (TKE) closure schemes (MYJ, UW, MYNN2, and BouLac). A performance analysis of these PBL schemes has been investigated by validating them with aircraft measurements of meteorological parameters profiles (air temperature, specific humidity, wind speed, wind direction) and PBL height to assess their efficiency in terms of the reproduction of observed weather conditions. Results suggested that the TKE closure schemes perform better than first-order closure schemes, and the MYNN2 closure scheme is close to observed values most of the time. It is observed that the inland locations are better simulated than sea locations, and the morning periods are better simulated than those in the afternoon. The results are emphasizing that meteorology-induced variability is larger than the variability in PBL schemes.
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1. Introduction


Regional scale meteorological modeling is important to improve our knowledge of the processes controlling atmospheric circulation, as well as actual air pollution levels and their impact on human health and ecosystems [1]. Routinely available meteorological and air quality observations are generally insufficient to properly identify the atmospheric phenomena driving severe air pollution conditions, especially in complex terrain. Air quality studies are usually supported by chemistry and transport models, which use emission inventories over the region of interest, boundary conditions from a global forecast model, and meteorological fields from a numerical weather prediction (NWP) model [2]. Therefore, reproducing and forecasting regional and local meteorological conditions are key tasks to accurately replicate the pollution patterns and analyze the dispersion of pollutants in the area of interest [2,3,4]. Air temperature, wind, specific humidity, and planetary boundary layer (PBL) height derived from NWP models are the fundamental parameters given as inputs to air quality models, which are affecting the forecasting of air pollution [5]. The performance of numerical models can be improved, among other factors, through using higher spatial and temporal grid resolutions, appropriate parameterizations, or the data assimilation of observed meteorological parameters [6,7,8].



Weather Research and Forecasting (WRF) is a widely used NWP model for meteorological and air quality predictions all over the world [9,10]. The present study is aimed at assessing the performance of different WRF boundary layer parameterizations over a large conurbation sited in a complex coastal area, based on atmospheric aircraft observations and modeling performed within the project AriaSaNa (Air quality in Salerno and Napoli districts), integrating regional ground-based and airborne measurements with state-of-the-art meteorological and air quality modeling. A deterministic air quality modeling forecast system has been developed and implemented for the Naples urban area and Campania region, based on the Flexible Air quality Regional Model (FARM) Chemical Transport Model [11,12,13] coupled with the WRF meteorological model, which has been working operationally since July 2014. Numerical modeling system performance was assessed against upper in situobservations collected using the Sky Arrow Environmental Research Aircraft (ERA) experimental aircraft [14] during multiple days of intensive flight campaigns. These observations enabled a unique occasion to verify model performances at the entire PBL scale, including wind components. Moreover, aircraft measurements allowed sampling at a level of spatial and temporal detail that is normally not available from radio sonde or larger aeroplanes. The sampling strategy was aimed at measuring the vertical profiles of meteorological and micrometeorological variables in key locations of the study area, which are located both inland and above sea, and at different times of the day, which is associated with different atmospheric conditions and sea breeze development phases.



Previous analyses of PBL parameterizations performances have been mainly based on surface observations sometimes supplemented by a single vertical sounding [15,16,17,18,19,20,21,22], or have been focused on the mesoscale [23,24,25,26,27]. Our study is focused on the local scale, and based on the availability of nearly simultaneous vertical profiles measured at different locations of the target area, which allows a thorough analysis of three-dimensional (3D) circulation in coastal breeze conditions. The specific objectives of this study are to: (i) assess whether a single PBL scheme may be identified as capable of providing better performance across all of the study area; (ii) assess the variability in model outputs related to various PBL schemes with respect to the variability related to different atmospheric circulations or different areas of the domain; and (iii) provide an experimental and modeling framework for the benchmarking and optimal configuration of mesoscale models. Overall, this work aims at improving meteorological and air quality assessment capability, which is especially important for forecasting severe pollution episodes associated with extreme weather conditions.




2. Materials and Methods


2.1. Study Area


Aircraft observations were performed over an area of circa 1300 km2, situated in Campania region (Southern Italy) and roughly centered in the city of Naples (40°51′ N, 14°21′ E), which is bounded by the Appennini and anti-Appennini mountains to the east and southeast, and by Naples Bay and Tyrrhenian sea to south and west (Figure 1). The surface encompassed by flights is mainly made of flat land that is part of the two plains extending northwest of Naples and southeast of Mount Vesuvius and is surrounding the strip of conurbation that spreads from Naples to Caserta. This urban area is recognized as the largest metropolitan area in the Mediterranean Basin [28]; it is often affected by high pollution due to anthropogenic activities associated with calm and stagnant air masses, and its effect on health is a concern for the scientific community and policy makers [29,30,31,32].The remaining surface is occupied by agricultural land and small industrial districts [33].



The climate is typically Mediterranean, with mild winter providing most of the rainfall and a relatively dry and hot summer. Prevalent winds blow along the northeast to southwest direction, in a local breeze circulation pattern. The presence of Mount Vesuvius complicates this basic frame, since air masses are forced to move around its foothills, thus creating areas of relatively calm air downwind [33].




2.2. Aircraft Data


The Sky Arrow Environmental Research Aircraft (ERA) is a small airplane equipped with sensors to measure three-dimensional wind vectors (u, v, w), together with temperature, water vapor, trace gas concentrations, and other atmospheric parameters at high temporal frequency [14]. It has a cruise speed of 170 km/h and can fly up to a height of about 3000 m. The wind components are measured by means of a pressure sphere recording an airspeed velocity vector (e.g., relative to aircraft frame) that is post-processed to subtract aircraft motion, obtaining an absolute (i.e., relative to earth) wind vector following [34,35]. Details of the Sky Arrow ERA meteorological instrumentation relevant to this study is summarized in Table 1.



High-frequency (50 Hz) observational data streams were then block-averaged to obtain 4 s average values. The Sky Arrow performed five flights on 7–9 October 2014 (Table 2). The flight track was designed as a box encompassing inland and sea horizontal transects, with a vertical sounding profile on each of the four corners (Figure 1): Profile 1 (referred as PRF1 hereafter) at (40°47′39.35″ N, 14°37′52.82″ E) and Profile 4 (referred as PRF4 hereafter) at (41°04′22.49″ N, 14°10′06.27″ E) were obtained over land, while Profile 2 (referred as PRF2 hereafter) at (40°57′05.68″ N, 13°56′19.41″ E) and Profile 3 (referred as PRF3 hereafter) at (40°45′12.89″ N, 14°18′00.54″ E) were made over the sea. On PRF1 to PRF4, the aircraft flew a vertical profile from the minimum safety height (~150 m) up to the free troposphere (~2000 m above land and ~1000 m above sea), both upward and downward, performing spirals with about a 1.5-km diameter. Profiles of wind speed, wind direction, air temperature, and specific humidity were obtained by extracting ascending and descending legs from the flight paths for the subsequent comparison with model data.




2.3. Meteorological Model


The Advanced Research Weather Research and Forecasting model (WRF-ARW) version 3.5.1 has been configured with four nested domains, keeping the outermost domain at the continental scale, and the inner domains at the national and local scales (Figure 2).



The model domains use a grid of 3 km × 3 km resolution in Domain 3, and a 1 km × 1 km resolution in the innermost domain, i.e., Domain 4, with 41 vertical levels stacked closest near the ground, and approximately 11 vertical levels below 1 km above-ground level. WRF simulations have been driven by National Oceanic and Atmospheric Administration (NOAA)/National Centre for Environmental Prediction (NCEP)-Global Forecast System (GFS) global scale meteorological forecast with a horizontal spatial resolution of one degree and with time resolution of 3 h. The dynamics and physics schemes used by WRF forecast are resumed in Table 3.



Surface model results depend on the proper definition of land cover and soil composition. The land cover description has been improved by the introduction of the European Coordination of Information on the Environment (CORINE) land cover at 250-m resolution (http://land.copernicus.eu), while no information was available to enhance the soil composition description with respect to the standard worldwide WRF database.



The WRF ARW version 3.5.1 has 13 PBL schemes [36], which can be mainly grouped based on Richardson Number (Ri) or turbulent kinetic energy (TKE) criterion, which is commonly referred as first-order closure and TKE closure schemes [16] for PBL turbulence modeling and PBL height determination. PBL height is considered as the vertical limit where heat, moisture, and momentum are mixed in NWP models [37], affecting the reconstruction of dispersion and ground concentrations of various pollutants [2]. Different PBL schemes use different criteria to estimate PBL height, but the choice of the specific PBL scheme to be implemented is often made arbitrarily. Performance analysis of PBL parameterizations has been reported for specific regions in the last decade [15,16,19,21,22,23,24].



For the present study, three first-order closure PBL schemes (ACM2; MRF; YSU) and four TKE closure schemes (MYJ; UW; MYNN2; BouLac) have been chosen, based on the findings of previous studies [21,22,25,26]. A brief description and physical working principle of each of the chosen scheme is given hereunder.



2.3.1. The Asymmetrical Convective Model Version 2 (ACM2) Scheme


ACM2 is a first-order, non-local closure scheme [38] that was obtained as a modification of the ACM1 scheme of the MM5 model, which was derived from the Black adar scheme [39]. The scheme has an eddy-diffusion component, in addition to the explicit non-local transport of ACM1.



The non-local mixing term dominates the local mixing term through most of the depth of the convective PBL, but the local mixing term can be larger near the top of the PBL where the wind shear might be greater. The non-local transport term is set to zero, and local closure is used in stable conditions [26]. The scheme is found to have high accuracy in reproducing the vertical profiles of velocity and potential temperature by considering non-local and local closure for vertical mixing together [38]. ACM2 determines PBL height where the bulk Richardson number (Rib) exceeds a threshold value of 0.25.




2.3.2. Medium-Range Forecast (MRF) Scheme


MRF is a non-local first-order closure scheme [40] that incorporates a counter-gradient correction term into down-gradient diffusion defined by local mixing only [41]. Compared to local schemes, MRF showed higher accuracy in simulating the deeper mixing within unstable PBL, where larger eddies entrain higher potential temperatures above the PBL into the PBL [42,43]. The PBL height is calculated iteratively where Rib exceeds a threshold value of 0.50.




2.3.3. Yonsei University (YSU) Scheme


YSU is a first-order, non-local scheme [44]. It comes after a modification from the MRF scheme [40] of the MM5 model [21]. It uses a parabolic K-profile in an unstable mixed layer with the addition of an explicit term to treat the entrainment layer at the top of the PBL [22]. The buoyancy-driven PBLs with shallower mixing in strong-wind regimes are better simulated by YSU compared to MRF [26,44]. YSU determines PBL height where Rib exceeds a threshold value of 0.




2.3.4. Mellor–Yamada–Janjic (MYJ) Scheme


The classification of the Mellor–Yamada (MY) family schemes can be understood as “simplified second-order closure” [45], which is often indicated as “1.5-order” because they implement a reduced set of second-order moment equations [46]. The term “1.5-order” usually means a first-order closure with eddy viscosity K-coefficients dependent on TKE, which in turn is calculated from a budget equation. MY Level 3 and higher use a full set of second-moment budgets with proper closure hypotheses simplified by a scale analysis based on a departure from isotropy metric and the application of the so-called “boundary layer approximation” to obtain simpler models. The widely-used MY Level 2.5 model is based on the solution of the TKE budget equation only, and is usually indicated as a “1.5 order”. The MYJ scheme comes after modification from the MM5 model’s ETA scheme [47]. It solves a prognostic equation for TKE with a diagnostic estimation of potential temperature, water vapor variance, and covariances [48]. The scheme is considered to improve the Mellor–Yamada Level 2.5 local scheme [49,50] without particularly large computational expense [26]. It determines PBL height by the level where TKE decreases to a prescribed small value (0.2 m2 s−2).




2.3.5. Mellor–Yamada–Nakanishi–Niino Level 2.5 (MYNN2) Scheme


MYNN2 also comes under MY family scheme, which can be termed as a “simplified second order” [45]. It is a variation of the Mellor–Yamada Level 2.5 scheme [49,50], which uses liquid water potential temperature and total water content as the thermodynamic variables. It also takes into account the effects of buoyancy in the diagnosis of the pressure covariance terms, and uses closure constants in the stability functions and mixing length formulations that are based on large eddy simulation (LES) results instead of observational datasets [48]. Furthermore, the MYNN2 model considers the effect of stability on the turbulent length scale, obtaining a mixing length formulation that is considered more flexible across the stability spectrum compared to MYJ [51,52,53]. MYNN2 determines PBL height, where the TKE falls below a critical value of 1.0 × 10−6 m2 s−2 [21].




2.3.6. Bougeault–Lacarrere (BouLac) Scheme


BouLac is a 1.5-order, local closure scheme [54] with a TKE prediction formulation designed to extend PBL turbulence parameterizations to orography-induced turbulence and, within WRF, to be used with the Building Environment Parameterization multi-layer, urban canopy model [55]. The BouLac scheme has been found to better represent the PBL in regimes of higher static stability compared to non-local schemes [16]. PBL height determination with this scheme is achieved at a level where prognostic TKE reaches a sufficiently small value (e.g., 0.005 m2 s−2).




2.3.7. University of Washington (UW) Scheme


The UW scheme is a 1.5-order, local TKE closure scheme [56,57,58]. The UW scheme has been originally developed for climate modeling application. It uses moist-conserved variables, TKE as a diagnostic rather than a prognostic variable, and an explicit entrainment closure to diagnose effective entrainment diffusivity at the edge of convective layers [57]. UW has been found to better reproduce the night-time stable boundary layer and sub-stratocumulus layers. PBL height determination by UW scheme is based on the Rib threshold (0.25) used in all cases of stability.



The applicability of the previously listed PBL parameterizations in a non-hydrostatic model at 1-km grid spacing could be considered questionable because the mentioned space resolution falls within the so-called “Terra Incognita” zone [59,60]. Nonetheless, it is common practice to apply WRF and other non-hydrostatic models down to 1-km grid spacing for regional to urban scale applications. This is generally considered acceptable, even if we should keep into account that the daily convective eddies can have a size of the order of the horizontal grid spacing, and could be partially resolved. The effective spatial resolution of WRF that has been evaluated by Skamarock [61] to be of the order of 7 dx, should anyway tend to guarantee that PBL parameterizations can still be considered reliable at 1-km grid spacing.





2.4. Model Performance Assessment


The model-simulated air temperature, specific humidity, wind speed, and wind direction obtained by different PBL parameterization simulations were directly compared to observational data collected by the Sky Arrow. WRF-ARW outputs have been stored with hourly frequency. The simulated vertical profiles of meteorological variables have been extracted at the corresponding aircraft profile locations, selecting the nearest available time frame and applying bilinear interpolation among the four surrounding grid points on each model level. PBL height obtained from the model as a diagnostic parameter is also compared with the PBL height obtained from the vertical profile soundings of the aircraft. The observed PBL heights are subjectively estimated by visualizing the profiles of potential temperature and water vapor [62]. By applying the potential temperature profile criterion, which is indicating atmospheric static stability, the PBL height can be taken as the level where maximum gradient occurs. In case of water vapor profiles, the PBL height is taken as the level of the minimum vertical gradient, with a noteworthy reduction in atmospheric moisture [63]. We have also validated our results of PBL height values by using bulk Richardson number criterion [64]. The results have been statistically analyzed using root mean square error (RMSE) and Pearson correlation (r). Model results were extracted from the innermost domain (1-km grid-spacing domain), horizontally interpolating model results to measurement points and time. The RMSE has been defined as follows:


   RMSE =    1 N    ∑  i = 1  N      (   M i  −  O i   )   2          











And Pearson correlation (r) has been calculated as:
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where Mi = model-simulated values, Oi = observed values, and N = number of points.



Statistical parameters were also averaged across multiple flights performed over the sea, over inland areas, in the morning and the afternoon. This was done to assess the importance of the error variability related to geographical features (i.e., sea versus land) or to meteorological conditions (i.e., morning versus afternoon flights) with respect to error variability related to the different PBL schemes under investigation.



In order to compute an empirical total performance index integrating the performance of each PBL scheme on all of the flights and for all of the examined variables, RMSE and r were at first computed for all of the flights, obtaining one value for each variable; then, these values were normalized over the average of all of the PBL schemes, and finally averaged for all of the variables. Normalized RMSE and r were then obtained in a way that the mean of all of the schemes is equal to one.





3. Results and Discussion


Measurements of meteorological parameters (air temperature, specific humidity, wind speed, and wind direction) from all profiles of Sky Arrow flights were compared with the corresponding WRF output. It is worth mentioning that the comparison of model results with high-frequency aircraft measurements recorded inside the boundary layer is not a straightforward and consolidated practice. The model based on Reynolds-averaged Navier–Stokes (RANS) equations provide results that are representative of the space and time averages of the meteorological variables. The effective space and time resolution of WRF depends on the computational domain grid spacing and the numerical advection scheme [61], and it is the usual practice to compare the results of model simulation with grid spacing of a few kilometers with the observed variables’ time averages of the order of 1 h, implicitly assuming that the averaging time window is large enough to sample the whole boundary layer turbulence spectrum. This approach cannot be applied to local scale PBL airborne measurements due to the speed of the aircraft. Short time window averages do not completely filter out PBL turbulence, especially in neutral to convective conditions. Therefore, we should expect observations to include short wavelength fluctuations and possibly transient structures that cannot be reproduced by model simulations. Moreover, shallow layers characterized by relevant specific humidity variations are expected to be removed by buoyancy over timescales that are comparable with the average values and representative of model results. Nevertheless, the strategy adopted here, e.g., treating measured profiles as quasi-instantaneous representations of vertical atmospheric variability and comparing them with the model output interpolated at the time of the measurements, is only capable of giving observational evidence of atmospheric properties, and is commonly adopted whenever comparing aircraft in-situ measurements with model data.



The model performance is analyzed for each variable on multiple profiles over different areas of the innermost domain (i.e., sea versus inland) and at different times of the day (i.e., morning versus afternoon). The results are reported at the single profile detail level only for one flight (Flight 3), which is quite representative of the encountered conditions during the three days of the campaign. Afterwards, aggregated performance indexes considering all of the profiles of all of the flights are presented and discussed.



3.1. Synoptic and Local Circulation Conditions during Flights


To understand the synoptic weather situations during the aircraft observational period, we have analyzed the surface pressure charts showing pressure and weather fronts at 00:00 UTC on 8–10 October 2014 provided by the Met Office (available at http://www.wetterzentrale.de), and the thickness isopleths for the layer (500–1000) hPa (dam) and temperature at 850 hPa (°C) at 00:00 UTC of 8–10 October 2014 provided by European Centre for Medium Range Weather Forecast (ECMWF) reanalysis (ERA-Interim) (available at http://www.meteociel.fr).



Weather conditions for the measurement period (7–9 October 2014) showed a reinforcing high pressure system over northeastern Africa extending northeastward and linking to the Blocking Highs over Russia while a deeply cyclonic vortex persisted over the United Kingdom (UK) and much of the North Atlantic area, with the polar front jet stream forced way south across the Atlantic toward northwestern Africa before returning northeastward across the western Mediterranean Basin and Central Europe (Figure 3 panel a-b-c). These complicated patterns lead to an increasingly warm southwesterly flow over the study area, with temperatures rising well above average and higher than average stability conditions for the season (Figure 3 panel a1-b1-c1).



The limited pressure gradient that occurred over southern Italy favored the development of a sea breeze circulation characterized by surface winds blowing from S–SW during the daytime and N–NE during the night-time over the Naples region. Local meteorological conditions are described by the observations of the Napoli Capodichino airport meteorological station (International Civil Aviation Organization (ICAO) code LIRN) reported in Figure 4. The pressure shows high values with a slowly growing trend during 7–8 October 2014 becoming stationary from 8 October 2014 onward. The daily variability of wind speed and direction has a cyclic structure that characterizes coastal breeze circulation. Daily maximum wind speeds ranging between 3 m s−1 and 4 m s−1 are recorded during the early afternoon, and associated with directions from S–SW, while weak nightly currents blow from N–NE. These directions are determined by the gulf of Naples’ local circulation. The temperature and relative humidity daily cycles are quite regular, with a slight growing trend of daytime maximum temperature, confirming the absence of relevant cloudiness.



WRF simulations were able to satisfactorily reconstruct the main features of the near surface meteorological variables with all of the tested PBL parameterizations. Figure 4 shows the results of WRF run with the MYNN2 scheme, which resulted as the best performing, with a correct reconstruction of all of the variables except for a tendency to overestimate night-time minimum temperature and surface pressure during the last day. The coastal breeze wind speed and direction cycle is particularly nicely reconstructed (Figure 4b). The results obtained with the different PBL schemes were hardly distinguishable when superposed in the same figure, except for MYJ, which showed an overestimation of daytime maximum wind speed with an overall BIAS = 0.19 m s−1.BIAS, RMSE, and correlation obtained with the different PBL schemes ranged within the following intervals: wind speed: BIAS = −0.19–0.19 m s−1; RMSE = 0.54–0.68 m s−1; r = 0.77–0.86; temperature: BIAS = 0.66–1.06 K; RMSE = 1.21–1.39 K; r = 0.95–0.96; relative humidity: BIAS = (−3.36)–(−0.39)%; RMSE = (5.09–7.09)%; r = 0.86–0.93.The comparison of WRF results with surface observations confirms the capability of the model to describe the circulation structure during coastal breeze conditions over the investigated area, as it has been already verified during different midsummer episodes by Finardi et al. [11].




3.2. Vertical Profiles of Air Temperature, Specific Humidity, Wind Speed, and Direction


To get insights regarding the chosen PBL schemes with respect to observations, we have selected Flight 3 profiles in the present work. As mentioned earlier, Profile 1 (Figure 5) is overland, whereas Profile 2 (Figure 6) and 3 (Figure 7) are over sea, and Profile 4 (Figure 8) is again over land. The overall comparison shows that the main features of the vertical layering of the atmosphere are captured by WRF simulations with all of the considered PBL schemes. The wind speed is everywhere decreasing with height, with a SW direction near the surface and a strong shear in both direction and speed between 500–1000 m agl. Weak winds are observed from NE–SE in the upper monitored layers. The development of the modeled boundary layer matches the vertical location of the major temperature gradient, and correctly reproduced the upper layer temperature slopes. This generally indicates a reasonable reconstruction of the PBL depth and its time variation, even if the virtual potential temperature is generally overestimated in the lower atmospheric layers located within the PBL. It is worthwhile to remember that the growth of the PBL is not monotonic over land due to the development of the thermal internal boundary layer, which follows the sea breeze front penetration.



Some peculiar features of the observations are not reproduced by WRF with any of the PBL parameterizations. The measured virtual potential temperature shows a stable slope within the boundary layer that is particularly evident over sea (Figure 6 and Figure 7), while modeled profiles are nearly uniform within the PBL, as expectable in well-mixed conditions. The specific humidity is overestimated in the lower layers and underestimated in the upper layers at Profile 1 and 3 (Figure 5 and Figure 7), where observations show limited variation with height and relatively high values in the upper layers with respect to the other measured profiles. No model simulation is capable of reproducing the NW wind direction that is detected by measurements at Profile 4 (Figure 8), which is at variance with all of the other profiles measuring winds from directions around E, as predicted by the models. These discrepancies can be attributed to local features that are possibly transient, and are connected to the development to the breeze cell circulation and in particular, to the return current aloft. It can be noticed that WRF predicts a higher specific humidity over the sea than over land within the boundary layer, while measurements show variable conditions without clear sea/land differences. This behavior can be attributed to the near-coast location of the profiles measured over the sea.



Looking in more detail at the differences shown by the WRF results with the different PBL schemes, it can be observed that at the PRF1 inland vertical profile (Figure 5a), all of the schemes are overlapping each other in the lowest 600 m, and they all overestimate measured values of less than 1 °C. ACM2 shows a different vertical profile and a larger overestimation of the order of 2 °C. The observed (OBS) air virtual potential temperature between 600–1000 m is warmer than in the lower layers, and is roughly coincident with the model-simulated profiles. Only ACM2 shows temperatures colder than the measurements in this layer. All of the schemes’ results are coincident above 1000 m, where they overestimate measurements of less than 1 °C, reproducing its vertical slope. The model reproduction of the vertical variation of wind is correct, showing the relevant decrease of wind speed and wind direction rotation in the shear layer observed between 500–900 m (Figure 5c,d). The trend of wind profiles near to the surface is better reproduced by ACM2 and MYNN2, while also MRF and BouLac schemes are able to reproduce the observed profile to a good extent. UW underestimates near surface winds, while MYJ and YSU overestimate them. The virtual potential temperature measured by PRF2 over sea (Figure 6a) is well reproduced by all of the schemes, with MYJ and BouLac showing the largest overestimation above 500 m agl, but being nearest to the observations in the lower layers. The observed wind speed profile (Figure 6c) shows generally weak winds, with a strong vertical variability and many pockets of high wind speed at 200 m, 400 m, 650 m, and 850 m. These features, which are not reproduced by simulations, make it difficult to rank the performances of the different PBL schemes. However, it can be argued that MYNN2, MRF, and UW perform better than the other schemes, while MYJ, BouLac, and YSU overestimate wind speed, and ACM2 underestimates it. The vertical profile of the wind speed observed at PRF3 above sea (Figure 7c) is correctly described by WRF with all of the PBL schemes. MYNN2, ACM2, and MRF produce wind speed that is better comparable with values measured below 200 m, while all of the other schemes show a tendency to overestimate them, which is particularly pronounced for MYJ, BouLac, and YSU.



The detailed comparison of the different PBL schemes’ performance with virtual potential temperature measured at PRF4 above land (Figure 8a) show similar results in the lower 1000 m for all parameterization, while MYJ is closer to the measurements. On the other hand, MYJ and BouLac show larger errors over 1000 m, where MRF, ACM2, and MYNN2 better fit the virtual potential temperature measurements. MYJ shows also larger discrepancies than the other schemes with respect to specific humidity below 1000 m (Figure 8b). Wind speed (Figure 8c) observations are quite fluctuating along the entire profile, which is a feature that makes their comparison with model results difficult. The observed fluctuations must be considered a subgrid variation considering both horizontal and vertical resolution. The overall variation of wind speed with height is reproduced by almost all of the PBL schemes, with ACM2, MYNN2, and MRF performing best, and the tendency of YSU to overestimate near surface wind speed.



Model and data compared at different locations within the same area in the central hours of the day flight (Flight 3) show a highly dynamic situation, with a non-uniform sea breeze penetration and the presence of circulation layers: the southern profiles of the domain, PRF1 over land and PRF3 over sea(Figure 5 and Figure 7), both show a strong return flow with a wind turning from westerly (up to 700 m) to easterly (above 700 m) direction, which is correctly reproduced by all of the schemes. The northern profiles, PRF4 over land and PRF2 over sea, show a stronger sea breeze penetration (Figure 6 and Figure 8) that is not entirely reproduced by WRF, as a likely consequence of a non-optimal simulation of the timing of sea breeze penetration in a dynamic context. The complexity of the atmospheric flow and the PBL structure during sea breeze inland penetration is illustrated in Figure 9 by the results of WRF simulations on 8 October 2014 at 13:00 GMT with MYNN2 and YSU schemes. The sea breeze front is clearly detectable where the wind speed gradient is located just upwind of the maximum value of the PBL height. The overlap of the flight track helps to realize the intrinsic difficulty to compare local profiles with modeled atmospheric fields characterized by relevant space and time variability.



Overall, a larger variability among the schemes is observed for the wind vector than for temperature and specific humidity, while the observed and modeled variability among schemes is always lower than the variability among the different profiles for all of the variables. The observed and modeled profiles of air temperature, specific humidity, winds, and PBL height from flights 1, 2, 4, and 5 (not shown here) have also been analyzed, revealing similar behavior of the various schemes in reproducing atmospheric circulations, with respect to Flight 3 reported above (Figure 5, Figure 6, Figure 7 and Figure 8). Performance across the full set of flights is analyzed in the following section.




3.3. Spatial and Temporal Assessment of Model PBL Schemes


When grouping the observed profiles for all of the flights with respect to their location (i.e., over the sea or over the inland, Figure 1), and with respect the time of the day (i.e., morning or afternoon flights, Table 2), significantly better performance is overall achieved at inland sites with respect to the sea, and at morning with respect to afternoon flights (Figure 10 and Figure 11). However, important differences are observed among the variables: higher correlation coefficients and lower RMSE are obtained especially for specific humidity and temperature (Figure 10a,d and Figure 11a,d). For specific humidity analysis, it is observed that RMSE is lower during morning flights and over sea flights compared to those in the afternoon or over land. The wind direction (in degree) (Figure 10e,f and Figure 11e,f), shows better simulated profiles over sea, whereas afternoon and morning simulations perform similarly. Wind speeds are better simulated in the morning compared to the afternoon (Figure 10g,h and Figure 11g,h). The reasons for this difference in performance is likely related to difficulty in reproducing vertical variability at sea, where very shallow PBL develop that may not be entirely reproduced, as also confirmed by the detailed analysis of sea profiles from Flight 3 (Figure 5, Figure 6, Figure 7 and Figure 8). This result is also consistent with simulated PBL depths at sea locations that exhibit a larger bias with respect to observations at inland locations with well developed convective boundary layers (Table 4).The reasons for the better performance at morning with respect to afternoon flights are likely related to the model capability of fully reproducing sea breeze development, and the interface between sea breeze and the synoptic circulation. Since inland profile locations PRF1 and PRF4 are relatively close to the coastal line, even relatively small errors in space and time in reproducing sea breeze penetration may lead to a significant bias in the model results (extracted at the requested point) with respect to observational values. Moreover, the model shows generally high values of specific humidity in the lower 500 m for profiles observed over the sea during all of the flights (Figure 5, Figure 6, Figure 7 and Figure 8).



BouLac, UW, MYNN2, and ACM2 proved to be the better schemes for simulating specific humidity profiles over land (Figure 10 and Figure 11). However, the overall variability between morning and afternoon flights, and between sea and inland profile sites, always exceeds the variability among different PBL schemes. This indicates the importance of the underlying meteorological model that overwhelms the importance of PBL scheme choice. YSU (first-order closure) and MYNN2 (TKE closure) are proved to be the best schemes for all of the profiles (Figure 12). Among the first-order closure schemes, YSU proved to be the best scheme for simulating the wind speed profiles of all of the flights. The MYNN2 scheme, which predicts TKE terms at subgrid levels, provided the best simulation overall, considering all of the meteorological variables and all of the observed profiles (Figure 12). MYNN2 uses a unique surface layer scheme, and was reported to better simulate surface heat fluxes (Banks et al. 2016) [22]. Madala et al. [19] also found that MYNN2 was better performing when compared against eddy covariance energy flux observations. MRF, YSU, and ACM2 have the ability of simulating deep convection/deep PBL in their formulation, which explains their relatively low performance over the sea, when compared with flight observations [26,48]. It has been observed [48] that MYJ produces a shallower PBL height than the non-local schemes during the daytime. The potential temperature profiles are showing a warm bias near the ground and a cool bias starting near 0.75 km and reaching above the PBL height by MYJ [48]. This might be the reason for the under performance of MYJ in the present study compared to MYNN2. MYNN2, UW, and BouLac showed improved reproduction of the observed profiles compared to other PBL schemes; however, the subtle difference in the base formulation results in the different performance of the three schemes. The UW is developed by taking into account stratocumulus clouds and their influence on PBL, and is therefore more suitable for climate runs with longer time steps, diagnosing rather than forecasting turbulent kinetic energy (TKE), and simulating layers determined by the vertically varying stability of the thermodynamic profile [26]. The BouLac scheme is better suited for cases with terrain-induced turbulence to study its impact on PBL [16]. It can be observed that the MYJ and MYNN2-simulated profiles for potential temperature, specific humidity, and wind speed are showing significant differences among each other, although the MYJ and MYNN2 base formulation is the same [49,50]. This can be explained by the difference in MYNN2 formulation constraints. It has been observed that MYJ is having a tendency to underestimate boundary layer height during upstream locations of convection, while MYNN2 improves this drawback over non-local PBL schemes and supports deep convection [48]. The mixing length formulations used in MYNN2 are also more flexible for the static stability regimes compared to MYJ [26]. This difference in formulation results in appreciable differences in the simulated profiles also in the present work (Figure 5, Figure 6, Figure 7 and Figure 8). Over land (profiles 1 and 4), the MYNN2-simulated profiles are showing a better reproduction of observed profiles compared to MYJ. Also, the afternoon simulated profiles show an improvement of MYNN2 compared to MYJ (Figure 10 and Figure 11) for all of the flights. It is worth noticing here that no modification on any of the PBL schemes used in the present study was made, keeping them in their original form, as provided in the WRF model.



As all of the profiles were observed during the day time when a surface heated convective boundary layer was already developed, it was possible for the TKE closure schemes to provide an overall good performance. It was found that the TKE closure schemes performed better than the first-order closure schemes for the CASES-99 experiment study over the Kansas area in the United States (U.S.) [16]. In our work, YSU performs better among first-order closure schemes. The YSU scheme increases the thermally-induced mixing and allows for the early development of PBL before noon, which is helpful for this scheme in comparison to ACM2 and MRF to better simulate the PBL height (Table 4). When we analyze the performance of TKE closure schemes, the MYNN2 scheme is ranked as the best in all of the flights and conditions (Figure 12).



The normalized RMSE and correlation values for Figure 12 are obtained using the ratio of RMSE/correlation value of a particular scheme divided by the mean value of all of the schemes. This normalization allows values to go above or below 1, as the average value (by considering all of the schemes) is lower/higher than an individual scheme value that is performing better/worse than the average. In case of normalized RMSE, MYNN2 is the best-performing scheme (Figure 12a), as the value of RMSE for MYNN2 is less than the average value calculated, which gives the lowest normalized RMSE value for MYNN2. Similarly, Figure 12b shows that MYNN2 again is having the highest correlation (greater than one in this case), which is a result of normalization.



However, our findings do not allow for the identification of a specific scheme providing a better performance in any condition. As evidenced by the discussion of WRF results at each measured profile location, the variability in model errors is more related to both the spatial and temporal variability of atmospheric properties than to the behavior of the different PBL schemes. Overall, our findings are consistent with Gioli et al. [65], indicating that sea breeze transition is a critical phenomenon to be correctly simulated in time and space with a WRF-based modeling setup. However, these results allow the identification of a subset of PBL schemes that perform comparably, and constitute useful data to constrain the choice of the PBL scheme in the setup of a WRF modeling chain for meteorological or air quality predictions.




3.4. Comparison of Observed and Modeled PBL Height


The PBL height predicted by the different schemes and available within the WRF standard output is hardly comparable, because different computational methods can produce different estimates of the PBL height, even with the same meteorological input fields. This condition makes it difficult to distinguish differences due to the method to compute PBL height from those due to the meteorological fields produced by WRF with different parameterizations. Therefore, PBL height has been re-computed for each profile by analyzing potential temperature and wind profiles through the application of a criterion based on the bulk Richardson number (Sorensen 1998) [64] as implemented by the WRF post-processor called UPP (https://dtcenter.org/upp/users/index.php), developed by the National Centers for Environmental Prediction (NCEP). This approach produces comparable results, and differences can be attributed to the structure of the meteorological fields in the lower atmospheric layers. Simulated and measured values are compared and presented in Table 4 for all of the profiles. It is observed that no single scheme can be chosen as the best-performing for PBL height simulation in all of the examined conditions.



MYNN2, which performs better in simulating other meteorological variables, is not always the best-performing scheme in predicting PBL height. BouLac, MYJ, YSU, and ACM2 are able to simulate PBL height in equal good proportion considering all of the flights. However, it can be observed from Table 4 that the simulated PBL heights are closer to observations over land compared to sea. At the same time, the vertical grid spacing of the WRF computational mesh should also be kept into account, which grows with height and is roughly 120 m deep at 500 m agl. The model grid spacing intrinsically limits the precision of the PBL height estimation, and should make consider comparable values within the grid spacing range.



The values resumed in Table 4 illustrate the strong space and time variability of the boundary layer depth over the investigated area. The coastal location, the complex terrain, and the non-uniformity of land cover—as the Naples–Caserta conurbation is characterized by mixed urban and agricultural areas—cause the horizontal variation of the boundary layer structure. The dominant breeze circulation regime characterizing fair weather conditions introduces a time variability that is usually characterized by a decrease of the PBL depth over the inland areas when they are reached by the sea breeze front. These features are partially reproduced by the model whose accuracy is limited by it space resolution, together with the PBL parameterization scheme features.





4. Conclusions


WRF model simulations using different PBL schemes have been compared with aircraft observations and analyzed to assess model performance over a complex coastal study area with associated sea breeze circulations. We have presented a comparison of WRF results with observed vertical profiles of air temperature, specific humidity, wind speed, wind direction, and PBL height, and computed statistical scores for each PBL scheme. The overall performance of WRF with all of the selected schemes is assessed on vertical profiles that indirectly indicate the reconstruction of local scale circulation and sea breeze development. The performance criteria for meteorological model results [66,67] were able to distinguish the better-performing PBL schemes out of all of the model runs. As the aircraft observations include high frequency PBL turbulence fluctuations that are filtered out in the WRF model results as a subgrid scale turbulent component of meteorological variables, this reproduction is proving the model’s ability to simulate the conditions on a smaller scale aptly. Overall, the findings of the present study are consistent with Gioli et al. [65], indicating that the sea breeze transition is a critical phenomenon to be correctly simulated in time and space with a WRF-based modeling setup.



No single boundary layer turbulence scheme can be termed as the optimal PBL scheme for all of the tests performed at different times and in different locations within the present study. However, the TKE closure scheme MYNN2 was the best performing in regard to simulating meteorological variables in accordance with normalized cumulated statistical indexes. The results from this study constitute a solid framework that could be followed for the initial performance assessment of a modeling chain, and the identification of the optimal setup for a specific study area. However, aircraft measurements should be also made in different seasons of the year in order to verify the consistency of results. Besides other factors that shall be considered when identifying the PBL scheme to be used in a WRF modeling chain, such as the computational performance, the methodology proposed here can add a level of information to better drive such choice, which is often made arbitrarily. The limitations to all of the PBL schemes and the WRF configuration presented here arise from the model capacity of reproducing sea breeze circulations and the presence of return current layers. The wind speed and direction representation for the lowest 500 m is generally excellent for the better PBL schemes, while the sudden change of wind direction due to the presence of circulation layers is not well reproduced by any of the schemes at all of the locations monitored by vertical profiles, where local differences are detected. Our findings point out that a valid modeling methodology to reduce uncertainties would be running model ensembles of the better-performing PBL schemes and deploying modeling architectures that are commonly used in Earth system sciences [68], although at the cost of a higher demand of computing power.
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Figure 1. Flight tracks performed by the Sky Arrow aircraft on 8 October 2014 (sky blue color lines). Locations of four profiles (PRF), i.e., P1 (40°47′39.35″ N, 14°37′52.82″ E), P2 (40°57′05.68″ N, 13°56′19.41″ E), P3 (40°45′12.89″ N, 14°18′00.54″ E), and P4 (41°04′22.49″ N, 14°10′06.27″ E) are outlined by yellow circles (image source: Google Earth). 
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Figure 2. Geographic location of Weather Research and Forecasting (WRF) four nested domains (a) and a zoom over the two inner ones, covering the Campania Region and Naples (b). Image source: Google Earth. 
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Figure 3. Surface pressure charts showing pressure and weather fronts at 00:00 UTC of 8–10 October 2014 (left panel a–c). Charts are provided by the Met Office and available at http://www.wetterzentrale.de. Thickness isopleths for the layer (500–1000) hPa (dam) and temperature at 850 hPa (°C) at 00:00 UTC of 8, 9 and 10 October 2014 (right panel a1–c1). Charts are provided by ECMWF reanalysis (ERA-Interim) and available at http://www.meteociel.fr. 
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Figure 4. Napoli Capodichino airport (LIRN) surface meteorological observations (blue) and WRF simulation results with the Mellor–Yamada–Nakanishi–Niino Level 2.5 (MYNN2)planetary boundary layer (PBL) scheme (red) for: (a) pressure; (b) wind speed and direction; (c) air temperature; and (d) relative humidity. 
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Figure 5. Vertical profile of (a) air temperature (°C); (b) wind speed (m/s); (c) specific humidity (g/kg); and (d) wind direction (degree) on 8 October 2014 during Flight 3: Profile 1 up. Error bars in observations are standard deviation values. 
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Figure 6. Vertical profile of (a) air temperature (°C); (b) wind speed (m/s); (c) specific humidity (g/kg); and (d) wind direction (degree) on 8 October 2014 during Flight 3: Profile 2 up. Error bars in observations are standard deviation values. 
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Figure 7. Vertical profile of (a) air temperature (°C); (b) wind speed (m/s); (c) specific humidity (g/kg); and (d) wind direction (degree) on 8 October 2014 during Flight 3: Profile 3 up. Error bars in observations are standard deviation values. 
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Figure 8. Vertical profile of (a) air temperature (°C); (b) wind speed (m/s); (c) specific humidity (g/kg); and (d) wind direction (degree) on 8 October 2014 during Flight 3: Profile 4 up. Error bars in observations are standard deviation values. 
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Figure 9. PBL height (m) predicted by WRF model simulations for 8 October 2014 at 13:00 GMT with MYNN2 (panel a) and Yonsei University (YSU) (panel b) PBL parameterization. Wind field at 10-m height is represented by grey arrows (one arrow out of four). The red line superposed represents the flight track. 
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Figure 10. Variation of Pearson coefficient for PBL schemes used in the present study for all of the flights (flights 1–5) for air temperature, specific humidity, wind direction, and wind speed for morning/afternoon (a,c,e,g) and over sea/inland (b,d,f,h) respectively. 
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Figure 11. Variation of root mean square error (RMSE) for PBL schemes used in the present study for all flights (flights 1–5) for air temperature, specific humidity, wind direction, and wind speed for morning/afternoon (a,c,e,g) and over sea/inland (b,d,f,h) respectively. 
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Figure 12. Variation of normalized RMSE (a) and normalized correlation (b) for PBL schemes used in the present study for all of the meteorological variables and profiles. 
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Table 1. Details of meteorological instrumentation used during Sky Arrow Environmental Research Aircraft (ERA) flights.
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	Serial Number
	Instrument
	Parameters Measured
	Accuracy





	75H 0590
	LICOR-7500-LI-COR/LI-COR Biosciences, Lincoln, NE, USA
	CO2 and H–O densities of air
	Within 1% of reading for CO2 and within 2% of reading for H2O



	ATDD03-3
	Best Aircraft Turbulence (BAT) probe/NOAA, Silver Spring, MD, USA; Airborne Research Australia, Adelaide, Austrilia
	3D wind speed (u, v, w) with respect to aircraft
	The ratio of standard deviation of w ~5%



	LD90-3300HR
	Riegl Laser Altimeter LD90-3/RIEGL Laser Measurement Systems GmbH, Horn, Austria
	Aircraft flying height from the ground
	Typically 0.5 m at highest range and 10 cm at minimum range



	CM1480
	C-MIGITS (Accelerometer)/Systron Donner Inertial, Concord, CA, USA
	Position, velocity, and attitude information
	Position (Spherical Error Probable-SEP): 3.9 m, Velocity (1 sigma, horiz/vert): 0.1/0.1 m/s, Pitch and roll (1 sigma): 1.0 mrad, Time mark output 1 pps: 1 microsecond, Heading (1 sigma, in motion): 1.5 mrad



	2003-004
	GPS OEM4 Family/Novatel, Calgary, AB, Canada
	Position, velocity, altitude ASL (Above Sea Level) and GPS time
	Position accuracy 1.8 m, velocity accuracy 0.03 RMS, time accuracy 20 ns RMS



	Q03045
	LI-190SA Photosynthetically Active Radiation (PAR)-Radiometer/LI-COR Biosciences, Lincoln, NE, USA
	Photosynthetic photon flux density (PPFD)
	Sensitivity: Typically 5 μA to 10 μA per 1000 μmol s−1 m−2

Linearity: Maximum deviation of 1% up to 10,000 μmol s−1 m−2
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Table 2. Aircraft flights and profiles details; the time of each profile is the average of the UTC time during the profile measurement interval, typically about 5 min to 15 min.
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	Serial Number
	Flight
	Date and Time
	Profiles





	1
	Flight 1
	7 October 2014, 08:39–10:58 UTC
	1 (09:05 UTC), 2 (09:46 UTC), 3 (10:23 UTC), 4 (11:12 UTC)



	2
	Flight 2
	7 October 2014, 12:38–16:56 UTC
	1 (14:42 UTC), 2 (13:50 UTC), 3 (13:16 UTC), 4 (14:12 UTC)



	3
	Flight 3
	8 October 2014, 12:47–14:46 UTC
	1 (13:09 UTC), 2 (14:11 UTC), 3 (14:39 UTC), 4 (13:45 UTC)



	4
	Flight 4
	9 October 2014, 08:39–10:37 UTC
	1 (08:56 UTC), 2 (09:36 UTC), 3 (10:06 UTC), 4 (10:55 UTC)



	5
	Flight 5
	9 October 2014, 12:09–14:24 UTC
	1(14:19 UTC), 2 (13:17 UTC), 3 (12:46 UTC), 4 (13:40 UTC)
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Table 3. Overview of WRF model configuration presently used for the Air quality in Salerno and Napoli districts (AriaSaNa) project. PBL: planetary boundary layer.
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	Dynamics
	Non Hydrostatic





	Data
	NCEP GFS



	Interval
	3 h



	Gridsize and Resolution
	Domain1: (80×57) × 34: 27km × 27km

Domain2: (95× 95) ×34: 9km × 9km

Domain3: (69× 69) × 34: 3km × 3km

Domain4: (69× 69) × 34: 1km × 1km



	Map projection
	Lambert Conformal



	Horizontalgrid system
	Arakawa-C grid



	Integration time step
	225 s



	Vertical coordinates
	Terrain-following hydrostatic pressure vertical co-ordinate with 34 vertical levels



	Time integrationscheme
	Third order Runga–Kutta Scheme



	Spatialdifferencingscheme
	Sixth order center differencing



	Land surface option
	Noah land surface scheme



	Microphysics
	WSM six-class graupelscheme



	Shortwaveradiation
	(old) Goddardshortwavescheme



	Longwaveradiation
	Rapid Radiative Transfer Model (RRTM) scheme



	Cumulus parameterization
	Kain–Fritsch scheme in Domain 1 and 2 and no scheme in Domain 3 and 4



	Surface layer physics
	Monin–Obukhovsimilaritytheory



	PBL schemes tested in present work
	ACM2, BouLac, MRF, MYJ, MYNN2, UW, YSU
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Table 4. Performance statistics of PBL height prediction according to the seven configurations of PBL schemes for all of the profiles of the Sky Arrow flights. The best performances are highlighted in a bold red color, and the second best is highlighted in blue. Other values within ±60 m (1/2 of WRF grid spacing at 500 m) are reported in green. The profiles for which we cannot determine PBL height from observations are left blank in the OBS column.
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Schemes

	
ACM2

	
BouLac

	
MRF

	
MYJ

	
MYNN2

	
UW

	
YSU

	
OBS






	
Profiles

	
Flight 1: 7 October 2014, 08:39–10:58 UTC




	
p1

	
1047

	
1040

	
912

	
995

	
1000

	
889

	
983

	
980




	
p2

	
586

	
671

	
601

	
628

	
528

	
439

	
517

	
700




	
p3

	
702

	
715

	
593

	
671

	
494

	
518

	
568

	
750




	
p4

	
1441

	
1390

	
1398

	
1435

	
1323

	
1392

	
1387

	
-




	

	
Flight 2: 7 October 2014, 12:38–16:56 UTC




	
p1

	
1135

	
879

	
925

	
686

	
751

	
682

	
848

	
-




	
p2

	
770

	
630

	
871

	
743

	
762

	
694

	
773

	
450




	
p3

	
888

	
540

	
788

	
638

	
702

	
439

	
640

	
600




	
p4

	
1331

	
1142

	
1225

	
1017

	
1151

	
1159

	
1195

	
-




	
Flight 3: 8 October 2014, 12:47–14:46 UTC




	
p1

	
1002

	
901

	
850

	
744

	
705

	
830

	
949

	
1000




	
p2

	
464

	
390

	
382

	
356

	
364

	
425

	
418

	
360




	
p3

	
365

	
319

	
320

	
312

	
297

	
284

	
309

	
200




	
p4

	
972

	
859

	
799

	
790

	
877

	
1016

	
856

	
830




	

	
Flight 4: 9 October 2014, 08:39–10:37 UTC




	
p1

	
421

	
445

	
302

	
392

	
347

	
403

	
390

	
400




	
p2

	
226

	
200

	
142

	
106

	
144

	
129

	
135

	
480




	
p3

	
128

	
183

	
161

	
145

	
141

	
138

	
147

	
500




	
p4

	
774

	
923

	
765

	
902

	
770

	
816

	
862

	
820




	

	
Flight 5: 9 October 2014, 12:09–14:24 UTC




	
p1

	
654

	
653

	
441

	
472

	
381

	
557

	
449

	
1005




	
p2

	
268

	
198

	
240

	
203

	
201

	
190

	
204

	
400




	
p3

	
186

	
169

	
184

	
132

	
161

	
131

	
188

	
310




	
p4

	
770

	
754

	
614

	
446

	
538

	
670

	
570

	
680
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