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Abstract: The effects of increased dimethyl-sulfide (DMS) emissions due to increased marine
phytoplankton activity are examined using an atmosphere-ocean coupled climate model. As the DMS
emission flux from the ocean increases globally, large-scale cooling occurs due to the DMS-cloud
condensation nuclei (CCN)-cloud albedo interactions. This cooling increases as DMS emissions are
further increased, with the most pronounced effect occurring over the Arctic, which is likely associated
with a change in sea-ice fraction as sea ice mediates the air-sea exchange of the radiation, moisture and
heat flux. These results differ from recent studies that only considered the bio-physical feedback that
led to amplified Arctic warming under greenhouse warming conditions. Therefore, climate negative
feedback from DMS-CCN-cloud albedo interactions that involve marine phytoplankton and its
impact on polar climate should be properly reflected in future climate models to better estimate
climate change, especially over the polar regions.
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1. Introduction

Marine phytoplankton play a key role not only in marine ecology but also in climate change.
The link to climate change begins with the fact that phytoplankton produce the biogenic gas dimethyl
sulfide (DMS), which is emitted to the air above the sea surface and is eventually oxidized to
become sulfate aerosols, which are a major source of cloud condensation nuclei (CCN) over the
oceanic regions remote from pollution sources. The estimated DMS contribution to the sulfate column
burden is approximately 45% in the Southern Hemisphere and 18% in the Northern Hemisphere [1,2].
Warmer sea surface temperature (SST) leads to more growth of phytoplankton by a physiological
effect and consequently enhances DMS. Using models that have coupled biophysical processes,
Bopp et al. [3] and Gabric et al. [4] found a small net increase in global DMS flux under global
warming scenarios. The increased sulfate aerosols can directly reflect more incoming solar radiation
and can also enhance cloud albedo by acting as CCN and therefore induce a cooling effect globally [5].
Such cooling effect then lead to decrease the phytoplankton productivity, reduce cloud fraction
and consequently increase the incoming solar radiation. This climate negative feedback loop of
phytoplankton-DMS-CCN-cloud albedo in oceanic and atmospheric systems was famously termed
as the Charlson, Lovelock, Andreae and Warren (CLAW) hypothesis [6]. However, observational
evidence for the CLAW hypothesis is not convincingly clear [7]. Moreover, Lovelock [8] proposed that
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the components of the CLAW hypothesis might instead act to create a positive feedback loop: enhanced
ocean stratification due to increased temperature can actually decrease phytoplankton growth by
decreasing the nutrient supply from the deep ocean. Another intriguing suggestion is that an increase
of the phytoplankton biomass itself can contribute to a warmer ocean surface layer due to the enhanced
absorption of solar heat flux by decreasing both the ocean surface albedo and shortwave penetration,
thus resulting in global warming [9,10]. Clearly, these studies suggested that climate change-induced
phytoplankton responses have the potential to impact climate system [2,10-15].

The DMS-CCN-cloud albedo interactions have been studied using global circulation
models [16-19]. These studies have demonstrated that when DMS increased, the cloud droplet number
concentration (CDNC) generally increased and reinforced cloud radiative forcing (cooling effect) but
these studies were focused solely on the Southern Hemisphere. The effects of phytoplankton on the
Arctic climate have been recently studied using a coupled physical-ecosystem model by Park et al. [20].
This study discussed how Arctic warming could be amplified by increased phytoplankton under
greenhouse warming conditions since increased phytoplankton influence the efficiency of the
absorption of solar radiation via changes in the colors of the ocean surface induced by pigments
of phytoplankton. This is consistent with some previous studies that indicated that the increased
production of phytoplankton in the Arctic caused by the thinning and melting of sea ice could lead
to a warmer ocean surface layer [21,22]. That is, phytoplankton productivity depends on irradiance
and carbon fixation. When the ice is thinner or an ice-free area is expanded via the reduction of
sea ice, more light can penetrate to the sea surface, thereby leading to the higher productivity of
phytoplankton. The increased chlorophyll produced by phytoplankton shows positive correlations
with warming and ice reduction. Although the polar regions are very important in climate change
predictions, the Arctic primary production calculated by many Earth system models is still highly
uncertain [23-25]. Moreover, despite the importance of phytoplankton response mechanisms, most
climate models do not include both the positive and negative feedback mechanisms that involve
phytoplankton. For example, Park et al. [20] considered only the change in biophysical feedback
caused by increased phytoplankton but not the increased DMS emission that inevitably occurred
due to increased phytoplankton. Gunson et al. [26] assessed the sensitivity of climate to changes
in ocean DMS production and found a small negative feedback. This is different from the results
of Park et al. [20]. In this study, we examine the effects of increased DMS emissions, focusing on
temperature changes, especially in the polar regions, that can be amplified by sea ice changes.

2. Experiments

To examine the DMS impact on the climate responses, the Hadley Centre Global Environmental
Model version 2-Atmosephere-Ocean (HadGEM2-AO) [27] is used. This model includes atmosphere,
ocean, sea-ice, hydrology, surface exchange, river routing and aerosol schemes. For the atmospheric
model, the horizontal resolution of N96 (1.875° x 1.25°) and the vertical resolution of 38 levels
extending up to 38 km are used. For the oceanic model, the horizontal resolution is zonally and
meridionally 1° spaced with finer meridional grid down to 1/3 near equator and vertically 40 levels are
irregularly spaced. Due to the large uncertainty in predicting DMS concentrations in sea water [26,28],
this model uses seasonally varying climatological sea water DMS concentration data [29] which is
converted to a DMS flux in the atmosphere using an air-sea flux parameterization that depends on the
sea water DMS concentration, wind speed and SST [30]:

8 _
Fpms = 5 X 10~ ®kppmsCous, 1)

where Fpps is the air-sea flux of DMS, kpps is the ratio of DMS mass transfer velocity and Cpys is
the concentration of DMS in sea water. Such changes in DMS flux over the 1971-2000 period are only
related to the SST dependence of the sea-air DMS flux efficiency [31] and not to changes in primary
productivity. The performance of HadGEM2-AOQ, particularly for simulating DMS, sulfate and CDNC,
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has been well documented in several papers [32,33]. The calculated CDNC is in good agreement with
the retrieval data from satellite (MODIS) over the oceanic regions [33].

Here, we conduct four experiments to examine how increased DMS emissions influence
microphysical and macrophysical cloud properties (i.e., cloud fraction and radiation fluxes directly
influenced by cloud albedo) and climate variables (i.e., temperature and sea ice fraction), particularly
over the polar regions. For the control run (CTL), we use the same configurations used for the
long-term historical experiment of the Climate Model Inter-comparison Project phase 5 (CMIP5),
which is named CTL in this study. The historical experiment considers the temporal changes in
atmospheric composition and characteristics, such as anthropogenic and natural aerosols and their
precursors, land use and solar forcing, obtained from observations [34]. For the sensitivity experiments,
we deliberately increase the DMS emission flux from the ocean by 10%, 50% and 100% more than that
of the CTL experiment, which are named DMS10, DMS50 and DMS100, respectively. The experimental
period is set to range from 1971 to 2000, when the global warming trend is known to be obvious.

3. Results

Over the oceanic regions remote from pollution sources, the major source of sulfate aerosols is
DMS emitted from phytoplankton [6,35-37]. Figure 1a shows the mean DMS mass mixing ratio for the
period from 1971 to 2000 in the CTL experiment. The DMS emission depends not only on production
by phytoplankton but also on wind speed and SST [30]; thus, the DMS mixing ratio is high over
the North and equatorial Pacific, the equatorial Atlantic and the Antarctic Ocean. By construction,
the increase in DMS mass mixing ratio is the largest in regions with the largest mean DMS mass
mixing ratio. A conspicuous increase of the DMS mixing ratio also appears in the regions where the
DMS mixing ratio is high (Figure 1b—d); naturally, we can expect a corresponding increase in the
sulfate aerosols in these regions.
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Figure 1. Mean dimethyl-sulfide mass mixing ratio for the period 1971-2000 from control run (CTL)
(a) and its differences between DMS10 and CTL (b), DMS50 and CTL (c) and DMS100 and CTL (d).

We examine how the increase of the DMS mixing ratio and thus sulfate aerosols bring about
changes in relevant variables. Figure 2 shows the zonal mean difference between DMS experiments and
CTL in 1.5 m temperature, sea ice fraction, cloud fraction, longwave and shortwave radiative flux at
the surface for the two seasons, December, January and February (DJF) and June, July and August (JJA).
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Overall, the zonal mean total shortwave radiation tends to decrease mostly due to increased sulfate
aerosols over the ocean directly by reflecting more sunlight and indirectly by providing more CCN and
thus making the clouds brighter and longer-lasting [38,39]. The shortwave flux at the surface tends to
decrease (Figure 2i), which is certainly related to the cooling effect (Figure 2a) but the cooling effect
is pronounced at the latitudes where sea ice fraction increases in the winter hemisphere (Figure 2c).
It turns out that the increased DMS flux resulted in the increase of sea ice fraction at the edges of the

sea ice.
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Figure 2. Zonal and annual mean differences of temperature at 1.5 m altitude (a,b), sea ice fraction
(c,d), cloud fraction (e,f), upward longwave flux at the surface (g,h) and net shortwave flux at the
surface (i,j) between DMS10 and CTL (solid line), DMS50 and CTL (dashed line) and DMS100 and CTL
(dotted line) experiments for December, January and February (DJF) (left panels) and for June, July and
August (JJA) (right panels) for the period 1971-2000.

Based on the zonally averaged Arctic response, we next focus on the relationship between sea ice
fraction, cloud fraction, temperature and upward longwave flux due to the change in the DMS flux
over the Arctic region (higher than 45° N) in the winter season for the period of 1971-2000 (Figure 3).
The Student’s t-test for the difference of mean is done for 1.5 m temperature to examine the statistical
significance, following Wilks [40]. For this test, monthly mean values are used. That is, we apply the
false discovery rate approach after Student’s t-test is done at all 1.5 m altitude grid points to consider
the field significance. First, we rearrange the p values from smallest (p(y)) to largest (p(vy)). Since the
results are from the global domain, N is 27,648. For the significant level of 5% (Xgjoba1), we regard the
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results from the DMS experiments as being significantly different from CTL if the corresponding p
values satisfy the following inequality condition:

p(]) < ]ﬁocglobal, ji=1, ..., N. ()

The regions where this inequality condition is satisfied are stippled in red in Figure 3. The results
confirm that the region of statistical significance appears even for the 10% increase of DMS flux
(DMS10) and that it is spread out much more widely over the globe for higher DMS flux experiments
(Figure 3f-h).
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Figure 3. Upper panels: sea ice fraction (a) and the differences of sea ice fraction (shading, %) and cloud
fraction (solid and dashed lines for positive and negative values, respectively, every 2.5%) between
DMS10 and CTL (b), DMS50 and CTL (c) and DMS 100 and CTL (d) experiments. Lower panels:
temperature at 1.5 m altitude (e) and the differences of temperature (shading, K) and upward longwave
flux at the surface (solid lines indicate the values of 4, 24 and 44 W m~2 and dashed lines indicate the
values of —4, —24 and —44 W m~2) between DMS10 and CTL (f), DMS50 and CTL (g) and DMS 100
and CTL (h) experiments. These results are for DJF during 1971-2000 in the Arctic region (45° N-90° N).
Red stipples indicate the regions where the null hypothesis of “no difference of seasonal average
temperature at 1.5 m altitude between CTL and increased DMS experiments” is rejected at 5% test level.
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A close look at Figure 3 reveals that sea ice fraction increases at the edge areas of the sea ice with
increased DMS emission experiments in winter seasons. Larger increases in the mean sea ice fraction
are indicated over the Davis Strait (40° W), the Hudson Bay (80° W), the Bering Sea (180° W) and the Sea
of Okhotsk (150° E) with higher DMS flux perturbations (Figure 3). These increases in sea ice fraction
seem to be related to the large-scale cooling effect. An important role of sea ice is to mediate the air-sea
exchange of momentum, heat, moisture and radiation [41]. Alteration of heat, moisture and radiation
flux due to the increase in sea ice fraction amplifies the Arctic cooling effect. The oceanic moisture flux
in the Arctic region decreases in all DMS experiments (i.e., DMS10, DMS50 and DMS100) compared
to CTLby 543 x 1074 gm=2 s71,3.03 x 107* gm ™2 s7! and 6.16 x 107* gm~2 57!, respectively;
this is the reason why cloud fraction decreases in these regions (for example, see the regions where
sea ice fraction increases (150 E to 150 W) in Figure 3b,c,d). This is consistent with the satellite data
analysis study of Boisvert et al. [42] that showed decreased moisture flux in the regions of increasing
sea ice fraction. This is also where the surface upward longwave flux decreases. This indicates that
the impact of heat flux blockage due to ice formation decreases the upward longwave flux. Heat
flux from the ocean is blocked where sea ice is formed; therefore, surface longwave flux decreases in
these regions.

Moreover, in the regions where cloud fraction decreases, the longwave cloud radiative effect
(LCRE), which describes the net downward longwave flux at the top of the atmosphere under all sky
conditions minus under clear sky conditions, also decreases (Figure S1). This trend extends over land
regions such as Alaska. Note that the decrease of LCRE indicates an increase of upward longwave flux
at the top of the atmosphere. The average values of reduced LCRE over the Arctic region in DMS10,
DMS50 and DMS100 in comparison to CTL are 0.26 W m2,035Wm 2and 0.53 Wm 2, respectively.
In detail, larger increases in the mean sea ice fraction over in the Davis Strait (40° W), the Hudson Bay
(80° W), the Bering Sea (180° W) and the Sea of Okhotsk (150° E) are indicated with higher DMS flux
perturbations (Figure 3). Meanwhile, cloud fraction tends to decrease where sea ice fraction increases,
which is seemingly due to the decreased moisture flux from the sea surface (Figure 3b,c,d).

Because of the polar night in the winter season, the Arctic region are unaffected by shortwave flux.
Thus, surface temperature changes are associated with longwave flux changes. Longwave flux
decreases significantly in the regions where sea ice fraction increases significantly. Once sea ice is
formed, the heat flux from the warm sea surface is blocked by the sea ice and the longwave flux is
reduced, resulting in the decrease of the surface air temperature. The regions of significant statistical
differences (stippled regions) are generally similar for sea ice fraction and longwave flux. On the other
hand, the pattern of temperature difference is roughly matched with that of cloud fraction, although
their correspondence is weak in some regions. Clouds generally reduce the downward shortwave flux
but during the period of polar night, this is not a factor. Instead, clouds act as a blanket; thus, a decrease
in cloud fraction reduces the LCRE in this case.

In the summer season (Figure 4), sea ice fraction increases with the DMS increase over the Arctic
Sea regions where sea ice melts during the summer in CTL (Figure 4b,c,d). The relationships between
temperature and other variables appear to be different from those in winter. Temperature changes
are generally small compared to those in the winter season. For DMS10 (Figure 4b,f), the temperature
difference is generally negatively associated with the cloud fraction difference but positively correlated
with the shortwave flux difference. Increase in cloud fraction reduces the downward shortwave flux
and therefore the opposite trend of the cloud fraction difference and the shortwave flux difference
in Figure 4 is understandable. To quantitatively assess this relationship, the difference of the cloud
fraction between the DMS experiments and CTL and that of the shortwave cloud radiative effect
(SCRE), which describes the net downward shortwave radiation under all sky conditions minus
under clear sky conditions at the top of the atmosphere, are obtained at individual grid points and the
correlation coefficient of the linear regression between the two difference values are calculated. They are
—0.70, —0.75 and —0.78 for DMS10-CTL, DMS50-CTL and DMS100-CTL, respectively, convincingly
demonstrating the negative relationship between cloud fraction and the net downward shortwave flux.
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Figure 4. Upper panels: sea ice fraction (a) and the differences of sea ice fraction (shading, %) and cloud
fraction (solid and dashed lines for positive and negative values, respectively, every 2.5%) between
DMS10 and CTL (b), DMS50 and CTL (c) and DMS 100 and CTL (d) experiments. Lower panels:
temperature at 1.5 m altitude (e) and the differences of temperature (shading, K) and downward
shortwave flux at the surface (solid and dashed lines indicate positive and negative values, respectively,
every 5 W m~2). These results are for JJA during 1971-2000 in the Arctic region (45°N-90°N).
Red stipples indicate the regions where the null hypothesis of “no difference of seasonal average
temperature at 1.5 m altitude between CTL and increased DMS experiments” is rejected at 5% test level.
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The reduced downward shortwave flux then leads to a decrease of surface temperature.
Consistently, in DMS50 and DMS100, the temperature decrease is pronounced where additional
sea ice is formed (150 E to 120 W) (Figure 4g,h). In polar regions, global temperature reduction
leads to increase in sea ice thickness and fraction and thereby enhancing surface albedo that causes
the ice-albedo feedback mechanism [41]. The enhanced surface albedo amplifies the polar cooling
effect by reflecting more sunlight. Demonstrated in Figure S2 are such negative correlations between
temperature changes versus ice albedo changes in DMS simulations in comparison to CTL at individual
grid points. The reduced downward shortwave flux then leads to a decrease in the surface temperature.

The Antarctic region show the results that are mostly consistent with those of the Arctic region
as shown in Figure 5 for winter season (JJA). The temperature changes significantly over the oceans
with increase DMS flux. Changes in sea ice fraction are larger at the higher DMS perturbation
experiments: for example, see the Amundsen Sea (150° W) region. Decrease in upward longwave flux
over the places where sea ice fraction increases are also shown in the Antarctic region. The oceanic
moisture fluxes in the Antarctic region decrease by 5.41 x 107* gm=2s71,5.03 x 107* gm =2 s~!
and 5.56 x 10~* g m~2s~1 for DMS10, DMS50 and DMS100, respectively, when compared to CTL.
Decrease of cloud fraction is pronounced where sea ice fraction is decreased as shown in Figure 5b—d.
However, such changes are not exactly temporally matched because there is a time lag in their
changes [43]. Decreases in moisture flux, in turn, reduce LCRE by 0.08 W m~2,0.27 W m~2 and
0.62 W m~2, for DMS10, DMS50 and DMS100, respectively, when compared to CTL. Such reduction of
incoming radiative energy leads to general decrease of the temperature over the oceans (Figure 5f-h).

Compared to the winter season increase of sea ice fraction in the DMS experiments is smaller
in the summer season in the Antarctic region (Figure 6). However, reduction of the net downward
shortwave flux over the regions of increased sea ice fraction and the general trend of decreasing 1.5 m
temperature is still maintained (Figure 6f-h). Overall such features of the DMS experiments are similar
to those of the Arctic region.
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Figure 5. Upper panels: sea ice fraction (a) and the differences of sea ice fraction (shading, %) and cloud
fraction (solid and dashed lines for positive and negative values, respectively, every 2.5%) between
DMS10 and CTL (b), DMS50 and CTL (c) and DMS 100 and CTL (d) experiments. Lower panels:
temperature at 1.5 m altitude (e) and the differences of temperature (shading, K) and upward longwave
flux at the surface (solid lines indicate the values of 4, 24 and 44 W m~2 and dashed lines indicate
the values of —4, —24 and —44 W m~2) between DMS10 and CTL (f), DMS50 and CTL (g) and DMS
100 and CTL (h) experiments. These results are for JJA during 1971-2000 in the Antarctic region
(45° S-90° S). Red stipples indicate the regions where the null hypothesis of “no difference of seasonal
average temperature at 1.5 m altitude between CTL and increased DMS experiments” is rejected at
5% test level.
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Figure 6. Upper panels: sea ice fraction (a) and the differences of sea ice fraction (shading, %) and cloud

fraction (solid and dashed lines for positive and negative values, respectively, every 2.5%) between
DMS10 and CTL (b), DMS50 and CTL (c) and DMS 100 and CTL (d) experiments. Lower panels:
temperature at 1.5 m altitude (e) and the differences of temperature (shading, K) and downward

shortwave flux at the surface (solid and dashed lines indicate positive and negative values, respectively,
every 5 W m~2). These results are for DJF during 1971-2000 in the Antarctic region (45° 5-90° S).
Red stipples indicate the regions where the null hypothesis of “no difference of seasonal average

temperature at 1.5 m altitude between CTL and increased DMS experiments” is rejected at 5% test level.
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4. Discussion and Conclusions

This study examines the impact of increased oceanic DMS fluxes on climate especially in polar
regions using the HadGEM2-AO, a coupled atmosphere-ocean model. Increased DMS imposes more
sulfate aerosols over oceanic atmosphere. Locally increased oceanic sulfate aerosols contribute to
higher CCN concentration and larger cloud fraction over the oceans. Such cloud fraction change
results in the net cooling effects over the oceans and consequently cool the Earth surface. The Polar
regions (i.e., the Arctic and Antarctic regions) are the most susceptible to climate changes and thereby
expanding sea ice. In winter season, the enlarged sea ice fraction impedes the air-sea exchange of
moisture and heat fluxes. Low level air temperature decreases locally where the ocean heat flux
is blocked. Decreased moisture flux reduces cloud locally and the local air temperature decreases
further with reduced LCRE. In summer season, the increased sea ice fraction induces positive ice-albedo
feedback and hence decreases temperature.

The important result obtained in this study is that increase in DMS emissions, supposedly due to
increase of phytoplankton biomass under global warming conditions, can lead to increase in sulfate
aerosols and eventually contribute to polar cooling effect by increasing sea ice fraction. This is different
from Park et al. [20], who only emphasized the effect of changes in shortwave absorption due to
increased phytoplankton from biophysical feedback. In particular, the polar regions are highly sensitive
to ice albedo feedback, temperature lapse rate feedback and water vapor/cloud feedback [20,44,45].
Consistently, this study shows that in the polar regions, temperature responses can be amplified
by changes in sea ice fraction, even for DMS10, which prescribes only a 10% increase in the DMS
emission flux.

Global warming can change the activity of phytoplankton biomass. As noted, several previous
studies suggested that increased phytoplankton biomass could enhance global warming and amplify
the Arctic warming by increasing the SST and sea ice melting [9,10,20,46]. However, other studies
found a negative feedback by ocean DMS production [26,47]. In this study, we also demonstrate
that the increase in phytoplankton and consequent increase in DMS emissions can induce large-scale
cooling effect. The cooling effect is concentrated in the polar regions due to the increase of sea
ice fraction. However, the cooling effect can, in turn, reduce DMS emissions due to decrease in
phytoplankton physiological activity, which may again lead to local warming in the polar regions.
Boyce et al. [48] showed that observed long-term global phytoplankton concentrations have declined
over the past century, especially in tropical and subtropical oceans where increased SST might have
strengthened ocean stratification and therefore reduced the nutrient supply from the water below.
On the other hand, updated climatological data from ship observations [49] have indicated that the
DMS flux was 17% stronger than that reported by Kettle et al. [29], which was used as the climatological
data in this study. This means that the current understanding of DMS emission changes under global
warming condition is still highly uncertain.

Furthermore, according to Carslaw et al. [50], the uncertainty range of aerosol indirect radiative
forcing from the DMS flux perturbation was one of the largest among the 28 parameters that were
related to aerosol indirect radiative forcing, including natural and anthropogenic aerosol emissions.
In this study, we did not perform reduced DMS emission experiments but our results of enhanced
cooling effect due to increased DMS emissions could also imply, if the response is linear, that the
global reduction of phytoplankton and therefore reduced DMS emissions could increase the surface
temperature and reduce sea ice fraction in the polar regions. That is, global warming can also be
amplified due to the reduction of phytoplankton and thus DMS emissions. Six et al. [14] pointed
out that current seawater pH values are reduced compared to those in preindustrial times and
demonstrated that the reduced DMS emissions resulting from such ocean acidification could amplify
global warming.

Feedback by DMS and phytoplankton cannot be simply estimated. An obvious result of this
modeling study is that perturbations in DMS emission could cause significant climate change,
especially in the polar regions. However, the current climate models do not comprehensively
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incorporate these opposite effects of DMS and phytoplankton. Only when these opposite effects
are properly considered in future climate models, it may be possible to estimate which effect is more
important and the implications of this result would be meaningful in future climate predictions.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4433/9/10/384/s1,

Figure S1: Longwave cloud radiative effect (LCRE) at top of atmosphere (a) and the differences of LCRE (W m~2)
between DMS10 and CTL (b), DMS50 and CTL (c) and DMS100 and CTL (d) experiments., Figure S2: Scatter plot
of temperature at 1.5 m altitude and sea ice albedo in 50° N-90° N during summer season (JJA).
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