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Abstract: Global warming is directly related to heavy-duty vehicle fuel consumption and greenhouse
gas (CO2 mainly) emissions, which, in China, are certified on the vehicle chassis dynamometer.
Currently, vast amounts of vehicle real-road data from the portable emission measurement system
(PEMS) and remote monitoring are being collected worldwide. In this study, a binning-reconstruction
calculation model is proposed, to predict the chassis dynamometer fuel consumption and CO2

emissions with real-road data, regardless of operating conditions. The model is validated against
chassis dynamometer and PEMS test results, and remote monitoring data. Furthermore, based on
the proposed model, the fuel consumption levels of 1408 heavy-duty vehicles in China are analyzed,
to evaluate the challenge to meet the upcoming China fourth stage fuel consumption limits. For
accumulated fuel consumption based on the on-board diagnostic (OBD) data stream, a predictive
relative error less than 5% is expected for the present model. For bag sampling results, the proposed
model’s accuracy is expected to be within 10%. The average relative errors between the average
fuel consumption and the China fourth stage limits are about 3%, 8%, and 0.7%, for current trucks,
tractors, and dump trucks, respectively. The urban operating condition, with lower vehicle speeds, is
the main challenge for fuel consumption optimization.

Keywords: greenhouse gas; fuel consumption; heavy-duty; real-road; remote monitoring

1. Introduction

Global warming has become an increasing social concern, which is considered closely
related to the greenhouse gases (GHG, e.g., CO2 emissions) generated by human activities,
especially since the beginning of industrialization [1]. China has announced its ambition to
achieve the ‘carbon peak’ by 2030, and become ‘carbon neutral’ by 2060. To accomplish
this goal, CO2 emissions per gross domestic product (GDP) need to be reduced by 65%,
and non-fossil energy needs to account for 25% of the primary energy consumption before
2030 [1]. In China, about 10% of the total energy is consumed in the transportation industry,
and about half of the CO2 emissions from the transportation industry are generated by
heavy-duty vehicles, which account for only 10% of the vehicle population [2]. Over 80% of
NOx emissions, and over 90% of particulate matter (PM), come from heavy-duty vehicles
in China [3].

In addition, the current European Union’s (EU) climate goal is to reduce net GHG emis-
sions by at least 55% by 2030 (also known as ‘Fit for 55’) [4]. In the latest Euro seventh stage
emission regulation proposal [5], a vehicle energy consumption calculation tool (VECTO)
is adopted as the simulation tool for determining CO2 emissions and fuel consumption for
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heavy-duty vehicles. The VECTO was developed by the European Commission, and has
been introduced in the European vehicle type-approval regulation since 2017 [6]. Multiple
models (including driving cycle, driver, vehicle, wheels, brakes, axle gear, retarder, gearbox,
clutch, engine, auxiliaries, etc.) are incorporated, and many input parameters (i.e., rolling
resistance, air drag, masses, inertias, gearbox friction, auxiliary power, engine performance,
etc.) are needed in the VECTO.

Furthermore, a greenhouse gas reporting program (GHGRP) [7] was launched in the
U.S. to collect GHG data and other relevant information from large GHG emission sources,
fuel and industrial gas suppliers, and CO2 injection sites. Based on the data from the
GHGRP and other sources, the U.S. environmental protection agency (EPA) has prepared
the inventory of U.S. GHG emissions and sinks [7] since the early 1990s. In the EPA’s 2027
heavy-duty engine and vehicle standard [8], a greenhouse gas emissions model (GEM) [9] is
adopted as a means for determining compliance for emission and fuel efficiency standards.
The GEM architecture consists of four systems, i.e., ambient, driver, powertrain, and vehicle.
Three drive cycles, including a transient cycle and two cruise speed cycles, are incorporated
in the phase two GEM. To accommodate a variety of vehicle-specific information, the input
component description files can be modified or adjusted. Although many key parameters,
which are either hard to quantify due to lack of certified testing procedures, or difficult
to obtain due to propriety barriers, are predefined in the GEM, and a set of user-defined
parameters are required for vehicle CO2 emission and fuel consumption calculations.

On the contrary, heavy-duty vehicle fuel consumption is certified using experimental
methods in China. The current China third stage fuel limit standard was implemented in
2018 [10], and the corresponding test method standard was updated in 2021 [11]. Recently,
a fourth stage fuel limit standard was proposed, with a 10–15% further reduction in fuel
consumption for heavy-duty vehicles, and is expected to take effect in 2025. To obtain the
vehicle fuel consumption value, the first step is to measure the resistance coefficients by
a two-way coasting test in neutral, on a straight road at full vehicle load. Recommended
resistance coefficients are also contained in the standard. The second step is to measure
CO2 emissions on the chassis dynamometer with the measured or recommended resistance
coefficients. In the current fuel consumption standard, an adapted world transient vehicle
cycle (C-WTVC), which was developed based on the world harmonized vehicle cycle
(WHVC), is utilized, while the test cycle is being updated to the new China heavy-duty
commercial vehicle test cycle (CHTC) [12] fourth stage standard. However, only the
results from the C-WTVC are to be discussed in this study, since the new test method
standard is not implemented yet. The final step is to calculate the weighted type-approval
fuel consumption level from CO2 emissions based on the carbon-balance law, using the
weighting coefficients shown in Table 1. The C-WTVC comprises three parts: urban,
suburb, and highway; heavy-duty vehicles are divided into five categories: trucks, tractors,
dump trucks, buses, and urban buses. The weighting coefficients differ for different
categories and gross vehicle weights (GVWs), to simulate their common usage scenarios.
The fuel consumption limits are in a derated schedule for different GVWs in the individual
categories. Details can be found in later sections of this study. Lourenco et al. [13] analyzed
the effects of different variables (speed profiles, tire parameters, and rolling resistance
coefficients) on the chassis dynamometer fuel consumption measurement, and found that
the rolling coefficients were the most influential factors. Wang et al. [14] developed a
polynomial model, a black box artificial neural net model, a polynomial neural network
model, and a multivariate adaptive regression spline (MARS) model to predict heavy-duty
fuel consumption. Among the four model approaches, the MARS model gave the best
predictive performance, with an average error of −1.84% over the chassis dynamometer
driving cycle.
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Table 1. Weighting coefficients in the China third stage fuel consumption standard.

Classification Gross Vehicle Weight/t Urban/% Suburb/% Highway/%

Tractor
9–27 0 40 60
>27 0 10 90

Dump truck >3.5 0 100 0

Truck (except
dump truck)

3.5–5.5 40 40 20
5.5–12.5 10 60 30
12.5–25 10 40 50

>25 10 30 60

Urban bus >3.5 100 0 0

Bus (except
urban bus)

3.5–5.5 50 25 25
5.5–12.5 20 30 50

>12.5 10 20 70

In the sixth stage of heavy-duty vehicle emission standards across the EU, the U.S.,
and China, a portable emission measurement system (PEMS) is adopted as a means to
obtain real-road emission results. The PEMS test is normally conducted with a specific
vehicle load (10–100%) and a specific route (urban, suburb plus highway), and the sampling
rate is usually 1Hz. Moreover, the current emission monitoring trend is conducted through
wireless data transmission. In the China sixth emission standard [15], remote monitoring is
adopted in order to acquire vehicle operating and emission data by 1Hz, over the entire
useful life of the vehicle. The EU is considering continuous emissions monitoring in its
seventh stage emission standard policy options [16]. The U.S. has already started to require
manufacturers to report on-board diagnostic (OBD)-based vehicle operating, NOx, and
GHG emission data in its real emission assessment logging (REAL) program [17]. Thus, the
vehicle emission and fuel consumption characteristics can be analyzed with these real-road
data, and the monitoring efficiency can be increased significantly. Zhang et al. [18] found
a good agreement between the remote monitoring and PEMS results, with an average
relative error of approximately −15%. Wang et al. [19] developed a platform to effectively
monitor urea consumption rationality, injection system working state, exhaust temperature
sensor rationality, and NOx emission levels. Yang et al. [20] compared CO2 emissions from
conventional diesel and hybrid buses, and found that CO2 emissions were reduced by
series-parallel hybrid technology, due to the benefits of the technology under the operating
modes of low speed and low power demand.

The above-mentioned real-road data are obtained with different drivers, vehicle loads,
road resistances (e.g., water or ice covered), wind speeds, slopes, and other possible
conditions, while the vehicle fuel consumption is certified with a specific cycle on the
chassis dynamometer, with full load resistance coefficients in China. Effectively evaluating
fuel consumption levels, using real-road data, has become a challenge in terms of data
analysis. In this work, a binning-reconstruction model is proposed to predict the chassis
dynamometer fuel consumption test results with real-road data, regardless of operating
conditions. The model is validated against chassis dynamometer and PEMS test results, and
remote monitoring data. Additionally, the fuel consumption of 1408 heavy-duty vehicles in
China is analyzed using the present model, to evaluate the challenge to meet the proposed
China fourth stage fuel consumption limits.

2. Calculation Model

A binning-reconstruction model is proposed in this paper, to predict the heavy-duty
vehicle chassis dynamometer fuel consumption or CO2 emissions using real-road data. The
model is based on the engine fuel mapping method, which is commonly used in the engine
industry, and adopted in the EPA 2027 heavy-duty vehicle and engine emission standard.
The model structure is shown in Figure 1 and works as follows:
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Figure 1. The binning-reconstruction model.

Step 1: The input data are composed of two parts: the real-road data, and the chassis
dynamometer test data (hereinafter referred to as “dynamometer data”). The necessary
input data names, and the corresponding data sources, are listed in Table 2. The frequency
of all input data should be 1 Hz, which is the same sampling rate of PEMS devices, remote
monitoring, and the chassis dynamometer test, according to the China sixth emission
standard. For real-road PEMS tests, a vehicle load of more than 30% is recommended in
order to cover as much of the engine map as possible.

Table 2. Input data.

Input Data Name Unit Source

Real-road data

Engine coolant temperature ◦C PEMS device or remote monitoring
Engine speed r/min PEMS device or remote monitoring

Reference torque Nm PEMS device or remote monitoring
Actual torque % PEMS device or remote monitoring
Friction torque % PEMS device or remote monitoring

Fuel rate L/h PEMS device or remote monitoring

Dynamometer data

Vehicle speed km/h OBD data stream or chassis dynamometer
Engine speed r/min OBD data stream

Reference torque Nm OBD data stream
Actual torque % OBD data stream
Friction torque % OBD data stream

Fuel rate L/h OBD data stream
CO2 rate g/s Emission analyzer

Urban part fuel consumption L/100 km Emission analyzer sampling bag
Suburb part fuel consumption L/100 km Emission analyzer sampling bag

Highway part fuel consumption L/100 km Emission analyzer sampling bag

Step 2: For the real-road data, exclude data during the engine shutdown, or when the
engine coolant temperature is less than 70 ◦C. The valid real-road data after exclusion are
recommended to be longer than 2 h, otherwise more real-road input data are needed. For
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the valid real-road data and dynamometer data, calculate the net torque and engine power
using the following equations:

Tnet,i =

{
Tref × (Tact,i − Tfri,i)÷ 100, Tact,i ≥ Tfri,i

0, Tact,i ≤ Tfri,i
(1)

Pi =
π × Tnet,i × ni

300000
(2)

where: i is the second indexing variable, Tnet is the engine net torque output (Nm), Tref
is the engine reference torque (Nm), Tact is the engine actual torque (%), Tfri is the engine
friction torque, P is the engine power (kW), n is the engine speed (r/min).

Step 3: (a) Torque binning: choose an appropriate torque bin interval (Tbin) based on
the engine reference torque, or use the following equation to calculate Tbin. A range of
20–200 Nm is recommended, which is close to the engine calibration interval.

Tbin = Tref ÷ 20 (3)

Label each second of the valid real-road data and the dynamometer data with a
number a, which is calculated using:

a = floor(Tnet,i ÷ Tbin) (4)

(b) Engine speed binning: choose an appropriate engine speed bin interval (nbin) based
on the maximum engine speed (nmax), or use the following equation to calculate nbin. A
range of 50–200 Nm is recommended, which is close to the engine map calibration interval.

nbin = nmax ÷ 25 (5)

Label each second of the valid real-road data and the dynamometer data with a
number b, which is calculated using:

b = floor(ni ÷ nbin) (6)

Step 4: All the fuel consumption data in the valid real-road data with a label of a and
b, cluster as a set (Qa,b). If the element number in Qa,b is less than or equal to 5, exclude this
Qa,b in the following calculation. For Qa,b with an element number larger than 5, calculate
the set’s average value (µa,b) and standard deviation (σa,b). Exclude the elements in Qa,b
which are less than µa,b − 3× σa,b or larger than µa,b + 3× σa,b assuming that Qa,b obeys the
normal distribution. Calculate the average value (µa,b) of the rest of the elements in Qa,b.

Step 5: After Step 3, each second of the dynamometer data is also labelled with a, b.
The chassis dynamometer fuel consumption rate (

.
Mfuel) curve could be predicted with the

real-road data as: .
Mfuel,i = µa,b (7)

If the corresponding µa,b does not exist for a specific
.

Mfuel,i, a one-dimensional (1D) or
a two-dimensional (2D) fitting method may be performed to predict the missing value, as
discussed in Section 4.2 of this paper. The CO2 emission rate (

.
MCO2) could be predicted

based on the carbon balance law:

.
MCO2,i =

µa,b × ρd × 44
3600× 13.68

(8)

where: ρd is the diesel density (g/L).
Step 6: (a) CO2 aligning: Compared to the engine real-time data stream, the CO2

measurement could be delayed for up to 8 s due to the gas transmission in this study (see
Section 4.4). Therefore,

.
MCO2 , which is predicted using the real-time OBD fuel consump-
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tion rate, needs to be aligned with the experimental CO2 emission rate (
.

mCO2) in order to
accurately predict the bag sampling results. Calculate the correlation coefficients (R2

∆t) of
.

MCO2,1:J−∆t+1 and
.

mCO2,∆t:J from ∆t = 1 s to ∆t = 20 s with an increasing step of 1 s, where
“i : j” means the data starting (i) and ending time (j), and J is the data length of the dy-
namometer data. Find the maximum value of R2

∆t and the corresponding ∆tmax. Thus, the
delay time equals ∆tmax− 1 and the aligned results for

.
mCO2,i:j are

.
MCO2,i−∆tmax+1:j−∆tmax+1

where 1 ≤ i ≤ j ≤ J.
(b) Predicting the chassis dynamometer test results: the experimental (mCO2 , g/kWh)

and predicted (MCO2 , g/kWh) duty cycle CO2 emissions could be calculated by:

mCO2 =
∑J

i=∆tmax

.
mCO2,i

∑J
i=∆tmax

Pi
× 3600 (9)

MCO2 =
∑J−∆tmax+1

i=1

.
MCO2,i

∑J
i=∆tmax

Pi
× 3600 (10)

The bag sampling-based fuel consumption (Mfuel, L/100km) for a specific cycle part
(urban, suburb, or highway) could be predicted using:

Mfuel =
∑

q−∆tmax+1
i=p−∆tmax+1

.
Mfuel,i

∑
q
i=p vi

÷ 36 (11)

where: p and q are the starting time and ending time of this cycle part, respectively. vi is
the vehicle speed in dynamometer data (km/h).

To evaluate the predicted results, relative errors (Er, %) between the calculated results
and experimental data are calculated by:

Er =
Mcal −mexp

mexp
× 100% (12)

where: Mcal and mexp are calculated and experimental results for fuel consumption or
CO2, respectively.

3. Experimental Setup

The proposed binning-reconstruction model is validated against experimental and
monitoring data from four China 6th stage emission heavy-duty vehicles. The vehicle
specifications and data sources are listed in Table 3. Vehicles 1 and 2 cover the daily route
(random traffic conditions), while vehicles 2 and 3 cover the PEMS test driving condition.
As for vehicle 4, 1 Hz remote monitoring data, about 106.6 h, are used as real-road input
data. Note that the input remote monitoring data does not need to be on this scale, as long
as the valid input data are longer than 2 h, as previously mentioned.

The real-road tests were conducted with a HORIBA OBS-ONE PEMS device, which is
able to record CO2, CO, NOx, and PN emissions, as well as engine data streams, through
the OBD connector at 1Hz. The CO2 and CO measurements were performed by the
non-dispersive infrared (NDIR) analyzer in the PEMS device.

The fuel consumption and CO2 emissions were tested on a MAHA CDM-72HDD-4WD
heavy-duty chassis dynamometer, whose roller diameter is about 1.8 m. The emission
measurement was conducted using a HORIBA MEXA-7200DTR constant volume sampler
(CVS). The CO2 and CO measurements were also based on NDIR. The CVS is equipped
with 4 sampling bags, the maximum volume of which is 120 L. As shown in Figure 2, the
C-WTVC driving cycle, which was developed in the China 3rd stage fuel consumption
standard, was utilized for all four vehicles. The C-WTVC lasts 1800 s in total, and consists of
three parts, each representing urban, suburb, and highway roads. Note that the calculation
model can also be applied for other driving cycles, such as CHTC, etc.
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Table 3. Vehicle specifications and data sources.

Vehicle Displacement/L Reference
Torque/Nm Data Source Driving Conditioner

Cycle Load/% Data Length/s

1 2.289 315
Real-road Daily route 29.1 53,230 (14.7 h)

Chassis dynamometer C-WTVC 100 1800

2 7.8 1539
Real-road PEMS 1 + Daily route 21 16,165 (4.5 h)

Chassis dynamometer C-WTVC 100 468

3 4.088 817
Real-road PEMS 47.6 7323 (2.0 h)

Chassis dynamometer C-WTVC 100 1800

4 4.5 975
Remote Monitoring Daily route - 383,720 (106.6 h)

Chassis dynamometer C-WTVC
50 1800
90 1800

1 PEMS driving condition refers to about 45% urban road (15–30 km/h) + 25% suburb road (45–70 km/h) + 30%
highway road (>70 km/h) according to China 6.
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4. Results and Discussion
4.1. Feasibility of the Binning-Reconstruction Model

The simulation results of vehicle one are shown in this section, to prove the feasibility
of the proposed binning-reconstruction model. Two cases are studied: case one, with a nbin
of 100 r/min and a Tbin of 25 Nm (hereinafter referred to as “n100T25”), and case two, with
a nbin of 50 r/min and a Tbin of 20 Nm (hereinafter referred to as “n50T20”). Figure 3 shows
the average fuel rate and standard deviation for each valid bin in n100T25 and n50T20. A
total of 172 bins are generated in n100T25, while 385 bins are generated in n50T20. As can
be seen, a more comprehensive fuel consumption map can be obtained with smaller bin
intervals. However, this does not necessarily mean that the simulation results are more
accurate, since the element number in each bin decreases as well. The effects of bin interval
are discussed in detail in Section 4.3. It can be seen that the bin distributions of the average
fuel rate, of both cases, are able to capture the engine fuel consumption map; in other
words, the fuel consumption rate increases as the engine speed and torque increase. As for
the fuel rate standard deviation, most bins are found to be less than 0.5 L/h, indicating that
the clustering extent of elements in these bins is satisfying, since this binning method is
based on the engine mapping. The standard deviation in two specific areas, the medium
engine speed and medium-high torque area, and the high engine speed and low torque
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area, are found to be higher than the rest of the areas in both cases. The highest fuel rate
standard deviation, of 4.4 L/h, was located in the bottom right corner (engine speed =
2250–2300 r/min, torque = 0–20 Nm) in n50T20. High standard deviation is believed to
be caused by unstable engine operation in these areas. To combat this adverse effect, bins
with insufficient elements (≤five) are excluded from calculation, as described above, and a
2D fitting method is coupled (see the next section).
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2.6 2.5 3.2 3.6 3.9 4.5 4.7 4.9 5.2 5.6 5.9 6.4 6.8 7.2 7.6 8.7 -- --

2.4 2.8 3.9 4.3 4.7 5.1 5.4 5.7 6.1 6.4 6.8 7.4 7.9 8.4 8.8 9.2 -- --

-- -- 4.1 5.0 5.3 5.7 6.2 6.7 7.1 7.4 7.8 8.4 8.9 9.6 10.0 10.5 11.0 --

-- -- -- 5.6 6.2 6.7 7.1 7.6 8.3 8.7 9.1 9.6 10.2 10.7 11.2 12.1 -- --

-- -- -- -- 6.8 7.4 7.9 8.6 9.1 9.8 10.3 10.8 11.3 12.0 12.3 13.5 13.7 --

-- -- -- -- -- 8.1 8.8 9.6 10.4 11.0 11.6 12.3 13.0 13.7 14.3 15.0 15.7 16.7

-- -- -- -- -- -- 9.2 9.9 10.8 11.5 12.1 12.7 13.5 14.1 -- -- -- --
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-- 0.21 0.27 0.49 0.46 0.33 0.49 0.48 0.53 0.57 0.67 0.90 0.78 1.65 0.99 2.98 3.95 --

-- 0.17 0.24 0.48 0.44 0.42 0.38 0.34 0.38 0.53 0.42 0.47 1.23 0.52 0.89 2.05 -- --

0.19 0.24 0.47 0.41 0.40 0.47 0.50 0.35 0.36 0.35 0.53 0.64 0.54 0.45 0.39 0.46 -- --

0.35 0.60 0.45 0.44 0.31 0.43 0.51 0.49 0.36 0.44 0.52 0.42 0.47 0.61 0.77 -- -- --

0.24 0.47 0.38 0.43 0.39 0.44 0.42 0.42 0.48 0.46 0.49 0.53 0.50 0.65 1.22 -- 1.76 --

0.42 0.76 0.43 0.30 0.30 0.40 0.38 0.46 0.44 0.45 0.49 0.54 0.62 0.65 0.55 1.67 -- --

0.20 0.80 0.47 0.59 0.41 0.50 0.46 0.43 0.50 0.54 0.52 0.57 0.68 0.55 0.59 0.63 -- --

-- -- 0.69 0.33 0.41 0.44 0.58 0.54 0.72 0.80 0.67 0.61 0.67 0.61 0.53 0.53 0.66 --

-- -- -- 0.40 0.36 0.88 0.72 0.95 0.61 0.75 0.75 0.74 0.74 0.50 0.71 0.68 -- --

-- -- -- -- 0.32 0.41 0.59 0.74 0.89 0.81 0.95 0.55 0.59 0.53 0.50 0.78 0.56 --

-- -- -- -- -- 0.31 0.32 0.36 0.34 0.36 0.42 0.43 0.56 0.39 0.45 0.49 0.13 0.29

-- -- -- -- -- -- 0.33 0.34 0.24 0.24 0.20 0.19 0.27 0.18 -- -- -- --
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n50T20 

-- -- 0.6 0.6 0.7 0.5 0.4 0.7 0.6 0.7 0.6 0.7 0.8 0.7 0.8 1.0 0.9 1.0 0.9 1.0 1.2 1.2 1.1 1.2 1.4 1.2 1.8 1.7 1.9 -- 2.3 5.1 -- 5.7

-- -- 1.0 1.1 1.0 1.5 1.3 1.2 1.4 1.3 1.4 1.3 1.4 1.4 1.6 1.7 1.7 1.9 1.9 1.9 1.9 2.0 2.2 2.1 2.1 2.2 2.6 2.3 2.3 2.3 -- -- -- --

-- 1.4 1.3 1.3 1.4 1.6 1.7 1.8 1.7 1.9 2.0 2.0 1.9 2.1 2.2 2.3 2.4 2.4 2.5 2.5 2.5 2.7 2.9 3.0 3.0 3.3 3.4 3.4 3.3 3.7 -- -- -- --

-- 1.5 1.7 1.7 2.1 2.2 2.3 2.4 2.6 2.4 2.6 2.6 2.7 2.8 2.8 2.9 2.9 3.2 3.2 3.3 3.4 3.5 3.8 3.8 3.9 4.1 4.0 4.2 4.5 -- -- -- -- --

-- -- 2.0 2.3 -- 2.1 2.5 2.8 2.8 2.9 2.9 3.3 3.3 3.3 3.2 3.4 3.5 3.7 3.9 4.0 4.1 4.4 4.4 4.7 4.7 4.8 5.0 5.0 5.3 5.4 -- -- -- --

-- 2.1 2.0 2.2 2.5 2.9 2.9 3.0 3.2 3.4 3.6 3.8 3.9 4.0 4.0 4.1 4.3 4.4 4.5 4.7 4.9 5.1 5.2 5.4 5.5 5.6 5.9 6.1 6.2 6.3 -- -- 8.5 --

-- -- 2.4 2.5 2.7 3.1 3.3 3.6 3.8 3.9 4.3 4.4 4.4 4.6 4.7 4.7 4.9 5.1 5.2 5.5 5.6 5.8 6.0 6.2 6.4 6.6 6.9 7.0 7.1 7.4 8.9 -- -- --

2.4 2.7 2.5 2.6 3.3 3.7 3.8 3.9 4.1 4.5 4.7 4.9 5.0 5.1 5.2 5.4 5.5 5.8 5.9 6.1 6.2 6.6 6.8 6.9 7.2 7.4 7.7 7.9 8.1 8.3 8.7 -- -- --

-- -- -- 3.1 3.8 4.1 4.6 4.4 4.7 5.0 5.3 5.4 5.5 5.6 5.8 6.0 6.2 6.5 6.6 6.7 6.9 7.2 7.6 7.8 8.1 8.4 8.6 8.9 9.0 9.4 9.6 9.2 -- --

-- -- -- -- 3.5 4.1 4.9 5.1 5.4 5.4 5.7 5.9 6.2 6.5 6.5 7.0 7.2 7.3 7.6 7.6 7.8 8.1 8.4 8.6 8.9 9.2 9.6 9.810.010.210.6 -- 11.1 --

-- -- -- -- -- -- -- 5.6 6.1 6.2 5.9 6.7 6.5 7.2 7.4 7.5 8.0 8.4 8.5 8.6 8.8 9.2 9.4 9.6 9.810.210.510.711.011.211.712.3 -- --

-- -- -- -- -- -- -- -- 6.4 7.0 7.1 7.3 7.3 7.8 8.1 8.5 8.7 9.0 9.2 9.4 9.710.210.310.610.811.111.411.711.912.312.5 -- 13.4 --

-- -- -- -- -- -- -- -- -- -- 7.6 8.1 8.5 8.5 8.8 9.1 9.5 9.810.110.410.611.111.311.511.912.112.412.712.813.5 -- 14.3 -- --

-- -- -- -- -- -- -- -- -- -- -- 8.1 8.6 9.1 9.5 9.910.310.710.911.311.611.912.212.612.913.213.613.914.314.614.915.415.7 --

-- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- 11.311.612.012.1 -- -- -- -- -- -- -- -- -- -- -- --
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-- -- 0.2 0.2 0.2 0.2 0.5 0.2 0.6 0.4 0.3 0.3 0.5 0.5 0.5 0.4 0.6 0.5 0.5 0.6 0.8 0.6 0.5 1.3 0.7 0.9 1.3 2.3 0.8 -- 2.3 3.6 -- 4.4

-- -- 0.2 0.1 0.1 0.9 0.4 0.5 0.5 0.4 0.5 0.4 0.2 0.3 0.3 0.3 0.4 0.4 0.5 0.6 0.4 0.4 0.5 0.3 1.8 0.4 0.4 0.5 1.2 0.2 -- -- -- --

-- 0.3 0.2 0.2 0.3 0.3 0.3 0.4 0.4 0.2 0.5 0.4 0.5 0.5 0.3 0.3 0.3 0.3 0.4 0.4 0.4 0.5 0.6 0.7 0.6 0.6 0.6 0.4 0.4 0.6 -- -- -- --

-- 0.1 0.3 0.4 0.7 0.2 0.2 0.3 0.4 0.3 0.3 0.4 0.5 0.4 0.4 0.4 0.3 0.4 0.4 0.3 0.5 0.5 0.4 0.4 0.5 0.3 0.6 0.3 0.9 -- -- -- -- --

-- -- 0.7 0.4 -- 0.6 0.4 0.6 0.3 0.2 0.3 0.5 0.3 0.5 0.5 0.4 0.3 0.3 0.4 0.4 0.4 0.5 0.4 0.3 0.4 0.4 0.4 0.7 0.8 0.4 -- -- -- --

-- 0.2 0.5 0.5 0.4 0.1 0.8 0.2 0.3 0.3 0.4 0.3 0.3 0.4 0.3 0.5 0.5 0.4 0.5 0.4 0.4 0.5 0.6 0.4 0.4 0.5 0.5 0.8 1.3 0.8 -- -- 1.8 --

-- -- 0.5 0.7 0.5 0.1 0.3 0.2 0.3 0.3 0.3 0.6 0.6 0.2 0.4 0.3 0.3 0.4 0.4 0.4 0.3 0.5 0.5 0.4 0.5 0.6 0.6 0.4 0.9 0.8 2.3 -- -- --

0.2 0.4 0.7 1.0 0.7 0.3 0.3 0.6 0.2 0.3 0.4 0.4 0.3 0.3 0.6 0.3 0.3 0.3 0.4 0.3 0.5 0.4 0.4 0.6 0.6 0.6 0.6 0.6 0.6 0.3 0.3 -- -- --

-- -- -- 0.8 0.2 0.3 0.3 0.6 0.3 0.5 0.6 0.3 0.4 0.6 0.3 0.5 0.7 0.4 0.7 0.5 0.4 0.5 0.6 0.5 0.6 0.6 0.5 0.5 0.6 0.5 0.6 1.4 -- --

-- -- -- -- 1.0 0.3 0.3 0.3 0.1 0.6 0.3 0.5 0.4 0.7 0.5 0.5 0.6 0.8 1.0 0.6 0.6 0.7 0.6 0.6 0.7 0.6 0.8 0.4 0.5 0.4 0.4 -- 0.7 --

-- -- -- -- -- -- -- 0.3 0.4 0.4 1.3 0.7 0.6 0.5 0.5 1.3 0.5 0.7 0.8 0.7 0.7 0.8 0.6 0.7 0.8 0.5 0.5 0.4 0.8 0.3 0.7 0.4 -- --

-- -- -- -- -- -- -- -- 0.2 0.2 0.3 0.5 0.6 0.5 0.7 0.7 1.1 0.5 1.0 0.7 1.2 0.7 0.7 0.6 0.5 0.9 0.5 0.4 0.5 0.4 0.3 -- 0.5 --

-- -- -- -- -- -- -- -- -- -- 0.2 0.4 0.4 0.3 0.3 0.5 0.5 0.4 0.5 0.4 0.5 0.4 0.4 0.5 0.8 0.4 0.3 0.5 0.6 0.5 -- 0.6 -- --

-- -- -- -- -- -- -- -- -- -- -- 0.4 0.2 0.2 0.3 0.2 0.2 0.2 0.2 0.2 0.2 0.4 0.3 0.2 0.2 0.7 0.3 0.3 0.2 0.3 0.3 0.5 0.1 --

-- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- 0.1 0.2 0.1 0.2 -- -- -- -- -- -- -- -- -- -- -- --
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Figure 3. Binning of the fuel rate (vehicle one). 

To further understand the clustering level of this binning method, engine speed 
cross-sections and torque cross-sections of the bin distribution in Figure 3 are shown in 
Figure 4, intersecting at the medium engine speed and medium-high torque area, where 
the standard deviation is relatively higher. The number of elements in each bin is also 
illustrated. By decreasing the bin interval from n100T25 to n50T20, it can be seen that the 
data number curves are similar for both cross-sections, with a decrease of the data number 
in each bin. Note that the data number curve shape is mainly influenced by the input real-
road data. Therefore, higher vehicle loads (>30%) and a minimum valid data length (>2 h) 
are recommended, in order to ensure that enough elements are included in each bin, as 
described in the model introduction. For the engine speed cross-sections in both cases, 
reasonable data clustering can be observed, with an interquartile range (IQR, the distance 
between the upper and lower quartiles) no more than 1 L/h for most bins. For the torque 
cross-sections in both cases, although a relatively large data range of about 4 L/h can be 
noted for the medium engine speed bins, resulting in the high standard deviations shown 
in Figure 3, the IQR is no more than 1.5 L/h for most bins. Furthermore, the little difference 
between the median line and average values supports the assumption that elements in 
each bin obey approximate normal distribution. To conclude, the average fuel consump-
tion rate in each bin should be able to capture the real-world engine fuel consumption rate 
to some extent. 

  

Figure 3. Binning of the fuel rate (vehicle one).

To further understand the clustering level of this binning method, engine speed cross-
sections and torque cross-sections of the bin distribution in Figure 3 are shown in Figure 4,
intersecting at the medium engine speed and medium-high torque area, where the standard
deviation is relatively higher. The number of elements in each bin is also illustrated. By
decreasing the bin interval from n100T25 to n50T20, it can be seen that the data number
curves are similar for both cross-sections, with a decrease of the data number in each
bin. Note that the data number curve shape is mainly influenced by the input real-road
data. Therefore, higher vehicle loads (>30%) and a minimum valid data length (>2 h)
are recommended, in order to ensure that enough elements are included in each bin, as
described in the model introduction. For the engine speed cross-sections in both cases,
reasonable data clustering can be observed, with an interquartile range (IQR, the distance
between the upper and lower quartiles) no more than 1 L/h for most bins. For the torque
cross-sections in both cases, although a relatively large data range of about 4 L/h can be
noted for the medium engine speed bins, resulting in the high standard deviations shown
in Figure 3, the IQR is no more than 1.5 L/h for most bins. Furthermore, the little difference
between the median line and average values supports the assumption that elements in each
bin obey approximate normal distribution. To conclude, the average fuel consumption
rate in each bin should be able to capture the real-world engine fuel consumption rate to
some extent.
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Figure 4. Clustering of the fuel rate bins (vehicle 1). 

After obtaining the average fuel consumption rate for each bin, the chassis dyna-
mometer test process can be reproduced, or “reconstructed”, by matching the torque bin 
number 𝑎 and the engine speed bin number 𝑏 second by second, as presented in Figure 
5. It is noteworthy that the predicted or “reconstructed” fuel rate curve yields good agree-
ment with the experimental results. The relative errors between the predicted accumu-
lated fuel consumption over the driving cycle and measurements are 1.42% and 1.70% for 
n100T25 and n50T20, respectively, validating the feasibility of the proposed binning-re-
construction model. 
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(a) (b) 

Figure 5. Reconstruction of the chassis dynamometer cycle (vehicle one). (a) n100T25. (b) n50T20. 

Figure 4. Clustering of the fuel rate bins (vehicle 1).

After obtaining the average fuel consumption rate for each bin, the chassis dynamome-
ter test process can be reproduced, or “reconstructed”, by matching the torque bin number
a and the engine speed bin number b second by second, as presented in Figure 5. It is note-
worthy that the predicted or “reconstructed” fuel rate curve yields good agreement with the
experimental results. The relative errors between the predicted accumulated fuel consump-
tion over the driving cycle and measurements are 1.42% and 1.70% for n100T25 and n50T20,
respectively, validating the feasibility of the proposed binning-reconstruction model.
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Figure 4. Clustering of the fuel rate bins (vehicle 1). 

After obtaining the average fuel consumption rate for each bin, the chassis dyna-
mometer test process can be reproduced, or “reconstructed”, by matching the torque bin 
number 𝑎 and the engine speed bin number 𝑏 second by second, as presented in Figure 
5. It is noteworthy that the predicted or “reconstructed” fuel rate curve yields good agree-
ment with the experimental results. The relative errors between the predicted accumu-
lated fuel consumption over the driving cycle and measurements are 1.42% and 1.70% for 
n100T25 and n50T20, respectively, validating the feasibility of the proposed binning-re-
construction model. 
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Figure 5. Reconstruction of the chassis dynamometer cycle (vehicle one). (a) n100T25. (b) n50T20. Figure 5. Reconstruction of the chassis dynamometer cycle (vehicle one). (a) n100T25. (b) n50T20.
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4.2. Predicting the Unknown Point

As described in Section 2, sometimes the input data binning fails to cover some
operation points in the chassis dynamometer cycle. In that case, the unknown points need
to be predicted based on the given data, using two following fitting methods:

(a) 1D fitting. The so-called “1D fitting” is based on linear interpolation or extrapolation.
Assume that the unknown point is labelled with ‘a, b′. If the number of known bins
labelled with the same a is larger than two, the unknown point is calculated as the
interpolated or extrapolated value at b of the 1D function, fitted by all known bins
labelled with a. Otherwise, the unknown data is calculated as the interpolated or
extrapolated value at a of the 1D function, fitted by all known bins labelled with b.

(b) 2D fitting. The so-called “2D fitting” is based on 2D interpolation or extrapolation. A
surface function can be fitted using all the known bins, as shown in Figure 6. Then,
unknown points can be calculated as the interpolated or extrapolated value at (a, b)
of this surface function.
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Figure 6. Two-dimensional fitting to predict unknown data (vehicle one, n100T25).

The predicted and experimental result relative error absolute values, using the 1D and
2D fitting method, for vehicles one to four, are compared in Figure 7. The relative error
is calculated based on the accumulated fuel consumption over the driving cycle, and the
test data from the engine OBD data stream. It can be observed that in most cases, the 2D
fitting method produces lower or comparable relative errors with the 1D fitting method.
Given that the 2D fitting method is not necessarily more computationally expensive, since
the surface function only needs to be generated once, while the 1D fitting needs to be
conducted every time when an unknown point is encountered, the 2D fitting method is
recommended in this model, and is used in the following study.
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Figure 7. Relative error absolute value differences between 1D and 2D fitting. (a) Vehicle one. (b) 
Vehicle two. (c) Vehicle three. (d) Vehicle four. 

4.3. Effects of the Binning Interval 
Another important factor influencing the model accuracy is the bin interval. The rel-

ative error matrices over a torque and engine speed bin interval sweep, for vehicles one 
to four, are presented in Figure 8. As could be noticed from the bottom left corners of 
Figure 8a,b, if the torque and engine speed bin intervals are simultaneously too small, so 
that insufficient elements are included in each bin, causing inaccurate fuel consumption 
mapping, the relative error seems to increase. As the torque bin interval (see the upper 
part) or the engine bin interval (see the right part) increases, the total bin number de-
creases, resulting in increasing accuracy loss and relative error. Generally speaking, a 𝑇ୠ୧୬ 
of 20–200 Nm, and a 𝑛ୠ୧୬ of 50–200 r/min, which is close to the engine mapping calibra-
tion interval, are recommended for this model, as mentioned above. Note that similar 
torque and engine speed setpoint intervals are used in the steady-state fuel-mapping test 
procedure in the EPA’s 2027 motor vehicle emission standard [8]. It is very interesting to 
note that in this area (𝑇ୠ୧୬ = 20–200 Nm and 𝑛ୠ୧୬ = 50–200 r/min), the relative error seems 
not to be sensitive to 𝑇ୠ୧୬ or 𝑛ୠ୧୬. A relative error of less than 5% for the accumulated 
fuel consumption prediction over the driving cycle is expected to be achieved using the 
proposed model. 

Figure 7. Relative error absolute value differences between 1D and 2D fitting. (a) Vehicle one.
(b) Vehicle two. (c) Vehicle three. (d) Vehicle four.

4.3. Effects of the Binning Interval

Another important factor influencing the model accuracy is the bin interval. The
relative error matrices over a torque and engine speed bin interval sweep, for vehicles
one to four, are presented in Figure 8. As could be noticed from the bottom left corners of
Figure 8a,b, if the torque and engine speed bin intervals are simultaneously too small, so
that insufficient elements are included in each bin, causing inaccurate fuel consumption
mapping, the relative error seems to increase. As the torque bin interval (see the upper
part) or the engine bin interval (see the right part) increases, the total bin number decreases,
resulting in increasing accuracy loss and relative error. Generally speaking, a Tbin of
20–200 Nm, and a nbin of 50–200 r/min, which is close to the engine mapping calibration
interval, are recommended for this model, as mentioned above. Note that similar torque and
engine speed setpoint intervals are used in the steady-state fuel-mapping test procedure in
the EPA’s 2027 motor vehicle emission standard [8]. It is very interesting to note that in this
area (Tbin = 20–200 Nm and nbin = 50–200 r/min), the relative error seems not to be sensitive
to Tbin or nbin. A relative error of less than 5% for the accumulated fuel consumption
prediction over the driving cycle is expected to be achieved using the proposed model.
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Figure 8. Effects of the binning interval (2D fitting). (a) Vehicle one. (b) Vehicle two. (c) Vehicle 
three. (d) Vehicle four. 
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Figure 8. Effects of the binning interval (2D fitting). (a) Vehicle one. (b) Vehicle two. (c) Vehicle three.
(d) Vehicle four.

4.4. Predicting the Bag Sampling Results

As previously mentioned, in China the fuel consumption certification test is conducted
on the chassis dynamometer using the CVS bag sampling method, and the present model
aims at predicting these results.

Figure 9 shows the R2
t curve (see Section 2) over the delay time ∆t. It is noted that for

vehicles two, three, and four, the emission analyzer delay time is ∆tmax − 1 = 8 s, which
is nearly 2% of the highway part (431 s) and is, therefore, non-negligible compared to the
accuracy of the present model.
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emission predicting, which is thought to be caused by the testing uncertainty, or the fuel 
consumption calibration error. Note that the CO2 emission and fuel consumption predict-
ing is based on the engine OBD fuel consumption data stream, which is calculated from 
the engine look-up tables, that is to say, engine maps. The engine fuel consumption maps 
are calibrated in a laboratory and pre-written into the engine control unit. Therefore, some 
system errors may be generated during the engine map building process. It is safe to say 
that the present model’s accuracy is within 10% for bag sampling predicting. Furthermore, 
it is interesting to note that the present model is able to predict the chassis dynamometer 
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For vehicle one, the experimental delay time is found to be ∆tmax − 1 = 6 s. The CO2
rates before and after aligning are shown in Figure 10. It is demonstrated that the current
method, used to calculate the R2

t curves, works reasonably well to define the delay time.
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Table 4 shows the measured and predicted CO2 emissions and fuel consumptions
for each cycle part, and their weighted (see Table 1 for the weighting coefficients) and
accumulated results. It is indicated that the present model yields acceptable agreement for
both CO2 and fuel consumption for each bag sampling measurement, and their weighted
and accumulated results. The highest relative error (−8.2%) is found for the highway CO2
emission predicting, which is thought to be caused by the testing uncertainty, or the fuel
consumption calibration error. Note that the CO2 emission and fuel consumption predicting
is based on the engine OBD fuel consumption data stream, which is calculated from the
engine look-up tables, that is to say, engine maps. The engine fuel consumption maps are
calibrated in a laboratory and pre-written into the engine control unit. Therefore, some
system errors may be generated during the engine map building process. It is safe to say
that the present model’s accuracy is within 10% for bag sampling predicting. Furthermore,
it is interesting to note that the present model is able to predict the chassis dynamometer
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results with different vehicle load resistance coefficients, as can be seen from the results of
vehicle four.

Table 4. Experimental and calculated results, and the relative error.

Vehicle Load/% Result

CO2 Fuel Consumption

Urban/
(g/kWh)

Suburb/
(g/kWh)

Highway/
(g/kWh)

Weighted/
(g/kWh)

Accum-
ulated/g

Urban/
(L/100km)

Suburb/
(L/100km)

Highway/
(L/100km)

Weighted/
(L/100km)

Accum-
ulated/L

1 100
Exp. 685.2 597.5 657.2 644.5 6213.0 11.4 10.1 12.5 11.1 2.34
Cal. 698.9 621.6 688.8 666.0 6451.9 11.7 10.5 13.1 11.5 2.43

Error/% 2.0 4.0 4.8 3.3 3.8 2.0 4.0 4.8 3.4 3.8

2 100
Exp. - 592.6 - 592.6 5838.3 - 39.6 - 39.6 2.20
Cal. - 605.5 - 605.5 6004.8 - 40.4 - 40.4 2.37

Error/% - 2.2 - 2.2 2.9 - 2.1 - 2.1 2.8

3 100
Exp. 689.8 657.3 692.8 678.3 12,702.0 28.6 22.0 21.5 22.4 4.79
Cal. 694.1 662.9 635.91 652.5 12,335.4 28.8 22.2 19.8 21.6 4.65

Error/% 0.6 0.9 −8.2 −3.8 −2.8 0.7 0.8 −8.1 −3.4 −2.8

4
50

Exp. 759.4 696.7 689.7 700.9 9435.5 21.2 16.2 15.8 16.6 3.56
Cal. 766.2 695.0 714.2 707.9 9594.2 21.3 16.1 16.4 16.7 3.62

Error/% 0.9 −0.3 3.6 1.0 1.7 0.8 −0.3 3.6 1.0 1.6

90
Exp. 728.3 704.0 685.9 701.0 10,377.5 24.2 18.0 16.8 18.3 3.92
Cal. 739.1 682.3 699.6 693.2 10,429.0 24.5 17.5 17.2 18.1 3.93

Error/% 1.5 −3.1 2 −1.1 0.5 1.5 −3.1 2 −1.1 0.5

4.5. Heavy-Duty Vehicle Fuel Consumption

In the China third stage fuel consumption standard, heavy-duty vehicles are divided
into five categories: trucks, tractors, dump trucks, buses, and urban buses, as indicated in
Table 1. Derated limits for fuel consumption are adopted based on the vehicle’s GVW. Using
the present calculation model, 1408 heavy-duty vehicles’ certification fuel consumption
levels are predicted using real-road data, including PEMS tests and remote monitoring data.
The number of investigated vehicles in different GVW bins for each category are presented
in Figure 11. It is obvious that most vehicles are from the truck, tractor, and dump truck
categories. On the contrary, the number of vehicles in the bus and urban bus categories is
relatively small, due to fact that type-approval applications for these categories are rare
in China. However, the authors decided to demonstrate these predicted results for the
bus and urban categories, considering that it would be interesting to compare them with
other categories.
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Figure 11. The number of vehicles included in this investigation.

Figure 12 shows the calculated fuel consumption for each vehicle, and the corre-
sponding derated limits in the China third and upcoming fourth stage heavy-duty fuel
consumption standards. For all the investigated vehicles, the predicted fuel consumption is
within the current China third stage limits, which is not surprising, since most vehicles are
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manufactured, provided, and kept in the type-approval level. Nevertheless, some vehicles
fail to meet the fourth stage limits, suggesting that further efforts are needed to reduce
fuel consumption levels. The average fuel consumption of small GVW vehicles is near
the fourth stage limits, while large gaps (nearly 2.5 L/100 km) are identified for larger
GVW (over 20 t) vehicles in the truck, tractor, and dump truck categories. It is also of
interest to note that the fuel consumption limits are to be increased for buses over 12.5 t.
These increasing limits are adopted taking into account that the type-approval test cycle is
changing from C-WTVC to CHTC, which is found to be unfavorable for fuel consumption
for specific vehicle types. By comparing fuel consumption limits for the same GVW, it is
revealed that the dump truck limits are higher than the truck limits, while the urban bus
limits are higher than those of buses. This is due to the fact that urban vehicles, such as
dump trucks and urban buses, are usually operated at lower speeds, resulting in higher fuel
consumption levels. This is the reason why these vehicles are treated as separate categories.
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To further understand the fuel consumption reduction challenge, relative errors be-
tween average fuel consumption and the upcoming China fourth stage limits are shown in
Figure 13. Note that the bus and urban bus categories are not included this time, because of
the small sample size. It is observable that some negative values are found for small GVW
vehicles. However, the situation is not optimistic, considering the challenge of the new
test cycle (CHTC). The highest relative errors, up to 11.2%, are found for tractors between
35 t and 40 t, and the average relative error for tractors is around 8%. The average relative
errors for trucks and dump trucks are around 3% and 0.7%, respectively. As previously
discussed, the prediction accuracy of the present model is within 10%, which is comparable
to the relative error level presented in Figure 13. However, this should be negligible, since
the prediction uncertainties are believed to be somewhat normalized or remoted during
the averaging process.
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Figure 13. Relative errors between average fuel consumption and the China fourth stage limits. 

The fuel consumption levels of different cycle parts (urban, suburb, and highway), 
for trucks and tractors, are shown in Figure 14 and Figure 15, respectively. Note that the 
certified fuel consumption is calculated by weighting the three individual cycle parts with 
different weighting coefficients. Thus, dump trucks are not analyzed this time since their 
urban:suburb:highway ratio is 0:100%:0. As can be seen from Figure 14, the highway part 
ratio increases from 20% to 60%, while the urban part ratio declines from 40% to 10% as 
the GVW increases, which is consistent with the daily route of trucks with different 
GVWs. As expected, the fuel consumption of the urban part is about 20% higher than that 
of the suburb part, and about 50% higher (when GVW > 20 t) than that of the highway 
part. Therefore, the urban operating condition, with lower vehicle speeds, is the main 
challenge for fuel consumption optimization. It is interesting to note that the highway part 
fuel consumption is slightly higher than the suburb part for trucks with a GVW lower 
than 10.5 t. This is because the engine displacements for trucks with lower GVWs are nor-
mally small. Consequently, the engine has to operate with a richer fuel-air mixture, i.e., at 
the poor fuel economy region, when high power outputs are needed in the highway op-
erating condition, with vehicle speeds higher than 80 km/h. For trucks with a GVW over 
10.5 t, fuel consumption reduction for suburb roads becomes the second priority. The fuel 
consumption for all three parts experiences an upward trend as the GVW rises, leading to 
overall increasing fuel consumption, as shown in Figure 15. 
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The fuel consumption levels of different cycle parts (urban, suburb, and highway),
for trucks and tractors, are shown in Figures 14 and 15, respectively. Note that the cer-
tified fuel consumption is calculated by weighting the three individual cycle parts with
different weighting coefficients. Thus, dump trucks are not analyzed this time since their
urban:suburb:highway ratio is 0:100%:0. As can be seen from Figure 14, the highway part
ratio increases from 20% to 60%, while the urban part ratio declines from 40% to 10%
as the GVW increases, which is consistent with the daily route of trucks with different
GVWs. As expected, the fuel consumption of the urban part is about 20% higher than that
of the suburb part, and about 50% higher (when GVW > 20 t) than that of the highway
part. Therefore, the urban operating condition, with lower vehicle speeds, is the main
challenge for fuel consumption optimization. It is interesting to note that the highway
part fuel consumption is slightly higher than the suburb part for trucks with a GVW lower
than 10.5 t. This is because the engine displacements for trucks with lower GVWs are
normally small. Consequently, the engine has to operate with a richer fuel-air mixture,
i.e., at the poor fuel economy region, when high power outputs are needed in the highway
operating condition, with vehicle speeds higher than 80 km/h. For trucks with a GVW
over 10.5 t, fuel consumption reduction for suburb roads becomes the second priority. The
fuel consumption for all three parts experiences an upward trend as the GVW rises, leading
to overall increasing fuel consumption, as shown in Figure 15.
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Figure 15. Fuel consumption of different cycle parts (tractor).

For tractors, only the suburb and highway parts are included in the weighted fuel
consumption calculation. The GVWs of the investigated tractors without trailers are no less
than 35 t. Although the fuel consumption of the highway part is about 50% lower than that
of the suburb part for all GVW bins, it still needs to be kept in mind because the ratio for
this part is up to 90%. Generally speaking, tractors are facing a great challenge in meeting
the future China fourth fuel consumption standard, with an average relative error of 8%, as
discussed previously.

5. Conclusions

To predict the heavy-duty chassis dynamometer fuel consumption and CO2 emissions
with real-road data, a binning-reconstruction model is described in this study. The feasibility
of the proposed model, the fitting methods to predict unknown points, the effects of the
binning interval, and the prediction of bag sampling results are further investigated. Finally,
the fuel consumption performances of 1408 heavy-duty vehicles in China are analyzed to
evaluate the challenge to meet the upcoming China fourth stage fuel consumption standard.
The conclusions can be summarized as follows:

The binning of real-road fuel consumption, based on torque and engine speed, is
good enough to capture the engine fuel consumption mapping. The 2D fitting method is
recommended to predict the unknown data. A torque bin interval of 20–200 Nm and an
engine speed bin interval of 50–200 r/min are recommended for this model, since a bin
interval too large or too small would cause an increase in the predicting error. For cycle
accumulated fuel consumption based on the OBD data stream, a relative error less than
5% for prediction is expected to be achieved, using the proposed model. For bag sampling
results, the present model accuracy is expected to be within 10%.

For dump trucks and urban buses, which are mainly operated at lower speeds, the
average fuel consumption levels are found to be higher than those of trucks and buses with
the same GVWs. The average relative errors between the average fuel consumption and the
China fourth stage limits are about 3%, 8%, and 0.7%, for trucks, tractors, and dump trucks,
respectively. The urban part fuel consumption is about 20% higher than the suburb part,
and about 50% higher than the highway part for trucks with a GVW > 20t. Thus, the urban
operating condition with lower vehicle speeds is the main challenge for fuel consumption
optimization for trucks.
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