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Abstract: Accurate wind speed prediction is significantly important for the full utilization of wind
energy resources and the improvement in the economic benefits of wind farms. Because the ensemble
forecast takes into account the uncertainty of information about the atmospheric motion, domestic
and foreign weather service forecast centers often choose to use the ensemble numerical forecast to
achieve the fine forecast of wind speed. However, due to the unavoidable systematic errors of the
ensemble numerical forecast model, it is necessary to correct the deviation in the ensemble numerical
forecast wind speed. Considering the typical spatio-temporal characteristics of the grid prediction
data of the wind field, based on Convolutional Long–Short Term Memory (ConvLSTM) units and
attention mechanism, this paper takes the complex and representative North China region as the
research area, aiming to reveal the shortcomings of existing deep learning integrated prediction
correction models in extracting temporal features of grid prediction data. We propose a new ensemble
prediction wind field correction model integrating multi-factor and spatio-temporal characteristics.
This model uses reanalyzed land data provided by the European Center for Medium-Range Weather
Forecasts as the real data to correct the deviation in the near-surface 10 m wind field data predicted by
the regional ensemble numerical prediction model of the China Meteorological Administration. We
used the reanalyzed land data provided by the European Centre for Medium-Range Weather Forecasts
(ECMWF) as the live data to correct the deviation in the near-surface 10 m wind field data predicted by
the regional ensemble numerical forecast model of the China Meteorological Administration (CMA).
At the same time, Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) were used as the
scoring indicators, and the results of the China Meteorological Administration–Regional Ensemble
Prediction System (CMA–REPS) ensemble average, multiple linear regression method correction,
Long–Short Term Memory (LSTM) method correction, and U-net (UNET) method correction were
compared. Compared with the UNET model method, the experimental results show that when
processing the 10 m zonal wind data, 10 m meridional wind data, and 10 m average wind speed
data of CMA–REPS 24 h forecasts, the correction results of our model can reduce the RMSE score
index by 9.15%, 4.83%, and 7.79%. At the same time, when processing the 48 h and 72 h near-surface
10 m wind field data of the CMA–REPS forecast, our model can improve the prediction accuracy of
CMA–REPS near-surface wind forecast data. Therefore, the correction effect of the proposed model
in a complex terrain area is evidently better compared to other methods.
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1. Introduction

As an efficient and clean renewable energy source, wind energy has attracted wide
attention around the world due to its various advantages, such as its abundant energy, wide
distribution, and low carbon emissions, and it has become one of the sustainable energy
and renewable energy technologies actively promoted by many countries. Additionally,
compared to the burning of non-renewable energy, wind energy has a lesser impact on the
environment, and wind energy is now one of the main sources of global electricity supply.
However, the random and intermittent changes in wind speed mean that power generation
cannot be increased or decreased according to electricity demand, which brings certain
challenges to the economy of wind power generation. Accurate wind speed prediction
can effectively improve the utilization rate of wind energy resources, reduce the impact of
wind power fluctuations on the stability of the power grid, and thus enhance the economic
benefits of wind farms [1].

At present, numerical weather forecasting methods [2] are widely used to achieve
the fine-grained prediction of wind speed, that is, hydrodynamic and thermodynamic
equations describing the evolution process of weather are established according to the
principles of physics, with observation data as the input, and high-performance computers
are used for the numerical solution to forecast wind fields. Numerical forecasting methods
can be divided into two types: deterministic and ensemble. Compared with single deter-
ministic numerical forecasting, ensemble methods usually obtain more accurate wind field
prediction results because they take into account uncertain information about the weather
forecast, and this has now been implemented in the routine operation of weather service
prediction centers in many countries [3–5]. However, in practice, due to various imperfec-
tions at the beginning of the design of the ensemble forecast model and the uncertainty of
the atmospheric system, the ensemble numerical forecast has always suffered systematic
errors, resulting in systematic deviations in the wind field forecast results [6]. To meet
the demand for an accurate and reliable wind speed forecast, it is necessary to correct the
deviation in the results of the ensemble numerical forecast model to improve the ability
of the numerical model to forecast the wind field. At present, the traditional statistical
correction methods are still used in China for the forecast results of the wind field [7],
such as the non-Gaussian distribution non-uniform regression method [8], Bayesian model
averaging method, and aggregate model output statistical method [9–13], which are usually
based on linear statistical models. For the random characteristics of wind field changes,
traditional linear statistical models cannot capture the hidden nonlinear relationship in
wind speed changes.

Continuous improvements in computer hardware equipment and the development of
artificial intelligence technology enable researchers to combine machine learning to correct
the deviation in numerical model forecast results. For example, Maxime Taillardat et al. [14]
used quantile regression forest to post-process the ensemble forecast results, and improved
forecast effects of wind speed significantly. Quande et al. [15] used several common
machine learning algorithms (Lasso Regression Algorithm, random forest, etc.) to correct
the near-surface 10 m wind speed predicted by the numerical weather forecast model
ECMWFs in North China, and experimentally showed the superiority of machine learning
methods over traditional ones, especially in sea areas and coastal areas. However, classical
machine learning relies on complex feature engineering. When applying machine learning
to the correction of deviation problems in digital patterns, researchers are required to have
professional knowledge in the field of meteorology and spend a lot of their time on this
process, which makes the training process costly and challenging.

As a specific form of machine learning, deep learning has a greater advantage in
the non-linear modeling of large amounts of data and it does not require feature engi-
neering, which is very applicable to the atmospheric systems with complex and highly
non-linear dynamics. For example, Stephan Rasp et al. [16] took the lead in trying to
use deep neural networks to correct the deviation of two-meter temperature predicted
by ensemble prediction in the distributed regression framework. However, it only con-
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siders the correction of a single station location and a single weather variable, which is
not applicable to the two-dimensional grid data generated by the numerical methods. To
handle the two-dimensional grid data, Peter Gronquist et al. [17] proposed a set prediction
bias correction model based on the U-net, which achieved a relative improvement of more
than 14% in the continuous ranked probability score (CRPS) compared with traditional
ones. Han, L. et al. [18] proposed a Correction U-net (CU-net) model based on U-net,
which corrects the grid point prediction data of the ECMWF’s Integrated Forecast System
(ECMWFs-IFS) model with a further better correction. Zhang Yanbiao et al. [19] proposed
Dense Correction U-net (Dense-Cunet) by introducing Denseblock [20] to CU-net, to further
strengthen the CU-net model’s bias correction ability for complex meteorological grid data.
Fuse-Cunet, a numerical prediction error correction model integrating various meteoro-
logical elements and topographic features, was further developed, which also improves
the correction of the wind field, but empirically, the improvements are not as significant
for that of temperature and relative humidity. Although the above studies have achieved
good results in correcting the deviation in the grid data predicted by the numerical model,
there are still some shortcomings in considering the spatio-temporal characteristics of the
grid prediction data, which are mainly reflected in the failure to consider the extraction
and fusion of the time-dimensional features of the grid prediction data using deep learning
models. Spatio-temporal neural networks [21] are used to capture the complex spatial and
temporal characteristics.

ConvLSTM [22] as one of the representative spatio-temporal neural networks, was
first proposed in the precipitation nowcasting tasks. It uses LSTM modules to capture
long-range dynamics in time and Convolution Neural Networks (CNNs) to model spatial
dependencies. Thanks to its modeling method of space–time decoupling, which is similar to
numerical methods, it enables the space–time dependency learned by the network to be in
line with real physical scenarios besides reduced complexity. Various works have confirmed
its applicability for meteorological tasks. For example, C. Chou, J. Park et al. [23] developed
a super-resolution-based ConvLSTM neural network that captures spatial and temporal
changes to generate high-resolution climate change predictions with high accuracy. Yang
Xin et al. [24] proposed a multi-source rainfall fusion method based on the ConvLSTM
network, which improves the spatial resolution of rainstorm data while ensuring the
accuracy of rainfall, and can simulate the spatial distribution of rainfall in the basin and
display the central location of heavy rainfall. Additionally, Feiyue Deng et al. [25] proposed
a new combined model of ConvLSTM and Transformer to extract spatio-temporal features
and apply them to the prediction of the remaining usable life of equipment. The results
show that the ConvLSTM network can directly extract low-dimensional spatio-temporal
features from long-time degraded signals.

However, the spatial dependency is modeled with CNNs in ConvLSTM. As CNNs
rely on the convolution kernel to extract the features, the convolution kernel is usually
limited by the receptive field. For example, if the convolution kernel is set as 7 × 7, the
center point can only receive the surrounding 49 messages during one-step convolution.
However, when dealing with tasks that need to consider the global background, CNNs
cannot qualify. Especially in the correction task of wind speed, the global and remote
information usually reveals the complete change process of wind. Moreover, the stack of
convolution layers can hardly give any interpretive insights of the mechanisms. In order to
make up for the shortcomings of ConvLSTM, we built a set numerical wind field correction
models based on a combination of attention [26] mechanisms and ConvLSTM, integrating
spatio-temporal features and multiple factors. In the model, an attention mechanism
captures global messages and remote dependencies of input sequences, while CNNs are
still kept to extract local features. Moreover, a weight matrix calculated by an attention
mechanism can also give further explanations on spatial dependencies. In the experiments,
the correction of near-surface (10 m) wind speed grid data predicted by the CMA–REPS
was carried out, and the revised forecast time was 24 h, 48 h, and 72 h. The revised results
were compared with the wind field correction results obtained by the CMA–REPS ensemble
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average, traditional statistical methods multiple linear regression, and the deep learning
methods LSTM [27] and UNET [28], respectively. The results show that the model can
further improve the prediction accuracy of the ensemble numerical prediction model for
wind field grid data.

2. Materials and Methods
2.1. Data Sources

In our study, we corrected the bias of the China Meteorological Administration–
Regional Ensemble Prediction System (CMA–REPS) grid prediction data. CMA–REPS is a
new generation of theregional aggregate forecast system independently developed by the
China Meteorological Administration. Its predecessor is Global and Regional Assimilation
and Prediction Enhanced System–Regional Ensemble Prediction System (GRAPES–REPS),
developed based on the regional model of a multi-scale general data assimilation and
numerical weather prediction system, a new system studied and built independently in our
country [29,30]. The initial disturbance of CMA–REPS uses the GRAPES pattern surface set
transform Kalman filter based on the 6 h cycle calculation scheme [31]. Stochastic Perturbed
Parameterization Tendencies (SPPTs) [32] are used for model perturbation. Boundary
perturbation by extracting the GRAPES–GEPS (Global and Regional Assimilation and
Prediction Enhanced System–Global Ensemble Prediction System) global ensemble forecast
system disturbance measurement boundary compared with its own control forecast is
superimposed onto the control prediction measurement boundary of CMA–REPS [33]. The
parameter configuration of CMA–REPS is shown in Table 1. The horizontal resolution of
CMA–REPS is 0.1◦, the vertical resolution is 50 layers, the number of ensembles forecast
members is 15, the forecast area is China, and the forecast time is 0–84 h (00UTC (Coordi-
nated Universal Time), 12UTC), 0–6 h (06UTC, 18UTC). The initial value and side boundary
of CMA–REPS are derived from the forecast field of the National Centers for Environmental
Prediction–Global Forecast System (NCEP–GFS). In addition, onto CMA–REPS we have
added cloud analysis assimilation technology and conditional typhoon vortex relocation
technology [34] in order to improve the shortcoming of its precipitation and typhoon
forecast ability.

Table 1. CMA–REPS (China Meteorological Administration–Regional Ensemble Prediction System)
set specific parameters.

Parameter Name Parameter Setting

Control forecast CMA-MESO (China Meteorological
Administration Mesoscale Mode)

Resolution 0.1◦/L50

Control forecast initial values and side boundaries NCEP-GFS (National Centers for Environmental
Prediction- Global Forecast System)

Assimilation analysis technique Cloud analysis

Initial value uncertainty ETKF (Ensemble transform Kalman filter) (6 h
loop)

Model uncertainty Single physics + SPPT

Boundary uncertainty
CMA–REPS (China Meteorological

Administration–Regional Ensemble Prediction
System)

Typhoon uncertainty Conditional typhoon vortex relocation technique

Set members 15

Forecast area 15~65◦ N, 70~140◦ E (before 7 June 2022),
10~60◦ N, 70~145◦ E (after 7 June 2022)

Predictive aging 0–84 h (0000, 1200 UTC), 0–6 h (0600, 1800 UTC)

Mode output interval 1 h
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The European Centre for Medium-Range Weather Forecasts (ECMWFs) provides
global numerical model forecast results that are currently recognized as the most accurate
in the world [35]. In the experiment, ECMWF Reanalysis v5-Land (ERA5-Land) [36], the
fifth-generation reanalysis product of ECMWFs, was used as the grid “Observation” data.
Era5-land was generated by replaying the terrestrial portion of ECMWFs’ ERA5 Climate
Reanalysis data, which use the laws of physics to combine model data with observations
from around the world into a globally complete and consistent dataset, producing data
that span across past decades and provide an accurate description of past weather. The
description of ERA5-Land data is shown in Table 2. Its horizontal resolution is 0.1◦ × 0.1◦,
time resolution is hour by hour, and storage format is in General Regularly distributed
Information in Binary form (GRIB) format [37].

Table 2. ERA5-Land data.

Name Value

Data type Gridded

Horizontal coverage Global

Horizontal resolution 0.1◦ × 0.1◦; Native resolution is 9 km.

Vertical coverage From 2 m above the surface level, to a soil
depth of 289 cm.

Vertical resolution

Four levels of the ECMWFs surface model:
Layer 1: 0–7 cm, Layer 2: 7–28 cm, Layer 3:

28–100 cm, Layer 4: 100–289 cm. Some
parameters are defined at 2 m over the surface.

Temporal coverage January 1950 to present

Temporal resolution Hourly

File format GRIB (General Regularly distributed
Information in Binary form)

2.2. Data Selection

The starting times of the CMA–REPS grid forecast data were 00UTC and 12UTC, and
the meteorological elements included 2 m air temperature (2 t), 10m u_component wind
(10 u), and 10m v_component wind (10 v). The forecast timeliness was 24 h, 48 h, and 72 h.
The selected elements of the “real” data were consistent with the forecast data. The time
range of the two sets of data was from 20 October 2019 to 1 May 2022, the spatial range was
32~42◦ N and 110~120◦ E (corresponding to North China, as indicated by the red rectangle
in Figure 1), and the grid number was 101 × 101.

North China is an important geographical region in the north of China, including Bei-
jing, Tianjin, central and southern Hebei Province, Shanxi Province, central Inner Mongolia,
and other regions. It is a very difficult task to correct the wind speed in such a place with
special terrain and variable wind field. If the wind speed correction in North China can be
performed well, the adaptability of our model can be effectively enhanced.

In order to prevent the phenomenon of overfitting in model training and improve
the generalization ability of the model, it is necessary to divide the selected data into the
training set, validation set, and test set. Since the revised forecast time of the experiment
is 24 h, 48 h, and 72 h, the forecast data and the “live” data are divided into three groups
according to the forecast time, and the data corresponding to the forecast time between
20 October 2019 and 27 April 2021 are selected as the training set for each group. The data
corresponding to the forecast timeliness between 28 April 2021 and 29 January 2022 are the
validation set, and the data corresponding to the forecast timeliness between 30 January
2022 and 1 May 2022 are the test set. The ratio between the training set, verification set, and
test set remains 6:3:1.
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2.3. Data Preprocessing

First, the aggregate average of CMA–REPS prediction data for the selected factors is
calculated, and this result is used as the prediction data for our subsequent experiments.
Then, 10 m u_component wind (U) and 10 m v_component wind (V) are synthesized into
10 m total wind speed (W), and the synthesis formula is shown in Equation (1). Once
the selected CMA–REPS forecast data and ERA5 data contain 2 t, 10 u, 10 v, and 10 w
meteorological elements, then the two sets of data are quality controlled to detect whether
there are missing values or abnormal values in the data. After detection, ERA5-Land data
are missing in the offshore area of North China, and their missing value is set to −9999. In
view of the spatial continuity of grid prediction data, the missing values are replaced by
linear interpolation with adjacent non-missing values.

W =
√

U2 + V2 (1)

Since the selected forecast data and the “Observation” data often have different orders
of magnitude and units between different meteorological elements, in order to eliminate
the dimensional influence between indicators and improve the convergence speed and
training accuracy of the model, it is necessary to standardize the grouped data, respectively.
In this paper, the Min–Max normalization method is used to map the data uniformly to
the interval [0, 1]. The conversion function is shown in Formula (2), where xmax is the
maximum value and xmin is the minimum value of the sample data.

x‘ =
x− xmin

xmax − xmin
(2)

2.4. A Revised Model Integrating Multi-Factor and Spatio-Temporal Features

There is often a complex relationship between different meteorological elements, such
as pressure, temperature, humidity, and other meteorological elements, which will affect
the characteristics of the wind field distribution. The interaction between these elements
affects the formation and change in wind speed together. Fusing the characteristics of
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multiple meteorological elements can provide more comprehensive and accurate infor-
mation, thereby improving the quality of the wind field correction results of the model.
Spatio-temporal features can describe the evolution trend of the data, and extracting the
spatio-temporal features of the data can help the model better understand the dynamic
changes in the wind field so as to predict future wind field changes more accurately. As a
special structure in deep learning, an attention mechanism can help the model to selectively
focus on a part of the information in the input data. This is of great help to the revised
model when dealing with input data containing multiple meteorological elements. The
grid data of numerical model prediction have complex spatial and temporal characteristics,
which are typical spatio-temporal sequence data. As a neural network model that combines
the characteristics of CNN and LSTM, ConvLSTM can also preserve the spatial characteris-
tics of the input data well while processing sequence data. Based on this, this paper uses an
attention mechanism and ConvLSTM unit to build an ensemble numerical prediction wind
field correction model that integrates multiple elements and spatio-temporal features.

2.5. Introduction to Basic Methods

• Convolutional LSTM Cell

ConvLSTM unit not only has the ability of a convolutional neural network to extract
and encode data spatial features, but it also has the sequence feature encoding charac-
teristics of a long short-term memory network. The structure of the ConvLSTM cell is
shown in Figure 2, from which we can see that the ConvLSTM is a variant of the LSTM
structure, which controls the communication of data inside the cell through the forget gate
( ft), input gate (it), and output gate (ot). The individual gates control data to participate
in cell state updates, selectively retaining or discarding information through the gates. If
the input gate is activated, the input will be accumulated into the cell. If the forget gate is
activated, then the previous cell state is forgotten. The output gate controls whether the cell
output will be transmitted to the final hidden state. ConvLSTM differs from LSTM in that
it employs convolution operations instead of matrix multiplication in both “input-to-state”
and “state-to-state” parts, and all its inputs X1, . . . , Xt, unit outputs C1, . . . , Ct, hidden
state H1, . . . ,Ht and forget gate ( ft), and input gate (it) and output gate (ot) are all 3D
tensors. The advantage of this method is that it can remove a large number of spatial
redundant features and solve the problem of the time dependence of data while extracting
the spatial information of sequence data so as to realize the joint modeling of time and
spatial information of the sequence data.
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The transfer relationship between each ConvLSTM gate is shown in Equation (3),
where it is the input gate, ft is the forget gate, Ct is the cell state, ot is the output gate,
Ht is the hidden layer output, “*” represents the convolution operator, “#” represents
the Hadamard product, σ is the sigmoid activation function, and It is the input gate. The
formula for this activation function is given in Equation (4). ConvLSTM uses the peephole
LSTM structure with the addition of peep, which uses the cell for the computation of the
forgotten door and the input door to grasp temporal and spatial information. The forgetting
gate can control the forgetting of the information, discard the information that is considered
redundant, retain the useful information, and then transmit it backwards. The continued
information enters the input gate, the information to be updated is determined through the
sigmoid layer, and the new cell information is obtained through the tanh layer to update
the cell. Finally, the final output of the ConvLSTM unit is obtained by multiplying the
information of the sigmoid in the output gate with the information of the memory cells
through tanh.

it = σ(Wxi ∗ Xt + Whi ∗ Ht−1 + Wci # Ct−1 + bi)

ft = σ
(

Wxi ∗ Xt + Wh f ∗ Ht−1 + Wc f # Ct−1 + b f

)
ot = σ(Wxo ∗ Xt + Who ∗ Ht−1 + Wco # Ct + bo)

Ct = ft # Ct−1 + it # tanh(Wxc ∗ Xt + Whc ∗ Ht−1 + bc)

Ht = ot # tanh(Ct)

(3)

σ(x) = 1
1+e−x (4)

• Attention mechanism

The attention mechanism in deep learning refers to the attention thinking mode of
human beings, which is widely used in various types of deep learning tasks such as natural
language processing [38] and image processing [39], and has achieved remarkable results.
In this paper, the attention mechanism proposed by Zhang et al. [40] is used to process the
multi-factor features in the ensemble numerical prediction data. This mechanism computes
the attention weights between multi-feature data at each time step by referring to the
previous hidden states of the encoder. Figure 3 shows how the mechanism works. For
the spatial attention module, the standard convolution layer has a convolution kernel size
of 7, a convolution stride of 1, and an input boundary padding size of 3. As shown in
Figure 3, for each time step t, the attention mechanism first performs convolution and

summation operations on the input sequence X =
{

Xi
t
}d

i=1 and the hidden layer state Ht−1
of the encoder at the previous time to obtain the feature matrix at each time step. Then, the

softmax function is used to calculate the attention matrix (weights)
{

Ai
t
}d

i=1 in the feature
dimension. Each cell in the attention matrix A represents the attention to each feature
at the location corresponding to that cell. The key point of this mechanism is that the
softmax function is a non-negative function. In addition, the convolution operation is used
to replace the full connection operation, which not only retains the data space covariance
but also improves the operation efficiency of the model.
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For a certain point i, the attention module employs the kernel function φ to aggregate
information from other points j, which is represented as:

hi =
∑j expφ

(
hi, hj

)
hj

∑j expφ
(
hi, hj

) (5)

ai,j =
expφ

(
hi, hj

)
∑j expφ

(
hi, hj

) = softmax
(
φ
(
hi, hj

))
(6)

ai,j represents the attention weight that forms the elements of the attention matrix A_t
of time step t.

It computes the attention matrix through the convolutional layer and softmax. It is
expressed as:

Φt = Conv(tanh(Conv(Ht−1) + Conv(Xt))) (7)

At = softmax(Φt) (8)

Φt represents the intermediate representation of the attention matrix, which is com-
puted by applying convolution operations to the previous state Ht−1 of the encoder and
the input sequence Xt. Finally, it is transformed into the attention matrix At by the softmax
operation.

Since At is an n×n matrix, it encompasses information from every spatial point, giving
it a global perspective. Furthermore, At can be used to assess the extent to which each point
is influenced by information from other points, making it an interpretive tool that aids in
understanding the model’s information interaction and focus among different points.

In light of this, our model introduces a spatial attention module [41] to perform feature
extraction on the final output of the decoder. The integration of the spatial attention module
can help the model to better deal with the noise interference in the data so that the model
can adaptively select the area that attention needs to be paid to in order to better adapt
to the complex characteristic changes in the wind field forecast data and improve the
correction effect of the model in complex terrain areas. Figure 4 shows the structure of the
spatial attention module. Firstly, the spatial attention module performs MaxPooling and
Average-Pooling (AvgPooling) operations on the input feature map (pooling in the channel
dimension and compressing the channel size; it is easy to learn the characteristics of the
space later). Then, the results of MaxPooling and AvgPooling are concatenated according
to the channel. Finally, the stitched results are sent to a standard volume base, and the final
spatial attention feature map is obtained after the sigmoid activation function, which is the
final output of the ensemble numerical prediction wind field correction result.
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2.6. Revise the Model

For the bias correction problem of ensemble numerical prediction wind field grid data
in this paper, this paper builds our bias correction model by stacking multiple ConvLSTM
network layers. As shown in Figure 5, the model consists of an encoder and a decoder built
from stacked ConvLSTM cells. The input sequence is first passed through an attention
mechanism, the structure of which is shown in Figure 3. For the revised model, the
convolution kernel size of the ConvLSTM layer used is 3, the convolution stride is 1, and
the input boundary padding is 1. In this mechanism, the model calculates the attention
weights for the feature maps of multiple elements at the current time step by referring to
the encoder hidden state at the last time step and finally obtains the attention matrix At
for the current time step. The input sequence at each time step is then multiplied by the

attention matrix At to obtain the weighted input
∼
Xt at the corresponding time step and

is passed into the encoder. The encoder block is composed of multiple ConvLSTM units,
and the number of ConvLSTM units is the same as the time sliding window size of the
data (the data sliding window in this experiment is 5, that is, the previous 5 forecast data
are used to correct the result of the fifth forecast). The encoder will encode the weighted

input
∼
Xt of the attention mechanism output at each time step as hidden states. These

hidden states H = (H1, H2, . . . , Xt) are then passed to the context matcher, which then
sums the hidden states from the encoder to match the hidden states from the decoder in the
time dimension. The purpose of introducing the context matcher mechanism is to prevent
performance loss in the time dimension of the input sequence. Next, these states are passed
to the ConvLSTM unit of the decoder, and the ConvLSTM in the decoder decodes the
past information from the encoder hidden layer. The decoded information is then passed
through a spatial attention module to generate the final correction result of the model. Next,
we will detail the encoder and decoder parts of this model, respectively.
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• Encoder structure

The first is the encoder part, and Figure 6 shows the unfolding structure of the encoder
in detail. In the encoder, we use ConvLSTM units as nonlinear functions to model the
hidden features of spatio-temporal sequences. For a spatial–temporal input sequence
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X = (X1, X2, . . . , XT) with T time steps, the learning mapping method of the encoder is
shown in Equation (9), where Ht represents the hidden state of the encoder at time t, and
f represents the ConvLSTM cell. The input sequence is first fed into the spatio-temporal
attention mechanism. For a single time step t, for the multi-feature input sequence Xt ={

X1
t , X2

t , . . . , Xd
t

}
, the attention mechanism will combine to the hidden state Ht−1 of the

encoder at the last time to calculate the multi-factor attention matrix At =
{

A1
t , A2

t , . . . , Ad
t

}
,

which represents the attention weight of the model to different elements in the same spatial
location. The input sequence is then Hadamard multiplied with the attention matrix to

obtain the weighted input
∼
Xt at the corresponding time. After that, the encoder is mapped

as shown in Equation (10).
Ht = f (Xt, Ht−1) (9)

Ht = f
(∼

Xt, Ht−1

)
(10)

Atmosphere 2023, 14, x FOR PEER REVIEW 11 of 23 
 

 

• Encoder structure 
The first is the encoder part, and Figure 6 shows the unfolding structure of the en-

coder in detail. In the encoder, we use ConvLSTM units as nonlinear functions to model 
the hidden features of spatio-temporal sequences. For a spatial–temporal input sequence 𝑋 = 𝑋 , 𝑋 , … , 𝑋   with T time steps, the learning mapping method of the encoder is 
shown in Equation (9), where 𝐻  represents the hidden state of the encoder at time t, and 𝑓 represents the ConvLSTM cell. The input sequence is first fed into the spatio-temporal 
attention mechanism. For a single time step t, for the multi-feature input sequence 𝑋 =𝑋 ，𝑋 ，…，𝑋 , the attention mechanism will combine to the hidden state 𝐻  of the 
encoder at the last time to calculate the multi-factor attention matrix 𝐴 = 𝐴 ，𝐴 ，…，𝐴 , which represents the attention weight of the model to different elements in the same 
spatial location. The input sequence is then Hadamard multiplied with the attention ma-
trix to obtain the weighted input 𝑋  at the corresponding time. After that, the encoder is 
mapped as shown in Equation (10). 𝐻 = 𝑓 𝑋 , 𝐻  (9)𝐻 = 𝑓 𝑋 , 𝐻  (10)

Through the attention mechanism, the encoder can selectively focus on the spatio-
temporal sequence of different elements at each time step. Figure 6 also shows that each 
ConvLSTM unit in each layer can encode the current weighted sequence of the input with 
reference to the hidden state of the previous time step, that is, the output of the previous 
ConvLSTM unit will be used as the input of the ConvLSTM unit itself. The hidden state 
output by the ConvLSTM unit at each layer is finally passed to the context matcher mech-
anism in the decoder, and the encoding operation ends. 

 
Figure 6. Expansion of the encoder structure in the revised model fusing multi-feature and spatio-
temporal features. 

• Decoder structure 
The unfolding structure of the decoder in the revised model fusing multi-element 

and spatio-temporal features is shown in Figure 7. The purpose of the decoder is to decode 
the encoded information. After the input sequence is passed from the encoder layer, the 
hidden states 𝐻 = 𝐻 , 𝐻 , … , 𝑋   of each encoder layer are passed to the context 
matching mechanism in the decoder, which matches the hidden states of the decoder by 
summing the hidden states of the encoder over all the time steps. The purpose of intro-
ducing the context matcher mechanism is to prevent performance loss in the time dimen-
sion of the input sequence. The context matching mechanism is described in Equation (11): 

𝐷 = 𝐻  (11)

Figure 6. Expansion of the encoder structure in the revised model fusing multi-feature and spatio-
temporal features.

Through the attention mechanism, the encoder can selectively focus on the spatio-
temporal sequence of different elements at each time step. Figure 6 also shows that each
ConvLSTM unit in each layer can encode the current weighted sequence of the input
with reference to the hidden state of the previous time step, that is, the output of the
previous ConvLSTM unit will be used as the input of the ConvLSTM unit itself. The hidden
state output by the ConvLSTM unit at each layer is finally passed to the context matcher
mechanism in the decoder, and the encoding operation ends.

• Decoder structure

The unfolding structure of the decoder in the revised model fusing multi-element and
spatio-temporal features is shown in Figure 7. The purpose of the decoder is to decode the
encoded information. After the input sequence is passed from the encoder layer, the hidden
states H = (Ht−T, Ht−T+1, . . . , Xt) of each encoder layer are passed to the context matching
mechanism in the decoder, which matches the hidden states of the decoder by summing
the hidden states of the encoder over all the time steps. The purpose of introducing the
context matcher mechanism is to prevent performance loss in the time dimension of the
input sequence. The context matching mechanism is described in Equation (11):

Dt =
t

∑
i=t−T

Hi (11)
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In Equation (11), Dt represents the hidden state of the decoder, and Hi is the hidden
state at time step i passed by the encoder. Next, these states are passed to the ConvLSTM
unit in the decoder. The ConvLSTM unit will take the model training label value Yt at time
t as its input value, decode the hidden state Dt, and output the final correction result of
the model through the spatial attention module. The integration of the spatial attention
module can help the model to better deal with the noise interference in the data so that the
model can adaptively select the area that needs to be paid attention to in order to better
adapt to the complex characteristic changes in the wind field forecast data and improve the
correction effect of the model in complex terrain areas.

2.7. Experiments

Considering the difference in the error characteristic distribution between the forecast
data with different forecast timelines, we divided the CMA–REPS forecast data into three
groups according to the forecast timelines (24 h, 48 h, 72 h) for the bias correction problem
of the ensemble numerical forecast wind field grid forecast data in this paper. Figure 8
illustrates the experimental setup of this paper. After data preprocessing, the ensemble
average of the CMA–REPS forecast data and the ERA5-Land reanalysis data of the four
meteorological elements (2 t, 10 u, 10 v, 10 w) used in the bias correction experiment
in this paper are obtained. For a single set of CMA–REPS forecast data Pt+4t, ∆t ∈
(24 h, 48 h, 72 h), we select ERA5-Land Observation data at time t for splicing, and the
dimension of the spliced data is 8× 101× 101. Then, a time sliding window is established
for the data, and the first four times of concatenated data are selected for combination based
on time t. Finally, the input size of our bias correction model is obtained as 5× 8× 101× 101.
Then, we group the live data corresponding to the CMA–REPS forecast data at the forecast
time Pt+4t according to the correction elements (10 u, 10 v, 10 w) and use them as the
training label values (dimension is 1× 1× 101× 101) of the model one by one for model
training. The input sequence and the training label values are standardized by Min–Max
and then input into the bias correction model that fuses multi-feature and spatio-temporal
features for training. Finally, after nine groups of experiments, the revised results of near-
surface wind field elements 10 u, 10 v, and 10 w in the forecast time of 24 h, 48 h, and 72 h,
respectively, are obtained, and the data grid size is 101× 101. In a single training dataset,
taking the revised 24 h 10 u forecast data as an example, the training data of the model are
the ERA5-Land live data of T-time and their first four forecasts (t-12 h, t-24 h, t-36 h, t-48 h)
and the 24 h forecast data of CMA–REPS (5 ×8×101×101). The training label is t + 24 h of
10 u live data (1×1×101×101).
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For the training of the model, Adam [42] is used as the optimizer of the model, the
initial learning rate (lr) is set to 0.1, the learning rate decay factor is set to 0.1, the exponential
decay rate of the first moment estimation is set to 0.9, and the exponential decay rate of
the second moment estimation is set to 0.999. If the score index of the validation set does
not decrease for four consecutive times, the model parameters with the best score index
of this training are saved, and then the learning rate is attenuated to 0.1× lr, and the
model parameters saved last time are used to continue training until the model has the
optimal score of the validation set. Compared with the traditional stochastic gradient
descent algorithm, the Adam algorithm can design independent adaptive learning rates
for different parameters by calculating the order moments of the gradient and has a more
efficient computational efficiency. To further improve the computational efficiency and
robustness of the model, we also batch train the model and set the batch size to 8. The loss
function of the model is the mean square error (MSE), which is calculated in Equation (12).
In the equation, yi and

∼
y i, respectively, represent the observed value in the training set and

the fixed value after model training, and n represents the number of samples in the training
set.

MSE =
1
n

n

∑
i=0

(
yi −

∼
y i

)2
(12)

For the measurement of model correction performance and the test analysis of wind
field results after correction, this paper used RMSE and MAE to evaluate and compare with
the wind field correction results obtained by the CMA–REPS ensemble average, multiple
linear regression, LSTM, and U-net. Our model combines both temporal and spatial
features of data. Most of the current deep learning ensemble prediction correction methods
are carried out based on U-net, and LSTM and U-net are typical models in extracting
temporal and spatial features respectively, so the comparison between our model, LSTM,
and U-net is of great significance. In addition, multiple linear regression is a traditional
correction method. By comparing the performance of our model with the CMA–REPS
ensemble average and multiple linear regression, we can measure whether our method has
a positive correction effect on the numerical ensemble prediction results. RMSE and MAE
are calculated as follows:

MSE =

√
1
n

n

∑
i=0

(
yi −

∼
y i

)2
(13)

MAE =
1
n

n

∑
i=0

∣∣∣yi −
∼
y i

∣∣∣ (14)

where n is the number of test samples, and yi and
∼
y i are the test set observations and the

model values, respectively.
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3. Results
3.1. Results of 10 u Correction

Tables 3 and 4, respectively, show the CMA–REPS wind field correction model
(Attention-ConvLSTM) based on the attention mechanism and ConvLSTM and other
correction methods for comparison. The average RMSE and average MAE of the 10 u
data predicted at 24 h, 48 h, and 72 h are corrected on the test set. For the 10 u data of
24 h prediction on the test set, the average RMSE and average MAE after correction by
the Attention-ConvLSTM model are 50.32% and 51.72% lower than the ensemble average
of CMA–REPS. At the same time, the average RMSE of the Attention-ConvLSTM model
after correction is 34.22% and 9.15% lower than that of the LSTM and UNET methods, and
the average MAE is 36.44% and 11.98% lower than that of the LSTM and U-Net methods,
respectively. For the 48-h prediction of 10 u data on the test set, the average RMSE and
average MAE of the Attention-ConvLSTM model after correction are 45.03% and 46.46%
lower than the ensemble average of CMA–REPS, and 26.41% and 27.87% lower than that of
LSTM. It is 11.07% and 12.28% lower than that of U-net. For the 72-h prediction of 10 u data
on the test set, the average RMSE and average MAE of the Attention-ConvLSTM model
after correction are 40.15% and 41.75% lower than the ensemble average of CMA–REPS
and 24.37% and 26.94% lower than those of LSTM. It is 3.27% and 5.04% lower than that of
U-net. Comparatively, among the three forecasting timelines, the Attention-ConvLSTM
model proposed in this paper improves the 10 u data correction effect of 24 h forecasting
more obviously. In other prediction timings, the Attention-ConvLSTM model also shows a
certain improvement in terms of the correction effect compared with other deep learning
correction models. This shows that the deep learning wind field correction model integrat-
ing multiple elements and spatio-temporal features can further improve the bias correction
effect of 10 u data predicted by CMA–REPS compared with the deep learning wind field
correction model that only considers a single temporal feature or spatial feature.

Table 3. Average RMSE of 10 u corrected results.

Experiment CMA–REPS Multiple Linear LSTM UNET Attention-ConvLSTM

24 h 1.7036 1.4900 1.2867 0.9316 0.8464
48 h 1.8439 1.5406 1.3773 1.1397 1.0135
72 h 1.8542 1.5745 1.4673 1.1472 1.1097

Table 4. Average MAE of 10 u corrected results.

Experiment CMA–REPS Multiple Linear LSTM UNET Attention-ConvLSTM

24 h 1.3367 1.2003 1.0153 0.7331 0.6453
48 h 1.4564 1.2460 1.0809 0.8889 0.7797
72 h 1.4603 1.2786 1.1642 0.8957 0.8506

Figure 9 illustrates the trend of RMSE over time between the 10 u data corrected
by each revised model and the live data on the test set with different forecast timeliness.
Figure 9 shows that for most of the time on the test set, the data errors corrected by the
Attention-ConvLSTM model are at a low level, and the second-best corrected model is the
U-net model. The corrected 10 u data error of the U-net model and Attention-ConvLSTM
model generally maintains a relatively stable trend on the test set. Although the correction
effect of the LSTM model is better than that of the CMA–REPS ensemble average most of
the time, it occasionally fluctuates, and the error of its corrected data is higher than that
of CAM-REPS itself. Compared with the correction method based on deep learning, the
traditional correction method based on multiple linear regression adopted in this paper is
not satisfactory for the correction effect of 10 u forecast data of the test set, and the overall
error of the corrected data fluctuates greatly.
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Figure 10 shows the 10 u revised result of the 24 h forecast reported from 00:00 on
4 April 2022. It can be seen from Figure 10 that the ensemble average of CMA–REPS
(Figure 10b) forecasting data has a large overall error, which is significant in areas with
complex landforms, large topographic fluctuations, and complex climatic conditions such
as mountains, plateaus, and coastal areas. After the multiple linear regression model
(Figure 10c), LSTM model (Figure 10d), and U-net model (Figure 10e) were revised, the
prediction results were significantly improved, and this significant improvement was
concentrated in the central and southern plain areas of the study area. However, the terrain
of the east sea and the plateau in the northwest of North China is complicated, and there are
still some errors in the revised forecast results compared with the actual data (Figure 10a).
The Attention-ConvLSTM model (Figure 10f) not only has a better correction effect in the
central and southern plain areas of the study area but a significant improvement in the
prediction effect in the above complex terrain areas can also be seen. This shows that the
spatial attention mechanism can effectively improve the prediction correction effect of the
model for complex terrain areas.
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3.2. Results of 10 v Correction

Tables 5 and 6 show the average RMSE and average MAE of 10 v data predicted at
24 h, 48 h, and 72 h by each revised model on the test set after correction, respectively.
The corrected Attention-ConvLSTM model that integrates multiple elements and spatio-
temporal features still demonstrates a better scoring performance in RMSE and MAE of
10 v data after correction compared to other methods. The average RMSE and MAE of
the 24 h forecast 10 v data corrected by the Attention-ConvLSTM model are 0.9665 and
0.7311, which are 49.96% and 52.69% lower than those of the CMA–REPS set on average.
Compared with the average of the CMA–REPS set, the RMSE and MAE of the revised
U-net model are only reduced by 47.42% and 47.71%. For the 48 h 10 v data forecast on
the test set, the corrected average RMSE and average MAE of the Attention ConvLSTM
model are 44.53% and 47.01% lower than those of the CMA–REPS set, and 1.78% and 2.14%
lower than those of the UNET model. For 10 v data predicted for 72 h on the test set, the
corrected average RMSE and average MAE of the Attention ConvLSTM model are 39.73%
and 41.90% lower than those of the CMA–REPS set and 1.78% and 2.14% lower than those
of the UNET model. Compared with the 24 h and 48 h forecasts, the Attention-ConvLSTM
model has a lower improvement effect on the average RMSE and average MAE of the 72 h
forecast data after correction, but it can still significantly reduce the error of 10 v forecast
data.

Table 5. Average RMSE of the revised results for 10 v.

Experiment CMA–REPS Multiple Linear LSTM UNET Attention-ConvLSTM

24 h 1.9316 1.5327 1.4245 1.0156 0.9665
48 h 2.0673 1.6194 1.5801 1.2578 1.1468
72 h 2.1453 1.6814 1.5735 1.3164 1.2930
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Table 6. Average MAE of the revised results for 10 v.

Experiment CMA–REPS Multiple Linear LSTM UNET Attention-ConvLSTM

24 h 1.5455 1.1968 1.1435 0.8082 0.7311
48 h 1.6619 1.2803 1.2665 0.9854 0.8806
72 h 1.7255 1.3395 1.2532 1.0245 1.0026

Figure 11 illustrates the trend of the RMSE over time between the 10 v data corrected
by each revised model and the live data on the test set with different forecast timeliness.
It can be seen from the figure that the trend change is roughly the same as that of the
10 u data. That is, most of the time in the test set, the error of 10 v data corrected by the
Attention-ConvLSTM model is lower than that of 10 v data corrected by other methods.
However, there are occasionally small fluctuations, and the data error corrected by the
Attention-ConvLSTM model is slightly higher than that of the U-net model. In general,
the correction error of the U-net model and Attention-ConvLSTM model in the test set is
always at a low level. The corrected data errors of the LSTM model and the traditional
method have a large fluctuation range on the test set, and occasionally the corrected errors
are higher than the average of the CMA–REPS set, especially the traditional correction
method based on multiple linear regression.
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Figure 12 shows an example analysis of the correction of bias in 10 v forecast data,
which corresponds to the 10 v correction result of the 24 h forecast reported from 12:00
on 16 April 2022. It can be clearly seen from Figure 12 that after the correction by the
Attention-ConvLSTM model (Figure 12f), the 10 v forecast data are closer to the actual
data of ERA5-Land on the whole, which is specifically shown in the western plateau,
mountain area, and the eastern plain and coastal area of the study area. Specifically shown
in Figure 12 is the selected area in a red box, including the western plateau, mountain area,
eastern plain and coastal area. The 10 v correction results of Multiple Linear, U-net, and
LSTM in these regions are significantly smaller than those of ERA5, while the correction
results of Attention-ConvLSTM are closer to ERA5.
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3.3. Results of 10 w Correction

Tables 7 and 8 list the average RMSE and average MAE of the revised models of the
CMA–REPS ensemble average, multiple linear regression, LSTM neural network, U-net
neural network, and Attention-ConvLSTM on the test set after revising the 10 w data of
24 h, 48 h, and 72 h prediction. The results are similar to 10 u and 10 v, and the Attention-
ConvLSTM correction model performs the best among all the compared methods. The
average RMSE and MAE of the 10 w data corrected by this model are at a low level under
different forecast timelines. Among them, for the 24 h prediction of 10 w data on the test
set, the average RMSE and MAE corrected by the Attention-ConvLSTM model are 63.42%
and 66.43% lower than those of the CMA–REPS set and 37.1% and 39.3% lower than those
of the LSTM method. They are 7.59% and 9.16% lower than the U-net method. For the
10 w data of 48 h prediction on the test set, the average RMSE and average MAE of the
Attention-ConvLSTM model after correction are 58.55% and 61.27% lower than those of
the CMA–REPS set on average. The average RMSE of the proposed method is 28.64%
and 4.11% lower than that of the LSTM method and the UNET method, and the average
MAE is 31.29% and 3.38% lower than that of the LSTM method and the UNET method,
respectively. For the 72 h forecast 10 w data on the test set, the average RMSE and average
MAE of the corrected Attention-ConvLSTM model reach 1.0039 and 0.7808, respectively,
which are 56.26% and 59.08% lower than those of the CMA–REPS set. It is easy to find that
the improvement in the correction error of the Attention-ConvLSTM model on the 10 w
forecast data is negatively correlated with the prediction duration, that is, the longer the
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prediction duration is, the smaller the correction amplitude of the Attention-ConvLSTM
model on the 10 w forecast data is.

Table 7. Average RMSE of the 10 w revised results.

Experiment CMA–REPS Multiple Linear LSTM UNET Attention-ConvLSTM

24 h 2.2121 1.7518 1.2863 0.8775 0.8091
48 h 2.2964 1.7971 1.3337 0.9926 0.9518
72 h 2.2951 1.7741 1.2219 1.0864 1.0039

Table 8. Average MAE of the 10 w revised results.

Experiment CMA–REPS Multiple Linear LSTM UNET Attention-ConvLSTM

24 h 1.8313 1.3943 1.0129 0.6754 0.6148
48 h 1.9067 1.4509 1.0746 0.7642 0.7384
72 h 1.9081 1.4223 0.9281 0.8595 0.7808

Figure 13 illustrates the trend of the RMSE over time between the 10 w data corrected
by each revised model and the live data on the test set with different prediction timeliness.
For the 24 h forecast, the time distribution of the 10 w data error corrected by the Attention-
ConvLSTM model and U-net model on the test set is significantly lower than that of other
methods, indicating that the spatial feature extraction ability of the model is very crucial for
improving the correction effect of grid forecast data. Compared with the 10 u and 10 v data
of 24 h prediction, the gap between the correction effect of the Attention-ConvLSTM model
and U-net model is not significant, but in general, the correction effect of the Attention-
ConvLSTM model is slightly better than that of the U-net model. For the 48 h forecast, the
distribution characteristics of the 10 w data error in time after correction by each model are
not much different from the 24 h forecast ratio. Most of the time on the test set, the data
error corrected by the Attention-ConvLSTM model is lower than that of other methods. For
the 10 w data of the 72 h forecast, the correction performance of the correction model based
on deep learning is significantly better than that of other methods on the test set, but the
correction effect gap between the three deep learning correction models is not as obvious as
that of other prediction timelines. However, in general, the data error after the correction of
the Attention-ConvLSTM model is still basically at a low state.

Figure 14 shows an example analysis of the correction of bias in 10 w forecast data,
which corresponds to the 10 w correction result of the 24 h forecast reported from 00:00
on 25 March 2022. It can be seen from Figure 14 that the ensemble average results of
CMA–REPS (Figure 14b) are relatively large as a whole, especially in the red-box-selected
part of the figure, including the mountainous areas and eastern and southeastern coastal
areas of the study area. The forecast results corrected by the multiple linear regression
method (Figure 14c) are significantly smaller than the actual ERA5-Land data (Figure 14a)
as a whole. The three correction models based on deep learning have achieved positive
correction effects, and the 10 w prediction data corrected by the U-net model (Figure 14e)
and Attention-ConvLSTM model (Figure 14f) are closer to the actual data. Compared
with the U-net model, the Attention-ConvLSTM model integrating multiple factors and
spatio-temporal features has further improved the correction effect of 10 w forecast data,
which is specifically manifested in the western plateau and southeast of the study area.
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4. Conclusions

Aiming to solve the problem of the correction of bias in grid point forecast data of
wind fields predicted by numerical ensemble, this study conducted correction experiments
on the 10 m near-surface wind field data (10 u, 10 v, 10 w) predicted by CMA–REPS
based on the deep learning method. Considering that the grid forecast data have the dual
characteristics of space and time, this paper proposes a new ensemble numerical forecast
wind field correction model based on the ConvLSTM unit and attention mechanism, which
integrates multiple factors and spatio-temporal features. Taking the RMSE and MAE as
test indexes, the ensemble numerical prediction correction experiment, evaluation test, and
comparative analysis of different method models were carried out. The main conclusions
are as follows:

The correction method based on deep learning can significantly improve the accuracy
of near-surface wind field prediction data of CMA–REPS, making it closer to the real data
of ERA5. Compared with the LSTM model, the UNET model and the model we propose
in this paper are better than the LSTM method in terms of RMSE score and MAE score
performance, and the revised data have a better prediction effect on the whole. This shows
that the ability of the model to extract spatial features is crucial to improve the correction
ability of the model. Due to the ability to extract the temporal characteristics of CMA–REPS
forecast data, our model has further improved the RMSE and MAE score performance of
the revised data compared with the UNET method. Moreover, the integration of the spatial
attention module makes the correction effect of our model significantly better than that of
the UNET model in complex terrain areas.

However, there are still some shortcomings in the experimental content, so we still
have large room for improvement. Due to the limitation of available meteorological element
data for the CMA–REPS forecast, in our study, we only used 2 m temperature forecast
data to compensate for model correction training on the basis of 10 m near-surface wind
field data predicted by CMA–REPS. Under the constraints of the conceptual model of
“atmospheric physical mechanism interpretable”, more relevant meteorological elements
and other key factors can be added to the model training to further improve the wind
field correction effect of the model for numerical ensemble forecast. At the same time,
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multi-source data such as terrain data can also be added to the model to ascertain the
multi-modal deep learning wind field correction model for numerical ensemble prediction.
Due to the limitation of the computing performance of hardware equipment, we only
revised the near-surface wind field data of CMA–REPS in North China. In the future,
with the improvement in hardware computing power, we can expand the prediction range
and resolution of grid forecast data and study the numerical weather forecast wind speed
correction model applicable to China.
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