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Abstract: A method for the large-eddy simulation (LES) of wildfire spread over complex terrain is
presented. In this scheme, a cut-cell immersed boundary method (CC-IBM) is used to render the
complex terrain, defined by a tessellation, on a rectilinear Cartesian grid. Discretization of scalar
transport equations for chemical species is done via a finite volume scheme on cut-cells defined
by the intersection of the terrain geometry and the Cartesian cells. Momentum transport and heat
transfer close to the immersed terrain are handled using dynamic wall models and a direct forcing
immersed boundary method. A new “open” convective inflow/outflow method for specifying
atmospheric wind boundary conditions is presented. Additionally, three basic approaches have been
explored to model fire spread: (1) Representing the vegetation as a collection of Lagrangian particles,
(2) representing the vegetation as a semi-porous boundary, and (3) representing the fire spread using
a level set method, in which the fire spreads as a function of terrain slope, vegetation type, and wind
speed. Several test and validation cases are reported to demonstrate the capabilities of this novel
wildfire simulation methodology.

Keywords: complex terrain; fire spread; immersed boundary method; level sets

1. Introduction

In the past few decades, wildland and wildland-urban interface (WUI) fires have
received substantial attention due to their destructive nature and extensive cost to lives and
property [1-3]. A large body of literature can be found on the subject, as seen in various
review articles [2,4,5]. Due to the complex nature of fire, limited computing resources,
and the needs of planners and first responders, most models of wildfires have historically
relied on simplified field-tested rules and correlations. Among these, the rate of the spread
model of Rothermel [6] assumes quasi-steady-state surface fire conditions, and takes, as
input, fuel properties, wind, terrain slope, and moisture that can be measured in situ. Fuel
models have been cataloged [7], and their parameters defined so that model users can
select and combine the most appropriate listed fuels. Rothermel’s rate of spread formula is
still widely used, and has been implemented in several simulation tools [8-18], enabling a
range of planning and operational forecasting capabilities.

Wildland fire modeling typically focuses on tracking the fire front, which can have
a complex shape that moves and deforms based on local conditions, like fuel loading,
moisture content, wind, and terrain. The fire front requires a mathematical representation.
The Lagrangian approach is based on a polygonal mesh of control markers that represents
the front [8,9]. On the other hand, an Eulerian representation allows for a fixed two-
dimensional mesh on which the fire front is defined implicitly by a scalar field. This scalar
field is called the level set function, and numerical methods that compute the function are
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called level set methods (LSM) [19,20]. Some wildfire solvers that use LSM to track the
fire front are described in the References [9,10,13,14]. A practical comparison of the two
techniques, as implemented in the Fire Dynamics Simulator (FDS) [21] and FARSITE [§], is
provided in Ref. [9].

Because the spread rate of the fire front depends in part on the local wind conditions,
a well-resolved wind field over complex terrain should improve the accuracy of the overall
model. The de facto physics-based technique for practical simulation of wind is the Large
Eddy Simulation (LES) [14,21,22]. For fire simulation over complex terrain, a range of
techniques are being developed, in particular, in the coupling of the fire and the wind.
For fast simulation of outdoor fires, an immersed boundary method has been interfaced
with a level set scheme [9] and the Rothermel fire spread model. The wind speed input
for Rothermel’s model results from the local velocity over the terrain which is affected by
fire buoyancy and flow evolution. These are, in turn, also influenced by wind atmospheric
conditions, accounted for within simulations using a mean wind forcing concept. This is a
first step at implementing a level set approach in an LES wind calculation with combustion.
It is recognized that in the empirically based development of the Rothermel formula, the
wind speed is not influenced by the local buoyancy-induced flow.

A number of other approaches to modeling fire spread over complex terrain exist.
A recent review, with an emphasis on operational applications, is given in [23]. A range
of approximations to modeling both wind and fire have been employed. The uniqueness
of the approach presented here is that, within a single computational tool, a range of
approximations to the wind and fire physics can be employed. This can support a direct
comparison between models of varying physical fidelity. For example, one can investigate
the difference in predicted fire behavior between a simulation that models fire spread and
heat release via the explicit accounting of the thermal degradation of vegetation and one
that approximates fire spread via an empirically based model.

In the following section, the mathematical model for fire spread over complex terrain is
described. The description of the terrain discretization is provided in Section 3. The various
fire spread methods are described in Section 4, and the atmospheric boundary conditions in
Section 5. Some flat terrain simulations are compared to experimental data, and a complex
terrain simulation is compared to an actual wildfire in Section 6.

2. Mathematical Model
2.1. Governing Equations

For fire modeling in the gas phase, FDS employs a low Mach approximation for
thermally driven buoyant and stratified flows [24]. Under this assumption, the pressure
field p can be viewed as the summation of two components: a background hydrostatic
pressure field f(z,t) used in the equation of state (ideal gas law), and a hydrodynamic
pressure p(x,y,z,t) driving fluid motion.

Consider a mixture composed of N chemical species &, moving on a fixed point x
in space with a mass weighted average velocity u(x, t). If p(x, t) is the mixture density,
the mass fraction for species « is Yy = px/p, where p,(x, t) is the species mass density and
0 = Y. pa. The scalar transport and momentum equations take the form:

opY,
gt“ +V - (pYaw) = =V -Jau il 4l a=1,..,N (1)
0 1
5 —uxw+VH-pV(1/p) = ;[(pfpo)gﬁﬁv'fm]' @)
where J4, = —pDy VY, is the diffusive flux for component a. Fick’s Law for binary diffu-

sion with respect to a background species is assumed, and D, is the diffusivity of « with
respect to the background species. Mass fractions Y, solution of Equation (1), must obey
realizability constraints 0 < Y; < 1and } , Yy = 1. In Equation (1) starting from a real-
izable solution, realizability implies ), J4, = 0. Therefore, to enforce realizability, errors
in diffusive transport are lumped into the most abundant species locally [25]. The volu-
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metric combustion source term for species « is i1’ (x, t); the term 7z}, is the contribution

to species « from subgrid particle gasification. These correspond to the amount of mass
per unit volume and time of species « being added or subtracted in a given point x due to
chemical reaction or gasification of solid particles (or droplets), respectively. Details of the
combustion model are provided below in Section 2.2.

In the momentum equation, the term H = |u|?>/2 + §/p, f is the perturbation pres-
sure, and po(z) is the modeled height-dependent background density of the atmosphere.
Additionally, w refers to the vorticity field. The gravity vector is g = (0,0, z), the buoy-
ancy force term is (p — po)g, fp is the term contributed by modeled particle drag forces,
and 74 is the deviatoric stress tensor accounting for molecular and subgrid turbulent
stresses parameterized by an effective eddy viscosity model, discussed below in Section 2.2.

Conservation of energy is achieved by forcing the flow field to obey the following
thermodynamic divergence constraint:

(V-u)th

1 _119P , wpog:
pcp T plot  pcpT

[ +dy —V-q" = V-q —u-V(oh,)]

pcpT

. Z(VVVV hw){ Ul -V (a) —u- VY], O

P

where h; , is the sensible enthalpy of species &, and ks is the sensible enthalpy of the
mixture, §", 4" are heat release rates due to combustion and particle gasification, T is

the local gas temperature, and w is the local vertical velocity. The mixture-specific heat at

constant pressure and molecular weight are ¢, = 20121:1 Cpa Yy and W= (fo\]:l Y./ Wa> l,
respectively. This thermodynamic divergence is derived from and acts as a proxy for
the sensible enthalpy evolution equation [26]. Equation (3) is derived by factoring the
divergence from the sensible enthalpy equation and applying the ideal gas law. Given a
background pressure and a local mass density, the local temperature is computed from the
ideal gas law as T = pW/(pR).

The term q” in Equation (3) represents the conductive and diffusive heat fluxes
discussed in Section 2.2. The net contribution from thermal radiation in the energy equation
is defined by:

=V g/ (x) =x(x) [U(x) —4n L (x)];  U(x) = [M I(x,s") ds’, 4)

where x(x) is the absorption coefficient, I, (x) is the source term, and I(x, s) is the solution
of the radiation transport equation (RTE) for a non-scattering gray gas:

s-VI(x,s) =x(x) [Ih(x) — I(x,s)]. 5)

The source term, I, requires special treatment because of the limited resolution of
the underlying numerical grid in the vicinity of flames. In large-scale fire simulations,
grid cells are typically on the order of tens of centimeters. Flame sheets cannot be resolved,
meaning that the computed cell-average temperature can be significantly lower than
temperatures one would expect to find in the reacting flame. Consequently, the source
term is approximated in grid cells where fuel and oxygen react. Elsewhere, the subgrid
temperature field is homogeneous, and the source term can be computed directly:

koT*/m  Outside flame zone, 4" =0
KIb = (6)

CkoT*/7m Inside flame zone, 4" > 0.
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The constant C is computed at each time step so that the volume integral of Equation (4)
over the entire flaming region is approximately equal to the volume integral of x, 4" over
that same region. Here, X is an empirical estimate of the global fraction of that energy
emitted as thermal radiation. Typically, a sooty fire radiates approximately one-third of the
total combustion energy.

The radiation equation is solved using a technique similar to a finite volume method
for convective transport, thus the name given to it is the Finite Volume Method (FVM).
Using approximately 100 discrete angles which are updated over multiple time-steps,
the finite volume solver requires about 20% of the total CPU time of a calculation, a modest
cost given the complexity of radiation heat transfer.

Section 4.1 discusses how Lagrangian particles are used to represent vegetation like
leaves, pine needles, and other subgrid objects. These particles absorb and emit thermal
radiation, and the underlying assumptions are described in that section.

2.2. Subgrid Parameterizations

In the formal derivation of the LES equations (see, e.g., [27,28]) the filtered nonlinear
terms (advection terms, mean chemical source term, and the unresolved boundary fluxes)
require subgrid-scale parameterizations. In this section, LES filter notation, as well as Carte-
sian tensor index notation, are used to clarify the terms used in the governing equations.

2.2.1. Subgrid Advection

Unresolved turbulent eddies enhance the transport of mass, momentum, and energy.
This added transport is accounted for with residual stresses and scalar fluxes. The subgrid-
scale stress tensor is defined as

Tisjgs p(u’l\u/] - ﬁlﬁj)/ (7)

where an overline represents a volumetric filter and the tilde represents a Favre filter
(see, e.g., [29]).

In FDS, the deviatoric part of the subgrid stress tensor is modeled using the gradient
diffusion hypothesis. Thus, the combined deviatoric stress may be written as follows:

_ 1 ~ 1
Tgev =Tjj + Tisjgs _ ngjfs = —2(‘11 + Ht) |:51] — 3Skk:| , (8)
where the symmetric rate-of-strain tensor is Sl-j = %(aui/ ax]- + Buj /9x;), and p; is an

isotropic eddy viscosity. Note that T;; is already the deviatoric part of the molecular stress
as the isotropic part is the pressure; y is the molecular dynamic viscosity.

The eddy viscosity y; is an important quantity in the simulation, as it affects all the
turbulent transport and subgrid mixing time-scales, which, as shown below, are crucial to
the combustion model. In FDS, the eddy viscosity is modeled as [27,30]

Ut = PCVA ksgs/ )

with the constant taken as C, = 0.1 (this value can be derived, assuming production
equals dissipation and a model Kolmogorov spectrum [27]; the model is also tested against
decaying isotropic turbulence [31]). In practice, the filter scale A is taken as the cube root of
the cell volume. Deardorff [30] solved a transport equation for the subgrid kinetic energy
per unit mass, ksgs, in order to account for subgrid buoyancy. In FDS, the density field is
sufficiently resolved to account for buoyant plume accelerations, and therefore it is found
that an algebraic closure for ksgs is sufficient. Following the work of Bardina [32], a scale-
similarity idea is used; the subgrid kinetic energy per unit mass is modeled as follows:

ksgs = = (i1; — ;) (i1; — 1), (10)
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where the hat represents a test filter at a scale 2A. For the first Cartesian cell off the wall,
where a test filter is not well-defined, the eddy viscosity is taken from the WALE model [33].

Subgrid advection of mass and heat are also modeled using gradient diffusion. The tur-
bulent diffusivities use constant turbulent Schmidt and Prandtl numbers, both set to 0.5; this
simplification is justified based on high-resolution simulations of fire plumes (see, e.g., [34]).
For mass diffusion of species « in direction i, the flux is

]tx,i = ]_tx,i + ]Zig;s = _p(Da + 7)

(11)

Effective thermal conductivity and mass diffusivity are used in the heat flux, which may be
written as B
oYy
ox;

¢
g = — (k+ytp Ehsa pDa + yt)

12
Pr; axl m Scy (12)

2.2.2. Filtered Chemical Source Term

FDS treats combustion chemistry using a simplified approach. Only fuel, air, and prod-
ucts, referred to as “lumped species”, are tracked. Lumped species are groups of species
that transport and react together and are always found in the same proportion. For ex-
ample, air is a lumped species made up of 23% O, and 77% N, by mass. For vegetation,
a surrogate hydrocarbon, fuel, is usually assumed. For example, cellulose may be assumed
to decompose to a volatile fuel gas with the formula C4H;9Os. The products are defined
stoichiometrically, often including prescribed yields of soot (for smoke) and carbon monox-
ide that may be obtained from empirical relationships for the specific fuel or from other
sources (e.g., [35]). Then, usually, a single reaction is tracked (more complicated reaction
schemes are possible in the code, but for this work, a single reaction is sufficient):

Fuel 4 s Air — (1 + s) Products, (13)

where s is the mass stoichiometric coefficient.

In LES of turbulent combustion, the filtered chemical source term, n'T’X”, is unclosed be-
cause the reaction kinetics are nonlinear functions of species concentration and temperature.
However, since the heat-releasing reactions in a fire are extremely fast compared to the time
scales for turbulent mixing, it is common practice in fire dynamics simulations to utilize
the eddy dissipation model of Magnussen and Hjertager [36] (see also [29]). The mass
production term for the fuel species is written as

W = —p min(Yp,YA/s). (14)
Tnix
This formula states that the fuel is consumed at a rate proportional to the local
limiting reactant concentration, and inversely proportional to the local mixing time-scale.
This is the so-called “mixed is burnt” approximation. The mixing time-scale is given
by Tyix = min(7y, Ty, Tg) [37], where the time-scales for diffusion, turbulent advection,
and gravitational acceleration are, respectively,

1, = A%/ Dy (15)
Ty = Culd/\/(2/3)ksgs (16)

T, = \/2A/3. (17)

Here, Dr is the binary diffusivity of the fuel species in air, ksgs is the modeled subgrid
kinetic energy per unit mass discussed above, and g is the gravitational acceleration.
The constant C; = 0.4 is determined by matching flame height correlations across a wide
range of fire Froude numbers [28].
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The remaining mass production rates are found from stoichiometry. The local heat

release rate, q’ " an important term in Equation (3), is then determined from

i =~ L, s
o

where Al , are the heats of formation for each lumped species a.

Flame Extinction

One of the advantages of a physics-based tool like FDS is the possibility of building
into the model the effects of defensive actions on the fire spread rate. FDS uses simple
empirical rules to predict local extinction within a gas phase grid cell based on resolved
species concentrations and the mean cell temperature. The rules are based on the concept
of a critical flame temperature. The basic theory behind the critical flame temperature is
described in [38]. In brief, if the local heat release given by Equation (18) is not sufficient
to raise the cell temperature above the CFT, then m7¥’ is set to zero for that cell for that
time-step. Note that the flame extinction model does not directly affect surface cooling
or smothering of the vegetative fuel, which may happen with certain fire suppression
activities. However, such tactics can be accounted for through modifications to the solid
fuel thermal degradation model discussed below.

2.2.3. Unresolved Boundary Fluxes

In this section, the wall functions used to close the mass, momentum, and energy
fluxes on solid boundaries are discussed. Mass transfer of moisture and fuel from the
surface is discussed in more detail below in Section 4, where the various flames spread
models are compared (which is really the main focus of this paper).

The scaled streamwise velocity is denoted ut = u/u;, where the friction veloc-
ity is ur = /Tw/p and 7 is the wall stress needed to close the momentum equation,
Equation (2). For rough walls, FDS employs the log law presented in [27],

+_ 1.y Bt
wt = —In(4) +B(s), (19)
where x = 0.41 is the von Kérman constant, st = s/, is the roughness length in viscous
units, s is the dimensional “sand grain” roughness, and 6, = u/(pur) is the viscous
length scale. The distance to the wall, y, is taken as dy/2 for the first off-wall grid cell.
The parameter B varies with s™ but attains a constant value B, = 8.5 in the fully rough
limit. In FDS, B is implemented as the following piece-wise function:

B+ (1/x)In(s*) for st <5.83
Bnax for 583 <st <300 , (20)
B, for sT >30.0

T
Il

where Bax = 9.5.
In the fully rough limit, the sand grain roughness may be equated to the aerodynamic
roughness, zg, typically employed in atmospheric codes for a neutral boundary layer,

s = 20e%" &~ 32.6 2. (21)

It is important to appreciate that FDS was originally designed to handle compartment
fires and must consider flows with smooth walls, such as HVAC ducts. Further, FDS
typically resolves the thermal motions that would necessitate the use of Monin—-Obukhov
stability corrections to the boundary profile.

The unresolved heat flux at the surface, 4;, is determined using an engineering approach,

G = h(Tg - Tw), (22)
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where / is the convective heat transfer coefficient, Ty, is the local temperature of the surface,
and Ty is the temperature of the first gas phase cell off the wall. Empirical natural/forced
convection correlations are used to determine h:

k k

h = max C|Tg—Tw|1/3, ENu, m ’

(23)
where C is a empirical coefficient for natural convection (1.52 for a horizontal plate and
1.31 for a vertical plane or cylinder) [39], L is a characteristic length related to the size of the
physical obstruction, and k is the thermal conductivity of the gas. The forced convection
Nusselt number (Nu) depends on the geometry and flow characteristics [39,40]. Further
details are provided in [28].

Again, this simple approach is viable because FDS usually resolves the thermal flow
fields that would necessitate added complexity. However, future work is planned to explore
improvements to wall functions that may lead to better results at coarser grid resolution.

3. Terrain Description and Discretization

In Figure 1, the terrain is represented by its surface triangulation within an FDS
Cartesian mesh. Some Cartesian cells and faces belonging to this mesh are transversed by
the terrain surface. The remaining polyhedra and polygons that lie on the gas side of these
intersected geometries are called cut-cells and cut-faces. They discretize the fluid domain
in the region surrounding the solid surface. A detail of this unstructured mesh is shown in
Figure 1. The resulting cut-cells and cut-faces are of various sizes and shapes, and situations
where there are more than one cut-cell per Cartesian cell are common. As described later,
small cells impose a temporal stability constraint on explicit time integration schemes.
A two-level grid refinement hierarchy emerges. The coarse level is defined by the Cartesian
entities, whereas the fine level is defined by the cut-cell or unstructured components.
Methods that solve discrete model equations on these grids are called cut-cell or embedded
boundary methods [41]. Reliably defining the cut-cell mesh geometric properties and
topology is a complex problem in and of itself, but beyond the scope of this paper.

-- Cartesian Level
ik
]
IQ --- Cut-cell Level
(a) (b)

Figure 1. Sketch of regular Cartesian and cut-cell grids around terrain: (a) An unstructured cut-cell
region is defined on the gas phase side around a terrain T. (b) Detail showing a slice representative
of cut-cells and regular gas cells, terrain triangulation, and two level refinement interpretations.
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3.1. Cut-Cell Scalar Transport and Energy Discretization

The equations for chemical species transport are discretized using the finite volume
method (FV) [42,43], as outlined in the diagram of Figure 2. Integrating Equation (1) over a
cut-cell ii with control volume ();; gives:

aleX = s 1 - 1
/ﬁ 2 dV+/QHV (PYau)dV = —/QHV Jd,XdV—i—/Qﬁ (4w ) AV, 24)

For a cut-cell control volume, the time derivative and source terms are approximated by

JpY, Vi S —
/Q B av ~ Loty / (i) av s (g + i ) Vi,(25)

ii

where Vj; is the volume of cell ii and the overlines imply cell averages. In the following,
the notation is simplified by dropping overlines, observing that quantities are cell- or
face-averaged. Consider the FV discretization of the diffusive term of Equation (24) on
cut-cell ii of Figure 2:

¢

[V Jadv = [ (=pD.VY) hdS = Y (~pDaVYa)y e A (26)
i i k=1

The integral over the cut-cell volume has been transformed in an area integral on its
ng = 5 faces using the divergence theorem. As these k-faces with areas Ay and outward
normals fi;; , are planar by construction, the method for evaluation of their mean diffu-
sive fluxes (—pD, VY, ), will define the spatial accuracy of the discretization. Centroid
to centroid (i.e., Axc in Figure 2) finite differences and linear interpolation are used to
approximate VY, and pD, for each face belonging to the gas phase. Additionally, a normal
probe approach [44], is employed to sample information from the fluid to define fluxes in
boundary cut-faces. In a normal probe method, an external point is defined at a normal
distance from the body of the order of the cartesian grid size. Then, information from the
fluid at this external point is obtained via interpolation.

. €3 €2
Fluid —_——
4
‘ Axcc ‘ n
; ) ’ ; €4 epf - €1

(@)

Figure 2. Sketch of cut-cell and faces: (a) Cut-cell ii surrounded by gas phase regular and cut-faces

(3-5), and boundary cut-faces (1-2). (b) Interpolation sketch for wall-modeled, immersed boundary
reconstruction of cut-face velocities.
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Similarly, the discretization of the advective term is:

g

[oveevwdv = [ (pYew agdS~ Y (pVewyfige A (@)

Qi i k=1

where the advective flux for face k is (pYyu), = [pYu],ux, and the over bar in [0Y,], means
it is a flux-limited interpolation to the cut-face [10]. In the cut-cell region, a Godunov flux
limited interpolation for the advective term is used. Flux-limited interpolation is one of
the fundamental components of stable numerical schemes for hyperbolic equations [43],
of which mass transport inherits its mathematical properties. The time integration scheme
in FDS is an explicit Runge-Kutta (RK2) method, all variables in the right-hand side of
Equations (26) and (27) are assumed to be known. Explicit Runge—Kutta time integration
methods are single-step multistage schemes widely used for advancing ordinary and
partial differential equations [45]. The FV counterpart of the thermodynamic divergence
expression for cut-cell ii is:

! 1]9pic , ., i pog:
vV-u)thy, = |:_]11V”+ ii Vi
ng -
T ey | )iVi — L dig ik Ak — - V(phs) Vi (28)
P p 11 =1

ng
(i’ + 1ty )i Vi = Y Jaiie - Riie Ak — w0~ V(0Ya) Vi
k=1

7

s 1y (W _ haa )

Pii R Wa Cc pT i
where the over-line terms refer to flux-limited interpolation of corresponding scalars,
and terms defined with subscript ii refer to cell-defined quantities. All heat and mass
fluxes and scalars are assumed to be known. Additionally, the vertical velocity w;; is
interpolated to the cut-cell centroid. Details of the FDS time-integration scheme can be
found in the References [10,26]. For each RK2 substep, the species transport equations
are advanced in all FDS Cartesian cells, and then the solution (explicit fluxes and scalar
densities) is recomputed on the unstructured cut-cell region. A similar procedure is done
for the thermodynamic divergence. As an explicit time-integrator is used, in general, there
will arise cut-cells whose small size will severely penalize the time-step. These cut-cells are
linked to larger surrounding cells. Cell-linking, in the context of momentum equations,
can be found in the Reference [46]. In FDS, the momentum equations and pressure Poisson
equation are solved on the Cartesian mesh. Therefore, an immersed boundary method
is used to reconstruct velocities in the cut-cell region. A divergence integral equivalence
argument is used to transfer the divergence from cut-cells to the underlying Cartesian cells
in order to build the source term of the Poisson equation for the pressure.

3.2. Immersed Boundary Method and Wall Modeling

Collecting advective, shear stress, and force terms in F(u, x, t) within Equation (2),
the model momentum transport problem can be written as [10]:

a“g’;’ﬂ = —F(uxt)— VH(xt) (29)
V-u(x,t) = (V-u)th, (30)

where Equation (29) is the momentum equation, subject to a specified divergence field,
provided by Equation (3). Boundary conditions are prescribed for u(x, t) on boundaries,
including the immersed terrain.
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The previous equations are advanced in time using a fractional step method. As
an illustration, consider their Forward Euler (FE) update from ¢, to ¢,,11 = f, + At. Given

u = u(x,t,), (V- u)™" are known:

un+1 —u"
——— = —-F'-VH" 31
A (31)
Vot = (Vo) (32)
where u"*! represents a numerical solution at time t,, . This discrete FE update corre-

sponds to the first sub-step of the FDS explicit RK2 integrator. The potential field H(x, t)
does not have a time evolution equation, and it is responsible for enforcing the divergence
condition and is used on the projection step. Taking the divergence of Equation (31) and
considering the constraint, Equation (32), the two steps of the method are:

1. Solve Poisson equation for H":

(v X u)th,n+l _Vv. u”

. 7’1:_
V.-VH A

—V.F". (33)

2. Obtain final velocity for step:
u" = u" — AtF" + VH"]. (34)

A consequence of the projection scheme is that boundary conditions are required on
the Poisson equation, Equation (33). For explicit methods and stationary solid boundaries,
the corresponding boundary condition is homogeneous Neumann for H" in 92, 0()y, ...,
0Opods [47]. Next, an approximation to the no-slip boundary condition at the immersed
terrain surface is needed. To this end, a direct forcing immersed boundary method (IBM)
for the momentum equations [48] is employed. A force field is computed on the discrete
momentum equations on grid faces crossed by the immersed surfaces to approximate the
no-slip boundary condition on these. In LES, the surrounding velocity field is modeled
using an equilibrium boundary layer solution.

In Figure 2, the velocity update in each of the gas phase cut-face centroids d is done
by individualizing point B on the boundary and the normal direction through these.
Additionally, an external point e, through the normal fi is defined at a distance J,y, of the
order of the Cartesian cells’ size. Known velocities and fluid parameters are interpolated

from the surrounding fluid points ey, ..., es to ey. This information is used to estimate
An+1,k—1

a target velocity at step n + 1, 4, at point d, assuming the log law equilibrium
boundary layer solution of Section 2.2.3. The target velocity ﬁsﬂ’k_l component on the

cut-face centroid is flux-matched to the underlying Cartesian face E velocity component
n+1,k—1

g . Finally, an immersed boundary force
P AL ) (.
Fe=- At o (35)

can be computed and used in Equation (33) to take into account the presence of the body.
The index k refers, in this context, to the sub-iteration that can be performed in the IB force,
Equation (35), and projection, Equations (33) and (34), to match final velocities with the
wall-modeled targets. This velocity reconstruction procedure has been combined with the
level set method for fire spread described in the next section.

4. Wildland Fire Spread

There are various types of wildland fire spread models to choose from, and the choice
depends on the desired level of physical fidelity and the available computing resources.
The choice also depends on the nature of the fire. For example, for surface vegetation
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like dry grass, the fire behavior depends on the orientation of the local wind relative to
the direction of fire spread. For head fires, the wind flow and fire spread are in the same
direction. Back fires spread against the wind; flank fires spread laterally. Typically, the head
fire exhibits the widest front width, most rapid spread, and longest flame lengths that tilt
toward the virgin vegetation. Back fires exhibit the least rapid spread, most narrow front
width, and shortest flame lengths that tilt away from the virgin vegetation. Of these three
types of fire, the head fire is least demanding in terms of grid resolution, and the back fire,
the most.

1.  Particle Model: The vegetation (surface and raised) is represented by a collection
of Lagrangian particles that are heated via convection and radiation. This model,
with sufficient grid resolution, is appropriate for head, back, and flank surface fires,
as well as fire through raised vegetation (e.g., trees). Heat transfer in the volume
containing the vegetation is modeled in all three directions. This model is appropriate
for grid resolutions of the order of 1 m or less, depending on the size of the flame base
and properties of the vegetation (e.g., [49]).

2. Boundary Fuel Model: Surface vegetation has its own grid and is modeled like a
porous solid with a thickness equal to the height of the vegetation. This model was
designed for head fire spread in surface vegetation based on the assumption that
heat transfer in the fuel bed is dominated by radiation from the overhead flame, and
therefore in the vertical direction. In the implementation here, the height of the surface
vegetation is assumed to be unresolved on the grid. The appropriate gas-phase grid
resolution of the order is of 1 m to 10 m.

3. Level Set Method: The fire-front of a surface fire propagates using purely empirical
rules in a level set method. Thermal degradation of the surface vegetation is not
modeled. More than one implementation of this method is possible, largely differ-
entiated by how the wind and fire-atmosphere interaction is modeled. The simpler
implementations of this model can use grid resolutions that are coarser and 10 m or
greater, than the more physics-based particle and boundary fuel models. The level set
model can be used for fire spread in the surface vegetation, along with the particle
model for fire behavior in raised vegetation.

The Particle Method and Boundary Fuel Model require thermo-physical properties of
the vegetative fuels, and the fire spread rate is predicted by the model. The Level Set Method
relies on a set of predetermined spread rates for different types of vegetation and wind
speeds. The pyrolysis model, developed specifically for vegetation [50-52], consists of
three reactions:

1. Endothermic moisture evaporation
Wet Vegetation — viy,0 HyO + (1 — vp,0) Dry Vegetation;  vp,0 = HLM ; (36)
2. Endothermic pyrolysis of dry vegetation
Dry Vegetation — Ve, Char + (1 — Vepar) Fuel Gas; (37)
3. Exothermic char oxidation
Char + v, char O2 = (1 + V0, char — Vash) CO2 + V,gh Ash. (38)

M is the vegetation moisture content or moisture fraction determined on a dry weight
basis. V¢hgy is the mass fraction of dry vegetation that is converted to char during pyrolysis.
V0, char 18 the mass of oxygen required per unit mass of char consumed. v,4}, is the mass
fraction of char that is converted to ash during char oxidation. Reaction rates and the
various empirical kinetic constants are given in the References [50-52].
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4.1. Particle Model

Lagrangian particles represent different types of vegetation, like leaves, grass, and pine
needles. Each type of vegetation is represented by a single particle in each computational
grid cell (multiple particles within a cell are permitted, but may not be the most computa-
tionally efficient approach). Most often, the particle is assumed to be cylindrical in shape,
but it can be spherical or planar. The particle is assigned a diameter based on the measured
surface area to volume ratio, ¢’. The length is relatively unimportant, so long as it is
assumed to be much greater than the diameter. Material properties are assigned for the wet
vegetation, which is assumed to dry out, decompose to char, and then exothermally oxidize
when exposed to heat from an oncoming fire. The drag force exerted by the collection of
particles is given by:

fo =5 CaCepo’ulul, (39)

where p is the air density, Cy is the drag coefficient, C; is the shape factor (ratio of projected
area to surface area), § is the packing ratio, ¢’ is the surface area to volume ratio, and u is
the air velocity. The diameter is specified via the surface area to volume ratio, and ¢/ = 2/r
for a cylinder. The packing ratio is the volume of solid needles divided by the volume they
occupy, typically denoted B. It is calculated by dividing the dry mass of vegetation per unit
volume, the so-called “bulk density”, by the density of the dry vegetation, pq4.

The drag coefficient for miscellaneous vegetation is taken to be 2.8, based on wind
tunnel measurements [53]. The shape factor is assumed to be 0.25, which is the exact
value for spheres and an approximate value for randomly oriented cylinders. In practice,
the single term

k= CsBo’ (40)

can be easier to determine than the three individual terms by measuring the relative amount
of sunlight, W, that penetrates through a layer of vegetation of depth ¢:

_an

3 (41)

This value of « also serves as the absorption coefficient for thermal radiation for a
collection of particles.

The Lagrangian particles that represent vegetation are assumed to be thermally thick,
but for simplicity, the heat conduction within the particle is assumed to be one-dimensional
in either a cylindrical or spherical coordinate system. It is assumed that the particles
interact with the surrounding gas via an additional source term in the energy conservation
equation. For a grid cell with indices ijk, the source term is:

(=V-q)ijk = Y _%p (uijk —4o Tf§>, (42)

where T}, is the particle surface temperature and the summation is over all the particles
within the cell. The effective absorption coefficient for a single particle is given by

f AP /
= — = 4
Kp 4V CS ﬁ g, ( 3)
where Ap, is the surface area of the particle, V is the volume of the cell, and f is the number
of actual particles represented by the single modeled particle. Notice that the absorption
coefficient plays a role for both drag and radiation heat transfer.
The net radiative heat flux onto the surface of the particle is taken as:

. Uijk
qé’:e( i] —(ﬂé), (44)
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where € is the emissivity of the particle surface, typically assumed to be about 0.9. The con-
vective heat transfer to the surface is given by:

gl =h(Ty—Ts); h= %Nu. (45)
L is a characteristic length equal to the diameter of the sphere or cylinder. The Nusselt
number is given by:
n plulL

Nu = C; + CRe"Pr"; Re = " ; Pr=207. (46)

For cylindrical particles, the default values are C; = 0, C; = 0.683, n = 0.466, m = 0.33,

and L = D, the diameter of the cylinder. For spherical particles, the default values are
C1=2,C,=06,n=05m=0.33, and L = D, the diameter of the sphere [40].

4.2. Boundary Fuel Model

In many simulations of wildland fire, the surface vegetation layer is too shallow to be
resolved explicitly, as is done when using Lagrangian particles to represent the vegetation.
In such cases, the surface vegetation can be modeled as a porous boundary consisting
of a layer of dry vegetation, moisture, and air, underneath which is hard ground [21].
The drag exerted by the vegetation is modeled using a special velocity boundary condition,
and convective heat transfer is modeled via a source term in the one-dimensional heat
conduction equation that is solved through the layer of vegetation and solid ground.
Thermal radiation penetrates the vegetation layer via a 1D radiative transport equation
that is used for semi-transparent solids.

The Boundary Fuel and Particle Models share the same basic input parameters and
pyrolysis model. The drag exerted on the wind flowing through the vegetation is imposed
as a force term in the gas phase grid cell adjacent to the boundary:

h
f, = ngCS/%(r’iuHuH, (47)

where the parameters are the same as in Equation (39) except for the additional depth of
vegetation, h,, height of a grid cell, dz, and u is the gas velocity in the first grid cell.

Thermal radiation is absorbed in depth according to a 1D radiative transport solver.
The absorption coefficient is given by:

k= Cs0o' B. (48)

Thermal convection is not imposed at the interface between the gas phase and the
vegetation layer, but rather imposed via a source term in the 1D heat conduction solver:

(G0p) =o' Bac, (49)

where g¢ is given by Equation (45) and the gas velocity, |u|, and temperature, Ty, are taken
from the first gas phase grid cell adjacent to the boundary, and the particle surface temper-
ature, T, is extracted from the solution of the 1D heat conduction equation.

4.3. Level Set Model

For simulations of wildland fires spanning large areas that cannot be gridded finely
enough to predict fire spread using the particle or boundary fuel models for vegetation,
fire spread via a level approach is used [9]. It is assumed that a surface fire spreading
from a point under certain wind, slope, and vegetation conditions does so with an ellipse-
shaped fire front with, for an effective wind vector, a fixed length-to-breadth ratio [8,9].
Determining the spread rate vector at a point on the simulated fire front requires a formula
for the magnitude of head fire rate of spread which is adjusted based on the location of the
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point on the idealized ellipse (e.g., head versus flank fire). This location is determined from
the orientation of the effective wind vector relative to the normal to fire front represented
by the level set.

The location of a fire front at time ¢ is defined by the set of points x, iy, where the level
set scalar function ¢(x,y,t) = 0. The advection equation for the level set function is

W = %+RuU.V(¢) =0, (50)
where Ry», = (Ry, Ry) is the spread rate vector.

As stated above, the magnitude of the spread rate vector on a point on the level set fire
front is determined by adjusting the magnitude of the head fire spread rate. The direction
of the spread rate vector is assumed to be normal to the fire front. A formula for magni-
tude of the head fire spread rate can be obtained a number of ways, including empirical
models [54] and physics-based simulations [55]. A commonly used semi-empirical model
is the Rothermel model [6,56], which can be implemented in FDS. Here, the magnitude of
the head fire spread rate is

[Ruo| :R0(1+\/(¢w+¢s)‘(¢w+¢s))/ (51)

where Ry is the zero-velocity, zero-slope rate of spread that depends on the fuel properties.
The vectors ¢y, ¢ > 0 are computed using the local wind and slope through empirical
rules [57]. See Appendix 1 of Reference [9] for details on these calculations. The Rothermel
model has been used in other CFD-based approaches, including the atmospheric weighted
models WRF-SFIRE [17] and CAWEFE [11].

In FDS, the level set spread model can be implemented in the following ways:

1. Only the level set simulation is performed, with a constant and uniform specified
wind and slope. The wind is not affected by the terrain, and there is no fire.

2. The wind field is established over the terrain, but it is “frozen” when the fire ignites.

3. The wind field follows the terrain, but there is no actual fire in the simulation,
just front-tracking. The level set evolves continuously in time with the flow field.

4. The wind and fire are fully coupled, and the resulting wind values are used in the
head fire spread-rate formula. When the fire-front arrives at a given surface cell,
it burns for a finite duration and with a heat release per unit area provided as part of
the fuel model.

5. The wind and fire are fully coupled in the gas phase, but the head fire spread-rate is
not influenced by the wind speed.

When fully coupled to the CFD model, the level set function acts as an igniter, as it
reaches a new surface cell. The cell burns for a pre-determined amount of time. For cases
where the depth of the fireline is less than the size of a grid cell, the burning time is
extended, while the burning rate is decreased so as to maintain conservation of fuel mass.

5. Atmospheric Wind Boundary Conditions

For outdoor flows, FDS prescribes the wind field through special “open” boundary
conditions on the exterior of the computational domain. The boundary conditions consist
of three components:

(i) The specified upstream wind field (vertical profile of streamwise velocity components)
based on prescribed Monin-Obukhov parameters imposed on fluid elements entering
the domain;

(ii) Optional specification of upstream turbulence based on Jarrin’s synthetic eddy method [58]
(which is possible with the code, but not utilized in the test cases within this paper); and

(iii) Nonuniform and nonstationary Dirichlet pressure boundary values for the Poisson equation.

The following sections provide more detail on the implementation of the boundary
profiles and the pressure boundary conditions.
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5.1. Velocity and Temperature Profiles

While completely custom vertical boundary profiles of velocity and temperature
are possible, the wind field is usually specified via Monin—-Obukhov (MO) similarity
parameters [59]: Obukhov length scale, L, aerodynamic roughness height, zp, wind
speed, u;, and temperature, T;, at a reference height z,. For a given set of MO param-
eters, FDS generates velocity and temperature profiles as functions of height, as shown in
Figure 3. These values are specified for any fluid elements entering the domain at height z,
including along the top of the domain. Convective outflow boundaries are applied locally
for any fluid elements leaving the domain. The profiles can vary in time allowing one-way
“downscaling” from either weather observations or output from a numerical weather pre-
diction (NWP) model. However, two-way coupling with an NWP model (e.g., [14,60]) has
not yet been implemented with FDS.

30
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Figure 3. Monin-Obukhov velocity and temperature profiles for inflow boundary conditions. Here,
parameters are L = —500 m, zg = 0.03 m, and u, = 4.8 m/sand T, = 34 °C.

5.2. Pressure Boundary Values

The Poisson equation for H, Equation (33), links the momentum equation with mass
and energy in the low-Mach flow algorithm. The boundary conditions for this equation
determine the inflow and outflow velocity component values. Let n denote a unit normal
vector pointing into the domain. Boundary values at an interface are denoted with a
subscript “I”. Then, u; - n > 0 is an inflow, and u; - n < 0 is an outflow condition.

At an inflow, the mean viscous and convective forces are generally small, and a sim-
plified momentum equation may be used to develop a boundary value for H, namely,
ou;/ot = —dH/dx;. To develop the boundary condition, let # denote the x-component
of velocity and consider an interface normal to x pointing into the domain. The pre-
scribed external wind field velocity component at height z and time ¢ (discussed above in
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Section 5.1) is denoted u,,4(z, t). Using a one-sided difference for H and an explicit Euler
approximation of the velocity time derivative, the boundary value for H may be written as

H =H" , £ Ax Uying 1(2,t) — uf

1t AL if ur-n>0. (52)

At an outflow boundary, H is set equal to the local kinetic energy per unit mass from
the cell just upwind of the boundary:

1 .
Hy = S(a"a" +0"0" + @"a@") .y if uj-n <=0 (53)
The overbar on the velocity components denotes a linear interpolation of the primitive
staggered component values to the cell center.

6. Numerical Experiments
6.1. Flat Terrain Fire Spread

In July and August of 1986, the Commonwealth Scientific and Industrial Research
Organisation (CSIRO) of Australia conducted controlled grassland fire experiments near
Darwin, Northern Territory [61]. July and August are in the middle of the dry season when
the grasses are fully cured (dried) and the weather is warm and dry. The experiments were
conducted on flat plots measuring 100 m by 100 m, 200 m by 200 m, or 200 m by 300 m.
Two cases have been simulated. Case C064 was conducted on a 100 m by 100 m plot of
kerosene grass (Eriachne burkittii); Case F19 was conducted on a 200 m by 200 m plot of
kangaroo grass (Themeda australis).

Two of these experiments were originally simulated with FDS by Mell et al. [21]
using a form of the Boundary Fuel Model. Now these two experiments are also simulated
using the Lagrangian Particle Model and the Level Set Model. The level set simulations of
Case C064 use fuel index 1 (Short Grass) and for Case F19, fuel index 3 (Tall Grass) [6,56].

Measured bulk properties of the grasses burned in the two experiments are listed in
Table 1. Properties that were not measured are listed in Table 2. These assumed properties
are typically for wood or cellulosic fuels. The moisture is modeled as water. The grass is
assumed to be composed primarily of cellulose.

Table 1. Measured properties for the CSIRO Grassland Fire cases [61].

Property Units Case C064 Case F19
Wind Speed m/s 4.6 4.8
Ambient Temperature °C 32 34
Surface Area to Volume Ratio m~! 9770 12,240
Grass Height m 0.21 0.51
Bulk Mass per Unit Area kg/m? 0.283 0.313
Moisture Fraction Y% 6.3 5.8
Measured RoS m/s 1.2 1.5

Calc’d RoS, Particle Method (0.25 m,

0.5m, 1.0 m resolution) m/s 1.1,12,1.2 14,13,14
Calc’d RoS, Boundary Fuel Method

(0.25 m, 0.5 m, 1.0 m resolution) m/s 13,1.3,1.3 1514,17
Calc’d RoS, Level Set Method (5 m, m/s 0.5,0.6, 0.6 10,11,1.2

10 m, 20 m resolution)

Snapshots of the Lagrangian particle simulation of Case F19 compared to photographs
of the experiment are shown in Figure 4. The plot of grass is 200 m by 200 m, and the
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computational domain is 240 m by 240 m by 20 m high. The grid cells are 0.5 m cubes.
The domain is subdivided into 36 individual meshes and run in parallel. A blade of grass
is represented by a single cylindrically shaped particle within a grid cell. The radius of
the cylinder is derived from the measured surface area to volume ratio of the grass. Each
simulated blade of grass represents many more actual blades of grass. The weighting factor
is determined from the measured bulk mass per unit area. The fires in the experiments
were ignited by two field workers carrying drip torches walking in opposite directions
along the upwind boundary of the plot (the red strip in Figure 4). In FDS, this action was
modeled using a specified spread rate along the strip.

Time: 56 &

Time: 86 s

Time: 138 5

Figure 4. Photographs of the experiment and snapshots of the simulation (medium resolution Particle Model) of CSIRO
Grassland Fire F19, 56 s, 86 s, and 138 s following ignition.

The simulations were conducted with the three different fire spread models, and each
case was run with three levels of spatial resolution. The simulations using the Particle and
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Boundary Fuel Models were run with cubic grid cells that were 0.25m, 0.5 m, and 1 mon a
side. The simulations using the Level Set Model were run with cells of 5 m, 10 m, and 20 m.
The predicted rates of spread for the two cases are listed in Table 1 and shown graphically
in Figure 5. For these simulations, the rate of spread predicted by the Particle and Boundary
Fuel Models are comparable to the measured rate of spread, while the level set method
under-predicts the RoS. The under-prediction by the level set simulations is a consequence
of the limitations of the Rothermel model, which is based on empirical relations largely
derived from laboratory-scale experiments. It is well-known that practical application of
the Rothermel model often requires calibration for the case of interest [62]. The use of the
Rothermel for the head fire spread rate in surface vegetation in FDS is to be viewed as a
placeholder that is in-line with other CFD-based models. If the observed head fire rate
of spread for the F19 and C064 experiments is used in FDS, then good agreement with
the observed fire perimeter is obtained (not shown). Further work is needed to develop
rate-of-spread models appropriate for use with the Level Set Model (e.g., [55]).

Table 2. Assumed properties for various types of dried grass and soil. Note that the Pyrolysis
Temperature is taken to be the temperature at which the mass loss rate peaks in the TGA experiments
of Morvan and Dupuy [51].

Property Units Value Reference
Chemical Composition - CeH1005 Assumption
Heat of Combustion kJ/kg 15,600 [63]
Soot Yield kg/kg 0.015 [64]
Char Yield kg/kg 0.2 [63]
Specific Heat kJ/(kg-K) 1.5 Various sources
Conductivity W/(m-K) 0.1 Assumption
Density kg/ m3 512 [6]
Heat of Pyrolysis kJ/kg 418 [51]
Pyrolyis Temperature °C 200 [51]
Obukhov Length m —500 Assumption
Aerodynamic Roughness Length m 0.03 Assumption
Drag Coefficient - 2.8 [53]

Soil Specific Heat kJ/(kg-K) 2.0 [65]

Soil Conductivity W/(m-K) 0.25 [65]

Soil Density kg/m3 1300 [65]

Figure 6 shows contours of heat release rates near the surface compared to the ob-
served flame front for the high-resolution (0.25 m) Particle Model. These contours may be
compared to the head fire spread rates at the top of Figure 5. Case F19 contours are shown
on the right, and may be compared to the flame images in Figure 4. These results show
some improvement to the flank fire spread rates compared to previous simulations with
FDS conducted by Mell et al. in 2007 [21].

However, it is difficult to compare the present results with those from [21]. The un-
derlying numerical model, FDS, has undergone a major revision over the past decade,
changing the basic finite-difference scheme, boundary conditions, drag modeling, and so
on, and the vegetation-specific models have changed as well, most notably the charring
reaction. In addition, the amount of information about the grasses and field conditions
is limited, and the thermal and kinetic parameters gleaned from various sources are gen-
erally average values over a wide range of vegetation types. A sensitivity study [66]
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for the particle model simulations reveals that near-surface wind speed has the most di-
rect effect on the rate of spread (RoS), and the combined effect of the dozens of thermal,
kinetic, and numerical parameters would certainly explain the difference in RoS between
the 2007 results and those of this study.
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Figure 5. Comparison of the measured and predicted fire front position for the CSIRO Grassland Fires using three different
methods of fire spread.
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Figure 6. Contours of heat release rate in a plane near the surface from the fine resolution (0.25 m) Particle Model compared
to observations of CSIRO Grassland Fires C064 (left) and F19 (right).

6.2. Complex Terrain Fire Spread

This section presents an example of the methodologies discussed in the paper. It is
notable because it considers an actual fire that occurred in the wildland—urban interface
(WUI), which presents a challenge for a fire spread model because the surface vegetation is
mixed with the built environment.

At approximately 23:00 (local time) on 25 March 2019, a wildfire started in the seaside
town of Cogoleto, near Genoa, Italy. Strong winds, gusting up to 100 km/h from the north,
spread the fire from its ignition point towards the sea. The fire was caused by a faulty
power line on a ridge above the town. Several houses were destroyed, and hundreds of
residents had to be evacuated. The burnt region measured over 1 km from the origin to
the farthest point. The fire burned overnight and into the next day. Up to 70 firefighters
worked at the scene, with help from helicopters and fire hydrants. Suppression efforts
were directed towards stopping the fire spread into the coastal town of Cogoleto.

Shown in Figure 7 are the results of a level set simulation of the fire superimposed on
a satellite photograph of the area and the outline of the extent of the actual fire. The com-
putational domain was assembled using an open-source, Geographic Information System
(GIS) program called QGIS [67], extended by the qgis2fds [68] plugin. The open-source
qgis2fds plugin was specifically developed in the framework of the WUIFI-21 project for
facilitating the use of geographical data for forest fire simulation and smoke pollutants
dispersion in FDS (WUIFI-21: High-fidelity computational fluid dynamics modeling of forest
fires for wildland—urban Interface communities resilience and protection is an Italy—US research
project financed by the Italian Ministry of Foreign Affairs and International Cooperation).

The wind speed and direction are based on a single weather station near the point of
ignition. Winds recorded were found to be predominantly coming from the north, with
magnitudes that ranged from 20 m/s during the night and diminishing to 5 m/s towards
the morning hours. The vegetation type was provided by a database maintained at the
International Centre on Environmental Monitoring (CIMA) Research Foundation, derived
from regional forest management maps. In the simulation, the single-point wind data were
taken as the prevailing wind, and the local wind field was obtained via CFD computation.
The fire was simulated based on the position of the level set front; that is, when the front
arrived at a given location, a fire was ignited and burned for a duration of time consistent
with the specified fuel loading of that particular point on the map.
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Figure 7. Satellite photograph of the region where the Cogoleto Fire occurred. The area outlined in red is the extent of the

actual fire; green is the simulation.

The extent of the simulated fire, shown in green in Figure 7, is greater than that of the
actual fire, shown in red. This is not surprising, given that the simulation does not include
suppression and the rate of spread of the level set front is determined based on vegetation
that may not exactly resemble that of this particular region. It is important to note that for
the level set method, a fire break created by first responders can be modeled as a region
declared as “non-combustible”. The 13 Rothermel fuel types have been supplemented by
areas such as water, pavement, and other non-combustibles. The fire-front determined by
the level set calculation is stopped by the non-combustible area, highlighting the challenge
in simulating firebrand spot ignitions that were reported by first responders at the scene.

The simulation results have been compared with those obtained from the CIMA
Propagator [69], an experimental propagation model that has provided several European
civil protection organizations with real-time fire predictions since 2009. The model has been
implemented by the CIMA Foundation, and its propagation model is based on stochastic
cellular automata.

The two models produce a qualitatively similar patterns of fire spread, mainly because
the vicinity of the fire has numerous areas that are considered “non-combustible”, that is,
devoid of vegetation or structures. This points out the problem of “validating” wildfire
models. The simulations of the flat terrain grassland fire experiments described in the
previous section match the observed fire behavior fairly well, but in those cases, the vege-
tation is uniform and fairly well-described in terms of its mass loading and geometrical
characteristics, the terrain is flat and of relatively small area, the wind is steady, and the
experiment lasts a few minutes. In a real fire, none of this will be true. The detailed physics
of the fire are not resolvable on a relatively coarse grid, the vegetation is heterogeneous,
sparse, and sometimes unknown, the weather conditions are varying, there are suppression
efforts with water and the setting of backfires, and the fires can burn for days.

All of this raises the question as to what level of physical fidelity ought to be required
in these models. The strategy that has been adopted in FDS is to accommodate simulation
options ranging from a level set calculation of fire spread over tens of kilometers that can
be run in minutes, similar to models like FARSITE developed by the US Forest Service,
all the way to detailed simulations of fire spread at sub-meter resolution for relatively short
time-periods (minutes to hours) and small areas (tens of hectares). As was the case for
models developed for building fires 30 years ago, it is not clear at the moment exactly how
these wildland fire models will be used in the future. The best strategy is to advance the
various modeling options until a clear path forward becomes apparent.
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7. Summary

The numerical methods described in this paper span the range of length scales from
tens of centimeters to tens of kilometers. Obviously, these techniques support differing
descriptions of the underlying fire physics, but all can be embedded within the same
code base. This allows researchers to combine the different techniques in ways that were
not possible when separate codes were maintained by separate organizations. With FDS,
one can simulate 24 h of fire spread in minutes of computation time using the level set
function and a wind field that varies only temporally, not spatially, with no fire—atmospheric
coupling. At the same time, using the same set of input parameters, one can simulate
the fire at far greater resolutions with much greater physical fidelity, albeit for shorter
time-periods and spatial extent.
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