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Abstract

:

In recent years, more and more people are paying close attention to the environmental problems in metropolitan areas and their harm to the human body. Among them, haze is the pollutant that people are most concerned about. The demand for a method to predict the haze level for the public and academics keeps rising. In order to predict the haze concentration on a time scale in hours, this study built a haze concentration prediction method based on one-dimensional convolutional neural networks. The gated recurrent unit method was used for comparison, which highlights the training speed of a one-dimensional convolutional neural network. In summary, the haze concentration data of the past 24 h are used as input and the haze concentration level on the next moment as output such that the haze concentration level on the time scale in hours can be predicted. Based on the results, the prediction accuracy of the proposed method is over 95% and can be used to support other studies on haze prediction.
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1. Introduction


Haze is one of the most harmful air pollutants to the human body as it can directly enter the lungs and cause harm [1]. Compared with other kinds of air pollutants, haze is a more recent concern for human society. In recent years, more and more people are paying close attention to the environmental issues in metropolitan areas and their impact on the human body. Among them, haze is the air pollutant that people are most concerned about. Haze is a weather phenomenon that is closely related to social development and industrialized urbanization [2], which means it would affect high population-concentrated urban and factory areas. However, due to the complexity of the atmosphere and that the components of haze are very sensitive to changes in atmospheric conditions, the study of haze, especially the prediction of haze, has been difficult.



With the development of machine learning and neural network technology [3,4,5,6,7,8], neural networks have been widely used in environmental science, including all kinds of natural hazards [9,10,11,12,13,14]. In the past century, many researchers abroad have used some neural network knowledge to process atmospheric pollutant data. For example, in 1998, researchers such as Hubbard conducted regression analysis on atmospheric pollutant ozone concentration and made certain predictions [15]. In 2000, Pérez P and other researchers [16] used the structure of the neural network to predict and analyze the average concentration of haze in the San Diego area in the next few hours. In 2006, researchers such as Grivas [17] optimized the structure and parameters of neural networks based on the previous study of Pérez to predict the concentration of PM10. In addition, with continuous optimization of the network, many scholars have used neural networks to predict and analyze the haze on a time series [18,19,20].



Similarly, much research has been on the problem of haze conducted in China [21,22,23]. Sun et al. [24] analyzed the chemical characteristics of different PM during a Beijing haze. By treating the year-to-year increment as predicted, Yin et al. [25] established two new statistical schemes using multiple linear regression (MLR) and the generalized additive model (GAM), which both had higher predictive skills.



In the application of convolutional neural networks to weather phenomena, Shi et al. [26] proposed a convolution LSTM (long short-term memory) method in 2015 to extract features from radar signals. The network is input in chronological order, and the prediction of future rainfall is realized due to the existence of the LSTM network relationship. Although this model is not used for the research and analysis of haze, it does demonstrate that convolutional neural networks can be used to predict and analyze weather phenomena. At the 2015 Conference on Computer Vision and Pattern Recognition (CVPR), Klein et al. [27] proposed a ‘systematic convolutional layer’ for forecasting weather phenomena. Due to the complexity of haze and atmospheric conditions, this paper aims to propose a simple yet efficient method to provide near-future haze level prediction that could be used to support information for other related studies.



In this paper, one-dimensional haze time series data were used as input and the haze concentration level at the next moment was used as output to train a one-dimensional convolutional neural network (1D-CNN) to achieve the haze concentration prediction at the next moment. The 1D-CNN is compared with other methods to evaluate if it is suitable for the proposed task. Then, a one-dimensional convolutional neural network based on special calibration is proposed to extract features on the time dimension to achieve the prediction of the haze concentration level at the next moment.




2. Materials


The one-dimensional data used in this paper were derived from the data published by Peking University on the Machine Learning Repository. The data set is used for machine learning processing and contains 13 variables (row, year, month, day, hour, PM2.5, DEWP, TEMP, PRES, CBWD, LWS, IS, IR) with a time range from 1 January 2010 to 31 December 2014, for a total of five years, as well as the average concentration of haze, air pressure, temperature, wind speed, and wind direction.



Only the PM2.5 data in the experiments were used as the data for studying haze.



The input was calibrated using the concentration level at the next moment of the input time period. This trains the one-dimensional convolutional neural network to predict the next moment of smog. For the classification of the concentration, we used the grading method of average division, and divided it into ten grades according to smog concentration, as shown in the Table 1:



The method for data calibration as Equation (1):


   y i  =  [       c 1       c 2      …      c  10        ]   



(1)




where  y  is a one-hot vector.




3. Methodology


Convolutional neural networks have been widely used in image data processing [28,29,30,31], natural language processing [32,33], mechanical research [34,35,36], and other fields.



However, with the deepening of research, researchers have found that the convolutional neural network has unique advantages in the processing of one-dimensional signals [37,38,39].



In this section, we use the one-dimensional time series data of haze as the input and the level of haze concentration at the next moment as the output to train the one-dimensional convolutional neural network to realize the prediction of haze concentration at the next moment.



   x  i n   ∈  R n    represents the input haze time series data with a length of n.   y ∈  R  10     represents the corresponding haze concentration level output, which is a vector of length 10. The learning goal of the one-dimensional convolutional neural network is the nonlinear mapping between the haze time series and the haze concentration level for the next time period from input to output as Equation (2):


   y  o u t   = F    x  i n      



(2)




where F is represents a complex nonlinear mapping relationship between input data and output markers. In order to better express this complex mapping relationship, in this section, we transform the haze time series prediction problem into the mean square error function to find the minimum set in order to minimize the difference between the relationship fitted to the mapping function F and the real relationship as Equation (3):


  L =   a r g   m i n  F      ∥   y  o u t    x  − F  x   ∥  2 2   



(3)







This method is the process of minimizing the difference between the output and the calibrated output. That is, the process by which the neural network adjusts the parameters.



Assume that the multilayer convolutional neural network used in this section has a total of I. For the i-th convolutional layer, the input    a  i − 1     is the output of the upper layer, and the output of the i-th layer is as Equation (4):


   a i  =  f i     a  i − 1     = σ    W i   a  i − 1   +  b i     



(4)




where  σ  is the nonlinear activation function and    W i    is the weight in the convolution kernel.    b i    is the amount of offset added after convolution for a better nonlinear fitting. If the i-th layer is a convolutional layer, the activation function selects the rectified linear unit (ReLU) function. If the i-th layer is a fully connected layer, the activation function used in this layer is selected as the sigmoid function. This allows the nonlinear relationship between input and output to be expressed as Equation (5):


  F    x  i n     =  f l     f  l − 1     …  f 1     x  i n          



(5)







The last layer is the classification layer, which performs soft max multiclassification, back propagates the error between the output and the calibration output, and then adjusts the optimization parameters so that the mean square error difference between them is minimized. In this way, the input data are convolved, pooled, fully connected, and multiclassified in the one-dimensional convolutional neural network and, finally, the feature extraction and prediction of the haze in time series is realized.



The general structure of a one-dimensional convolutional neural network is shown in Figure 1. It consists of five parts: a one-dimensional input layer, a one-dimensional convolutional layer, a one-dimensional pooling layer, a fully connected layer, and a classification layer. Different from the two-dimensional convolutional neural network structure, all convolution kernels and the pooled layer structure are also one-dimensional.




	(1)

	
Convolution process of one-dimensional convolution network: In a one-dimensional convolutional neural network, the convolution of the first layer can be regarded as an operational relationship between the weight vector   W ∈  R m    and the input vector    x  i n   ∈  R n   . The weight vector has a size of m, that is, the size of the convolution kernel is m. More specifically,    x  i n     is the haze period vector as output, and each of the elements is a haze concentration value at a time point. The convolution kernel of m size is used to convolve the sequence of each m length in the input vector to obtain the output of the first layer. Where   m ≪ n  , this ensures that the haze concentration value at each moment in the input is included in the convolution operation. If the step size is 1, the convolution formula is as follows:


   a i  =  x  i : i + m − 1    W T   



(6)








	(2)

	
One-dimensional convolution layer: Since the one-dimensional convolution input layer is a one-dimensional vector, its convolution kernel is also one-dimensional. To illustrate the convolution process more specifically, a one-dimensional convolution process with an input length of 7, a convolution kernel size of 5, and a convolution step of one is shown in Figure 2.




	(3)

	
One-dimensional convolution pooling layer: Due to the existence of the pooling layer, the one-dimensional convolutional neural network also fully exerts the neural network in theory due to the feature extraction, which can be equivalent in theory. The training speed of one-dimensional convolutional neural networks is inherently superior to other neural networks.









Since the data used in this experiment are time series, the testing method is walk forward validation [40,41]. A minimum number of observations is selected for training in the prediction of next time step. The prediction result will be compared to the known value of the next time step so that the prediction is evaluated. The window of the minimum observation will move to include the known value to make a prediction of the following time step, and then the process is repeated.




4. Experiments and Results


4.1. Comparison of 1D Convolutional Neural Network and GRU Circulatory Neural Network


A set of experiments is used in this section to demonstrate the advantages of one-dimensional convolutional neural networks in processing one-dimensional data. In this experiment, this section selects the gated recurrent unit (GRU) [42] cyclic neural network widely used in one-dimensional signal processing for comparison. According to the idea of control variables, the data in this section selects Benchmark, the standard data training library, to compare the performance of the two networks. The advantages of one-dimensional convolutional neural networks are analyzed by experiments on the same data by two networks.



The comparison network uses a GRU neural network. The method of processing sequence data is as follows:




	
The input of the front layer and the input of this unit are weighted and then passed through an activation function to obtain an alternative value.



	
Then, the input of the same front layer and the input of this unit are subjected to the same weighting, and the sigmoid activation function is mapped to 0, 1. This mapping value is the update gating parameter.



	
Determine whether the parameter is updated by a gate control unit. By changing the relationship between the hidden layers of the cyclic neural network, the problem of weak correlation before and after the sequence input is solved.








The standard database (Benchmark) training set used in this section has 50,000 pieces of data. The following is the time used by the two networks to process these data, and the set learning rate is 0.0001. Then, the maximum number of iterations epoch is specified as 10 rounds, and the number of iterations per round is 400. The training result is displayed after every 100 iterations, and the result is saved once after 10 iterations. If the training result of the 100 iterations is better than the result of the last 100 iterations, it means that the training is effective. As per training termination conditions, the training is terminated if the accuracy is not improved after ten rounds of training or 500 iterations.



Training conditions: The computer processor model used during the training of the two networks is Intel Core i7-4790. The total training time of 1600 rounds of one-dimensional convolutional neural network is 29 min and 17 s, while the time required for 2200 rounds of GRU network training is 3 h, 47 min and 28 s.



Through experiments, the accuracy of the one-dimensional convolutional neural network and the GRU circular neural network in different iterations is shown in the Figure 3 and Figure 4:



The following conclusions can be drawn from the training process:




	(1)

	
Convolution: The number of iterations required for the neural network to achieve the best accuracy is less than that of the cyclic neural network. The convolutional neural network stops after 1600 iterations, and the cyclic neural network only achieves the optimal result as specified by us at the 2200th iteration.




	(2)

	
Due to the characteristics of weight sharing and the local connection of the convolutional neural network, the training speed of the convolutional neural network is faster. The time for the convolutional neural network is about 120 s per 100 iterations, while the cyclic neural network is every 100 iterations. The time required is about 600 s.




	(3)

	
Overall, although the initial accuracy of GRU increases slower than the one-dimensional convolutional neural network, optimization results continue to appear as the rounds increase. After more rounds of training, the GRU recurrent neural network can also obtain better results.










4.2. Experimental Process of One-Dimensional Convolutional Neural Network


Based on the comparison results, CNN is chosen as the method for haze level prediction. Regarding the characteristics of haze, its uneven distribution is not suitable for analysis and research on the changing law of haze. Therefore, in this article, the haze data are divided into subcategories, with 35 micrograms/m3 as a level, so that the data can be fully utilized. The input and training results of different lengths are first analyzed to specify the best training length. The specific parameters of the final selected 24 h sequence for the input length of the one-dimensional convolutional neural network are shown in Figure 5:



From the above figure, we can see the number of convolution kernels and the size of the data after each layer processing. For the unmarked parameters, further description is made here: The size of the convolution kernel taken by the first layer convolution is 1*5, the selected step size is 1, and there is no zero padding. The pooling layer window size is 1*2, which can reduce the feature data to 50%; the second convolution kernel size is still 1*5, the step size is 1, there is no zero padding, and the pooling layer is also 1*2. The haze concentration data for five years were iterated in 2000 rounds, and the network reached the optimal value. The training results are shown in Figure 6.



From the accuracy graph and the loss function graph shown in Figure 6 and Figure 7, we can conclude that the predicted results of this method are over 95%. This shows that the haze concentration level at a certain moment has a nonlinear relationship with the haze concentration of the previous day. Moreover, this nonlinear mapping relationship can be well fitted by the one-dimensional convolutional neural network.





5. Discussion


Based on the one-dimensional haze concentration data from the Machine Learning Repository at Peking University, this paper compared two machine learning methods on their performance on the next prediction based on the past 24 h measurement. The convolutional neural network rises quickly in a short time, but the subsequent changes are not significant. The accuracy rate of the GRU increases with the increase in the number of iterations. It can be said that the GRU neural network is more suitable for tasks with sufficient data volume and no requirement for training time.



The 1D-CNN method shows a higher learning speed and a better performance in general, so it was chosen as the method used for haze concentration prediction in this paper. Through the one-dimensional convolutional neural network proposed in this paper, the haze concentration in the past 24 h can be used to predict the haze concentration level at the next moment.



In the study and prediction of haze, most studies use images or other multidimension data to predict haze in larger areas, which requires a very complex method with a long training time [43,44,45,46]. Compared with other research in the field of haze study and prediction [2,39,47], this paper used single-dimension haze concentration data to predict the near-future haze and achieved a high accuracy, which requires a minimum amount of data to start and a quick learning speed as compared with other learning methods. Though the method could only provide the prediction results for the next time step, the method could be used for prediction into the further future by using the prediction value for the next step prediction. This choice will make the reliability of the second prediction lower than the first, but according to the accuracy of the prediction shown in the Results section, it still presents reliable information for the future.




6. Conclusions


Based on the rising global air pollution issue, this paper aims to produce a simple and accurate method to predict haze levels in the future. This paper chose the data set produced by Peking University to train and test the proposed 1D-CNN to predict the next hour haze concentration based on the known data of the past 24 h and achieved a high accuracy.



Since this study is specific to a research area, there may be insufficient total amounts of haze information in the general area, and the data requirements of large networks cannot be met. However, if it is used in other regions, it is necessary to establish a database by itself, and using a one-dimensional convolutional neural network can alleviate this requirement to some extent. Specifically, the advantages of one-dimensional convolutional neural networks for learning methods of cyclic neural networks fall into two aspects:




	
The connection between layers in a convolutional neural network is sparsely connected and convoluted using a convolution kernel that is much smaller than the size of the input data, resulting in a smaller feature vector. This not only reduces the number of parameters but also reduces the storage size of the model, and the requirements for the amount of calculation are greatly reduced. Therefore, the efficiency of the one-dimensional convolutional neural network is significantly improved, and the time complexity is also greatly reduced.



	
Parameter sharing: This makes the convolutional neural network robust to the translation of the input data. We can obtain the characteristics of these sequences by a one-dimensional convolution calculation. If we shift this feature event in the input, that is, delay it backward for a period of time, the convolution will still have exactly the same output value, but with the time delayed. This feature is beneficial for the extraction of time-dimensional features by one-dimensional convolutional neural networks and improves the accuracy of the network’s fitting of nonlinear mapping between input and output.








Due to the lack of studies on using haze concentration to predict future concentration, this paper produces a simple yet robust way to fill its absence. However, there are some limits of this method that could be further improved in the future. Since the proposed method is heavily dependent on the precollection and sorting of the data, this method may not be applicable to other locations where the historical data are not sufficient or large enough for this method to be carried out. On the other hand, this method could be combined with other methods, including the haze level converting from AOD and other spatial pattern studies of haze. By combining haze level converted from other data sets, this method could be used for areas without a measure station that have well collected and sorted data. When combined with other spatial pattern studies on haze, this method could support the study by producing reliable data for the unknown future.
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Figure 1. General structure of one-dimensional convolutional neural networks. From left to right: input layer; convolution layer; pooling layer; connection layer; and classification layer. 
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Figure 2. Sparse connection diagram of one-dimensional convolution. 
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Figure 3. Accuracy of one-dimensional convolutional neural network. 
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Figure 4. GRU circular neural network accuracy diagram. 
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Figure 5. One-dimensional convolutional neural network predicts the specific structure of haze. From left to right: input layer; convolution layer; pooling layer; convolution layer; pooling layer; vectorization layer; connection layer; classification. 
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Figure 6. Prediction accuracy diagram of haze classification by 1D-convolutional neural network. 
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Figure 7. Loss function in training of 1D-convolutional neural network. 
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Table 1. Detailed haze concentration level table.
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	Level
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10





	Concentration
	35
	70
	105
	140
	175
	210
	245
	280
	315
	500
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