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1. Image of Cl2-RPGE Tube 

 
Figure S1. Image of Cl2-RPGE tube, next to a ruler for size measurement. 

2. Calibration and Validation Parameters of Cl2-RPGE Tube–GC-MS Method 

Method Linearity 

Linearity of the method studied in the full range: 1 to 200 ppt of Cl2 in helium, prepared by 
precise dilution. 
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Figure S2. Representative calibration plots with (a) showing quadratic fit with raw calibration data, 
and (b) showing a log-log calibration plot with both linear and quadratic fits, demonstrating that a 
quadratic fit still fits the data best. The area ratio compares the peak area of the internal standard 
(naphthalene-d8) to the peak area of the measured known amount of Cl2 (in ppt Cl2). 

Method has excellent linearity with r2 = 0.9998, the calibration curve is quadratic as expected, 
because efficiency of ionization is proportional to the concentration of analyte molecules in the ion 
volume of the electron-impact MS source. 

Signal to Noise (S/N), Limit of Detection (LOD) and Limit of Quantification (LOQ) 

The Signal to Noise level is calculated by dividing Cl2 10 ppt (30 L sample) signal to the level of 
baseline noise. The limit of quantitation is calculated based on Signal-to-Noise of blank/low samples 
as S/N = 10. The limit of detection is calculated based on Signal-to-Noise of blank/low samples as S/N 
= 3. 
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Table S1. Tabulated parameters identifying the lower limits of the sampling method. 

Cl2 Concentration (ppt) 10 
Average signal (height) of 10 ppt Cl2 4010 

Average noise  40 
S/N 100.25 

LOQ (ppt) 1.00 
LOD (ppt) 0.30 

Method Accuracy 

Method accuracy was measured by spike and recovery of chlorine at medium (50 ppt) and low 
(5ppt) concentration: 

Table S2. Method accuracy with spike and recovery of 50 ppt. 

Sample Specified Amount, ppt Calculated Amount, ppt Difference % 
spike 50 ppt Cl2 50 50.0 0 
spike 50 ppt Cl2 50 50.2 0.43 
spike 50 ppt Cl2 50 49.9 −0.23 
spike 50 ppt Cl2 50 51.0 2.08 
spike 50 ppt Cl2 50 49.0 −1.97 
spike 50 ppt Cl2 50 50.0 −2.1 

   RSD% 1.43 

Table S3. Method accuracy with spike and recovery of 5 ppt. 

Sample Specified Amount, ppt Calculated Amount, ppt Difference % 
spike 5 ppt Cl2 5 4.96 −0.8 
spike 5 ppt Cl2 5 5.26 5.1 
spike 5 ppt Cl2 5 5.30 5.9 
spike 5 ppt Cl2 5 5.26 5.2 
spike 5 ppt Cl2 5 5.21 4.1 
spike 5 ppt Cl2 5 5.15 2.9 

  RSD% 2.24 

Method Repeatability 

To determine method repeatability the same gas sample mixture analyzed six times.  

Table S4. Method repeatability over six 50 ppt samples. 

Sample Specified Amount, ppt Calculated Amount, ppt Difference % 
repeatability 50 50.2 0.47 
repeatability 50 51.1 2.28 
repeatability 50 50.4 0.81 
repeatability 50 51.1 2.15 
repeatability 50 51.0 1.94 
repeatability 50 52.0 3.9 

  RSD% 1.11 

Method Intermediate Precision 

To estimate method intermediate precision 10 ppt calibration samples of chlorine in helium were 
prepared and analyzed during three subsequent days: 
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Table S5. Method intermediate precision determination day 1. 

Sample Specified Amount, ppt Calculated Amount, ppt Difference % 
Day 1-1 10 10.1 0.50 
Day 1-2 10 10.2 2.30 
Day 1-3 10 10.1 0.80 
Day 1-4 10 10.2 2.20 
Day 1-5 10 10.2 1.90 
Day 1-6 10 10.4 3.90 

  RSD% 1.11 

Table S6. Method intermediate precision determination day 2. 

Sample Specified Amount, ppt Calculated Amount ppt Difference % 
Day 2-1 10 9.95 −0.50 
Day 2-2 10 10.3 3.20 
Day 2-3 10 10.1 1.30 
Day 2-4 10 9.79 −2.10 
Day 2-5 10 10.2 1.60 
Day 2-6 10 9.86 −1.40 

  RSD% 1.84 

Table S7. Method intermediate precision determination day 3. 

Sample Specified Amount, ppt Calculated Amount, ppt Difference % 
Day 3-1 10 9.93 −0.70 
Day 3-2 10 9.79 −2.10 
Day 3-3 10 9.31 −6.90 
Day 3-4 10 10.1 1.30 
Day 3-5 10 9.65 −3.60 
Day 3-6 10 9.39 −6.10 

  RSD% 2.88 

3. Simplified Setup Diagram 

 
Figure S3. Simplified schematic of sampling setup for regular dark sampling. Figure shows 3 TSI 
mass flow meters to represent a simplified setup, when a single TSI mass flow meter was used to read 
flow through each line individually at various times throughout a sampling run. The dark box 
measures 24 in × 24 in × 24 in. Modification for UV experiments involves turning on 4 UV A lamps 
installed upright in each corner of the ventilated dark box, and inserting a 150 mL cylindrical Pyrex 
vessel between the inlet line and the Cl2-RPGE tube. 
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4. Comparison of UV Lamp and Solar Radiation Wavelengths to Absorption Cross Section 
Wavelengths for Selected Relevant Molecules  

 
Figure S4. Comparison of UV A (red) and UV B (blue) lamp wavelengths to absorption wavelengths 
for relevant molecules [1]. The absorption cross sections of selected relevant gaseous chlorine 
containing compounds (Cl2 [2], ClNO2 [3], ClNO3 [4], HOCl [5], and BrCl [6]) are shown in black. The 
absorption cross sections of HCl [7] and NaCl [8] are shown in green and cyan to emphasize that they 
are not within range of UV A or UV B wavelengths. The absorption cross section Y-axis is logarithmic 
in order to display all species on the same plot. The model of the UV A and UV B lamps are Hitachi 
F15t8/BL and Sankyo Denki GT15T8E respectively. The UV lamp spectra were collected using an 
Ocean Optics Jaz Spectrometer connected to an optical fiber (P100-2-UV/VIS) that was the probe 
directed directly at the light source. The optical fiber has a diameter of 100 µm. The resulting spectra 
were obtained by averaging 50 scans with an integration time of 10 ms. Note that UV lamps do not 
generate the same exact spectra consistently, and as such direct comparison contain large amount of 
uncertainties. 
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Figure S5. Plot of solar irradiance spectrum to show relevant tropospheric wavelengths [9]. 

5. Sources of Uncertainty 

There are inherent errors associated with the sorbent method sampling procedure. The majority 
of sampling errors in this case are related to the flow of air through the sorbent, or in improper storage 
of the devices before or after loading. The devices themselves introduce a small error due to the 
inherent properties of their construction. The sorbent itself provides a resistance to the flow of air 
and, as the packing of each device cannot be perfectly identical, each Cl2-RPGE tube provides a 
slightly different resistance. This property results in the flow having to be slightly adjusted for each 
device at the beginning of each sampling period, in order to produce equal flow through all 
concurrently sampling devices. Associated with this is the main component of human error during 
sampling, which is the manual adjustment and monitoring of airflow for each individual device. This 
is done by adjusting the rotameters while looking at the flow reading on the TSI mass flow meter. 
This error is minimized, however, due to the determined end amount of chlorine taking into account 
the actual flow through each device individually. Even if the flow is slightly different through each 
Cl2-RPGE tube, it will be properly accounted for during analysis.  

The errors associated with the transport and storage of samples is easily minimized, but if proper 
procedure is not followed, these errors can have large impacts on the resulting data. If the sample is 
exposed to light, it may result in photolysis of any chlorine containing compounds still present, but 
unreacted, as well as possible interaction with any particulates present in the device as well. The 
larger error, however, is if the sorbent material remains exposed to air for a period of time and are 
not in a sealed container, which is preferably filled with inert gas. If the sorbent remains exposed to 
open air before sampling, it will gradually become oxidized, which will impact the efficiency of the 
chlorination. Also, whether it is before or after the sampling period, exposure to air will result in the 
sorbent reacting with chlorine other than from the sampling period. Air exposure of the devices may 
be accounted for, for a reasonable period of exposure, by the blanks run during analysis, but it is an 
error that can be almost completely removed by utilizing proper storage procedures.  

The last process with associated errors is the sample treatment and processing before GC-MS 
analysis. The amounts of acetone and naphthalene-d8 internal standard must be as consistent as 
possible. We achieve this by using an Eppendorf repeater for all injected volumes, with a separate tip 
used for each compound to eliminate contamination. If the volume of acetone is not consistent across 
all samples, this will result in varying dilution factors for each sample, which will affect amounts of 
chlorine measured. The internal standard must also be very consistent across samples, as this is the 
reference by which the amount of chlorine is determined. The main source of human error during 
sample processing is the extraction and injection of the sample solution into the GC-MS. This is done 
using a gas-tight syringe, and it relies on the personnel to be consistent in amounts injected, and to 
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be sure to remove any bubbles from the syringe. If not done consistently, injection volumes will vary 
between samples, introducing random differences. Errors associated with this part of the procedure 
can be minimized by using an auto-sampler. 

6. Time Series Plots of Cl−/CO, O3/CO, NOx/CO and PM2.5/CO Concentration Ratios 

 
Figure S6. Time series plots of (a) Cl−/CO, (b) O3/CO and NOx/CO, and (c) PM2.5/CO concentration 
ratios to show possible impact of boundary layer height on measurements and trends. 
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7. Time Series Plot of O3 and NOx Product Concentrations 

 
Figure S7. Time series of O3 and NOx product concentrations as (a) validated data and (b) seasonal 
averages to demonstrate the seasonality, and to support the predicted increase of ClNO2 in winter. 
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8. Time Series Plot of O3 and NOx Product Concentrations Divided by CO 

 
Figure S8. Time series of O3 and NOx concentration product divided by CO concentration as (a) 
validated data and (b) seasonal averages to demonstrate the seasonality. Division by CO is to show 
possible impact of boundary layer height on measurements and trends. 
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9. Representative Chromatograms 

 
Figure S9. Representative SIM chromatogram showing detection of the chlorinated product with m/z 
= 178 from a loaded Cl2-RPGE tube used for a calibration standard. Peak of interest is at 6.92 min, and 
corresponds to a value of 76 ng/m3 of chlorine standard. 

 
Figure S10. Representative SIM chromatogram showing detection of the chlorinated product with 
m/z = 178 from a loaded Cl2-RPGE tube used for ambient sampling on 3 April 2019. Peak of interest 
is at 6.93 min. 
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