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Abstract

:

The 2022 FIFA World Cup brings Qatar great challenges in terms of minimizing the cooling energy consumption and providing thermal comfort for both spectators and players. This paper presents comparisons among the results of thermal and wind environment modelling of a semi-outdoor stadium under three different cooling configurations and a baseline configuration without cooling using the Computational Fluid Dynamics (CFD) tool ANSYS Fluent 18.2. The three cooling configurations are: (1) vertical jets only above upper tiers, (2) vertical jets above upper tiers and horizontal jets at the back of lower tiers and around the pitch, (3) integrated vertical jets above upper tiers, horizontal jets at the back of lower tiers and air curtains at gates. De-coupled solar radiation simulations are implemented using the solar irradiance data in Doha under fair weather conditions method in Fluent in order to capture realistic thermal boundary conditions for the ground, stadium and surrounding buildings. On the basis of the set conditions, the results show that air curtains, employed in configuration 3 are effective in preventing the penetration of hot outside air through the gates of the stadium, which is an existing issue for stadiums in hot climates, and also contribute to lower energy consumption per match than the other configurations of cooling jets. The results presented in this study are useful not only for future design and retrofits of stadiums in hot climates but also for stadiums that incorporate mechanical cooling.
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1. Introduction and Literature Review


After winning the bid of the 2022 FIFA Men’s World Cup, Qatar has become the first country in the Middle East to host such a mega event [1]. The World Cup not only provides significant opportunities for the country but also brings great challenges in terms of minimizing the total energy consumption for cooling the stadiums during the event and providing thermal comfort for both spectators and players. As required by the FIFA’s Green Goal policy [2], a neutral-carbon world cup should be delivered by Qatar. However, Qatar is a country where 14.7 TWh, 36% of the annual electricity usage in 2016, is attributed to air-conditioning [3]. On the other hand, FIFA indicates that a comfort temperature range of 20 to 25.5 °C is required for spectator tiers [4]. Although the event has been announced to be hosted in winter, November and December [5], the highest design temperature still reaches 34.2 °C and the average relative humidity for the two months is approximately 70% [6]. Thus, to deliver energy-saving and thermally comfortable stadiums for the event, the country should seek solutions from energy-efficient cooling systems [7,8,9,10] or passive cooling techniques for stadiums.



Current existing stadium studies mainly focus on assessing the wind flow inside or around the stadium bowl. These studies were mainly conducted by using Computational Fluid Dynamics (CFD) and atmospheric boundary layer (ABL) wind tunnels. Van Hooff and Blocken [11] evaluated the indoor natural ventilation of a case study stadium in Amsterdam under five ventilation configurations by employing a coupled CFD modelling method for the urban wind flow and indoor air flow. It was found that the air change rate per hour (ACH) can be improved by up to 43% by expanding the opening sizes near the roof. Based on the same coupled modelling method, the authors [12] investigated the effect of the surrounding buildings around the same case study stadium and the wind direction on the ACH of the stadium. The maximum deviations in ACH between different wind directions can reach 75% and 152% for the cases without and with surrounding buildings, respectively. In addition, the ACH in the case without considering the surrounding environment can result in a maximum positive deviation of 96% from that with a surrounding environment, which emphasizes the necessity of modelling the surrounding environment in the wind flow studies of stadiums. For the purpose of validating the CFD models of the case study stadium, the authors [13] also presented a series of full-scale field measurements, including the solar irradiance, air temperature, humidity, natural ventilation rate and wind velocity. The data for the wind velocity was used for the validation of their further work [11,12]. Apart from the field measurements, the ABL wind tunnel experiments were performed by Sofotasiou [14] to evaluate the aerodynamic performance of semi-enclosed stadiums and to also validate the CFD simulations.



To the best knowledge of the authors, only a few of existing literatures focused on the estimation of the cooling energy load for stadiums using a limited number of Building Energy Simulation (BES) tools and the evaluations of thermal conditions inside the stadium and the stadium cooling performance. Sofotasiou et al. [15] estimated the cooling load for the case study stadium, used by van Hooff and Blocken [11,12,13], by using a dynamic thermal simulation tool. The cooling energy demand for each match was at a minimum of 47 MWh and 115 MWh for maintaining the thermal comfort in the indoor environment and semi-open spaces of the stadium. Sofotasiou et al. [16] also conducted a study on the influence of the stadium orientation on the cooling load and found that the monthly cooling load could be reduced by up to 1.48 MWh with a modification in the orientation of the stadium. Ghani et al. [17] studied the thermal performance of the playing field in a case study stadium in Doha numerically and experimentally. The temperature measurements of grass, subsoil, ambient air and running track surface were used to validate the numerical simulation results by using Direct Numerical Simulation (DNS) and ENVI-met models. These measurements could also be used in estimating the boundary conditions for further CFD simulations. Khalil and Ashmawy [18] explored the effect of different locations of cooling jets and employing radiant cooling at the spectator tiers on the indoor flow condition and ambient temperature at the spectator tiers. The study showed an optimum temperature distribution and air circulation pattern for the scenario using cooling jets with a supply velocity of 5 to 25 m/s and supply temperature of 18 °C above the tiers and radiant cooling pipes. Zhong et al. [19] explored the temperature distributions and wind flow conditions for a case study stadium without and with cooling jets under the hot-humid climate of Qatar and presented comparisons of three cooling jets configurations: (1) vertical jets above the upper tiers only, (2) combined vertical and horizontal jets at tiers with only an array of jets around the pitch, (3) combined vertical and horizontal jets at tiers with three arrays of jets around the pitch. The results showed that the third configuration performed best among the three configurations. It was also observed in this study that the cooling supply air is exhausted out of the stadium through the roof, due to the negative pressure difference between the wind flow scouring over the roof and the air inside the stadium. In addition, the penetration of outside air through gates into the stadium resulted in higher temperatures of at least 35.3 °C at some local regions on the pitch. To provide a solution to this limitation, the use of mechanical ventilation technique(s) at gates of the stadium is recommended to explore.



The air curtain, defined as a continuous air stream projected over the entire envelop openings, which prevents the penetration of unconditioned air to the indoor conditioned spaces [20], has the potential to solve the limitation presented in the previous study of Zhong et al. [19]. It is typically used to block smoke from fires for buildings [21] and to provide heat and moisture insulation for refrigerated storages [22,23]. In addition, air curtains have been used in confining heat inside traffic tunnels [24] and reducing infiltration of outdoor air into train stations in winter [25]. Currently, many studies have investigated the airflow characteristics of air curtains. Hayes and Stoecker [26] defined the “optimum operation condition” of air curtains as the condition where the air curtain flow reaches the floor and the “break-through condition” as the condition where the air curtain flow does not reach the floor. On the basis of the work of Hayes and Stoecker [26], Wang and Zhong [27] explored and defined three air curtain flow conditions: “the optimum condition”, “the inflow break-through condition” and “the outflow break-through condition”. The infiltration models for doors equipped with air curtains were also developed by [27] in the light of pressure differences across doors, flow coefficients and discharge modifiers. An experiment was carried out by Goubran et al. [28] to validate the CFD modelling method of the air curtain in the previous studies and to verify the infiltration models of the air curtain doors proposed by [27]. Qi et al. [29] performed a parametric analysis on the influence of the supply speed and supply angle as well as the presence of people on the aerodynamics performance of the air curtain. It was found that the larger supply speed could reduce infiltration/exfiltration under the inflow and outflow break-through conditions and the larger supply angle could enhance the air curtain performance during the optimum and inflow break-through conditions but degrade its performance under the outflow break-through condition. To the authors’ best knowledge, the effect of air curtains at the gates of semi-outdoor stadiums on preventing the infiltration of outside air has not yet been studied. In addition, the analysis about the influence of a cooling system, which combines cooling jets over/at tiers of semi-outdoor stadiums and air curtains at gates, on the cooling performance of entire stadium has not yet been performed.



This research aims to evaluate and compare the thermal and wind environment of a semi-outdoor stadium under three different cooling configurations and a baseline configuration without cooling using CFD simulations. The three cooling configurations are: (1) vertical jets only above upper tiers (2) vertical jets above upper tiers and horizontal jets at the back of lower tiers and around the pitch (3) integrated vertical jets above upper tiers, horizontal jets at the back of lower tiers and air curtains at gates. Under each cooling configuration, three different scenarios are proposed to assess the influence of supply velocities of vertical jets above the tiers, horizontal jets around the pitch and air curtain supply slots at gates on the pitch thermal performance of the stadium. A full-size stadium model is developed on the basis of previous studies [11,12,13] and validated by the field measurement results presented in [11]. The cooling jets are used on the basis of the previous work of Zhong et al. [19] which also provides the validation of the cooling jets characteristics. The air curtain modelling method is also verified by the previous results of an air curtain study [28]. To take into account the influence of solar irradiance on the thermal boundary conditions of surfaces of ground, stadium and its surrounding buildings, de-coupled solar radiation simulation is conducted in order to calculate the radiative heat flux on these surfaces. The results are used as thermal boundary conditions for simulations assessing the thermal and wind conditions of the stadium. Three-dimensional (3D) steady Reynolds-averaged Navier–Stokes (RANS) equations and the realizable k-ε model are used to solve the thermal and wind flow conditions. The thermal comfort levels on the spectator tiers and pitch of the stadium are estimated and regarded as one of the criteria for the performance of each cooling scenario. The energy consumption per match required by each scenario is also assessed. The results of the present study provide a solution to the limitations of previous studies, where the local poor thermal performance on the pitch of a stadium with cooling jets is caused by the infiltration of hot outside air through gates of the stadium and will be useful not only for future design and retrofits of stadiums in hot climates but also for stadiums that incorporate mechanical cooling.




2. Methods


In the present study, a CFD model of a case study stadium with its surrounding buildings was developed using ANSYS Fluent 18.2 and also validated on the basis of the measured wind velocities in a wind direction of 350°, according to previous studies [11]. The cooling jets were used on the basis of the previous work of Zhong et al. [19] which also provided the validation of the cooling jet characteristics. The air curtains were modelled at four gates and the modelling method was verified by the previous experimental and numerical results of [28]. The influence of solar irradiance on heat fluxes emitted from the surfaces of the ground, stadium and its surrounding buildings was considered by performing de-coupled solar radiation simulations in order to reduce relatively high computational cost of combined simulations. The radiative heat fluxes from these surfaces were calculated on the basis of the simulation results and used as thermal boundary conditions for simulations assessing the thermal and wind conditions of the stadium. The thermal and wind environment of the stadium were evaluated under three different cooling configurations and a baseline configuration. Section 2.1 introduces the development of the model geometry and computational domain. The details of the computational grid used for the CFD simulations were described in Section 2.2. The results of a grid independence analysis for the cell sizes of the computational grid were also presented in this subsection. Section 2.3 presents the boundary conditions used for the de-coupled solar radiation simulations and the simulations which assess the thermal and wind conditions of the stadium. The setup of the CFD tool, Fluent, is provided in Section 2.4 for both sets of simulations.



2.1. Development of Model Geometry and Computational Domain


The stadium model presented in this work was developed according to the studies on a case study stadium performed by van Hooff and Blocken [11]. The surrounding buildings around the stadium (Figure 1a) were also incorporated into the stadium model in order to consider the impact of the surrounding environment on the temperature distributions and wind flow patterns inside the stadium [12]. The stadium and its surrounding environment (Figure 1b) were modelled in full size on the basis of [30]. The size of the stadium (L × W × H) is 226 m × 190 m × 72 m (Figure 2a–c) and its interior volume is 1.2 × 106 m3 [11]. The roof (Figure 2e), as the largest opening, has the size of 110 m × 40 m and the second largest openings are the four gates of the stadium (four arrows in Figure 2a pointing to the gates in the corners of the stadium) [11]. The dimensions of each gate (Wg × Hg) are 6.2 m × 6.7 m. The pitch is estimated at a height of 2.1 m over the ArenA deck (Figure 2d). The dimensions of the urban microclimate (Lurban × Wurban × Hurban) are 626 m × 742 m × 95 m, which results in a computational domain of 1896 m × 1461 m × 432 m (Ldomain × Wdomain × Hdomain), considering the best practice guidelines for the CFD simulations of flows in the urban microclimate recommended by Franke et al. [31], Bartzis et al. [32], Cowan et al. [33], Blocken et al. [34] and Casey and Wintergerste [35]. Five times the stadium height H is applied to the vertical and lateral domain extensions as well as the domain extension in the flow direction between the domain inlet and the urban microclimate (Figure 1c,d) [31,32,33]. The extension in the flow direction between the urban microclimate and the domain outlet is set to 10H instead of 15H (Figure 1d) to reduce the relatively high computational cost, which is verified to be acceptable because the reverse flow was not observed near the domain outlet in the simulations.




2.2. Details of Computational Grid


The quality of the computational grid has a significant influence on the time consumed by simulations and the accuracy of simulation results [36]. With regards to the CFD models used for simultaneously simulating the outdoor and indoor flow in a same computational domain, a large and high-resolution grid will be caused by the large differences between the length scales of the stadium and the urban environment [11]. Therefore, the local cell size control over the entire grid is necessary for not only improving the grid quality but also reducing unnecessary cells to save computational cost. The cell sizes of the stadium (including air curtains and cooling jets), surrounding buildings and the remaining domain were selected as 1 m, 2.5 m and 8 m, respectively, resulting in a grid with 13.2 million cells. A grid sensitivity analysis was carried out by producing two new meshes, a coarser mesh with 10.0 million cells and a finer mesh with 15.9 million cells. The most relevant variables of this research, temperature and air velocity on the cross section of the stadium and pitch, were measured by 9 data points on the cross section (Figure 3a) and 9 data points on the pitch (Figure 3b). The absolute mean errors in the temperature and air velocity between each two meshes were determined by:


    δ 1  =  1  18     ∑   i = 1   18    |     v  i − c o a r s e   −  v  i − m e d i u m      v  i − c o a r s e      |  × 100  %      



(1)






    δ 2  =  1  18     ∑   i = 1   18    |     v  i − m e d i u m   −  v  i − f i n e      v  i − m e d i u m      |  × 100  %      



(2)






    θ 1  =  1  18     ∑   i = 1   18    |     T  i − c o a r s e   −  T  i − m e d i u m      T  i − c o a r s e      |  × 100  %      



(3)






    θ 2  =  1  18     ∑   i = 1   18    |     T  i − m e d i u m   −  T  i − f i n e      T  i − m e d i u m      |  × 100  %      



(4)




where     v  i − c o a r s e     ,     v  i − m e d i u m      and     v  i − f i n e      are the air velocities at data point   i   for the coarse, medium and fine meshes, respectively;     T  i − c o a r s e     ,     T  i − m e d i u m      and     T  i − f i n e      are the temperatures at data point   i   for the coarse, medium and fine meshes, respectively. The absolute mean errors in air velocities between coarse and medium mesh and between medium and fine mesh     δ 1     and     δ 2     are 91.40% and 33.29% and those in temperatures between coarse and medium mesh and between medium and fine mesh     θ 1     and     θ 2     are 2.70% and 1.63%. The results of the temperature and air velocity obtained from the medium mesh are closer to those obtained from the fine mesh compared with those obtained from the coarse mesh. However, the error between the medium mesh and the fine mesh is still large, since the air velocities, which were measured close to the spectator tiers and the pitch on the cross section, are relatively small. According to Equations (1) and (2), the small values of air velocities cause the errors between each two meshes to be larger. Overall, the medium mesh is used to have a balance between the accuracy of simulation results and the computational cost required by simulations.




2.3. Boundary Conditions


The inlet wind direction used for the validation of the stadium model was φ = 350°. The prevailing wind direction of west-north-west (WNW) in Doha for the two months (Figure 4a) [37], represented by φ = 292.5° in Figure 4b, was used for simulating the thermal and wind performance of the stadium. The wind profiles used for the domain inlet for both wind directions were determined by the aerodynamic roughness length y0 [38]. The temperatures for the flow inlet and outlet were both set up to 34.2 °C, the highest outdoor design temperature for the two months [6]. A pressure outlet with a gauge pressure of 0 Pa was employed for the domain outlet. The turbulent kinetic energy k and the turbulent dissipation rate ε for the inlet and outlet were given by Figure 4c. For all the walls, the standard wall functions [39] with the sand-grain roughness modification [40] were applied for the wall roughness. The sand-grain roughness height ks and the roughness constant Cs were set as 0.59 m and 0.5 for the ground and 0 m and 0.5 for the stadium and surrounding buildings. According to the radiative heat fluxes calculated from the solar radiation simulations, the thermal boundary conditions for the ground, stadium and surrounding buildings were defined as the heat fluxes of 36.40 W/m2, 11.25 W/m2 and 3.10 W/m2, respectively. The material for the ground was set as soil and that for the stadium and surrounding buildings was concrete. The cooling jets and air curtains were modelled as velocity-inlets with constant supply speeds and temperatures. The details of boundary conditions for the domain are listed in Table 1.




2.4. Fluent Setup


All the simulations were solved by 3D steady-state RANS equations and the realizable k-ε turbulence model [42]. In comparison with the standard k-ε model [43,44], the realizable k-ε model was selected due to its relatively high accuracy in simulating the wind flow around buildings, particularly in predicting the results in wake regions. Standard wall functions and full buoyancy effect were used for all the simulations. As for the de-coupled solar radiation simulations only, the discrete ordinates (DO) model was applied for the radiation model with the solar ray tracing method for calculating the solar load. The governing equations are not presented here but fully available in the Fluent guide [36]. The solar calculator was set with the longitude and the latitude as well as the time zone of Doha. The influence of solar radiation on the radiative heat fluxes of the surfaces in Doha was assessed under four proposed kick-off times, i.e., 13:00, 16:00, 19:00 and 22:00 GMT+3 (Doha time) on November 21st, the opening day of the World Cup [45]. Fair weather conditions [36] were selected for the solar irradiance method. The sunshine factor of 0.3 was used, since the maximum values of corresponding direct normal irradiance and diffuse horizontal irradiance among the four kick-off times are verified to be close to the highest solar irradiances in Doha from limited measurement data [46]. For both sets of simulations, pressure-velocity coupling was implemented with the Semi-Implicit Method for Pressure Linked Equations (SIMPLE) scheme. The second order discretization method was employed to all the viscous terms and the convection terms of the governing equations. The Fluent calculations were implemented using parallel processing on a HP Z620 Workstation which contains dual Octa-Core Intel Xeon E5-2690 2.90 GHz processors and 64 GB DDR3 memory. The end of the calculation was controlled by monitoring the residuals of the governing equations and relevant variables. The solution was completed when no changes occurred between iterations and the average computational time was 24 h per simulation. The details of the Fluent setup for the simulations were summarised in Table 2.




2.5. Building Energy Simulation (BES) Modelling


The commercial BES tool, Integrated Environmental Solutions Virtual Environment (IESVE), was used to estimate the energy consumption per match for under each cooling configuration. The IESVE is a dynamic thermal simulation software which models the heat transfer processes between a building and its ambient environment. A stadium model of the equivalent interior volume as the developed CFD model was developed in IESVE. The weather profile used in simulations is based on the data from the Doha international airport. The U-values of the stadium walls, roof and the ground were 0.26, 0.18 and 1.14 W/m2K, according to [41]. The supply air temperature and the cooling system outside air supply flow rate were both set to those defined in each cooling scenario. The duration of a match was estimated to be 3 h, which includes a precooling period of 1 h before the match. The heat transfer processes of conduction, convection and radiation between stadium fabric, ground surface, ambient air and surrounding environment were modelled within the tool. The governing equations used to model these processes are summarized here and are also fully available in the IESVE theory guide [47]. The time-dependent spatial temperature distribution inside a solid without internal heat sources is described by the following partial differential equations:


   W = − λ ∇ T     



(5)






   ∇ · W = − ρ  c p    ∂ T   ∂ t     



(6)




where T is the temperature, W is the heat flux vector, λ is the conductivity, ρ is the density,     c p     is the specific heat capacity and t is the time. The heat storage in air masses or net heat flow into the air masses Q is given by the following equation:


   Q =  c P   ρ a  V   ∂  T a    ∂ t       



(7)




where V is the air volume,      ρ a     is the air density and     T a     is the air temperature.



For the discretization method, the finite difference approach is used by the tool for the solution of the heat diffusion equation. The element is first replaced by a finite number of discrete nodes, where the temperature at each node will be calculated. The nodes are then distributed within the layers for the modelling of the heat transfer and storage characteristics for the defined time step. Then, the time step is discretized and a combined method between explicit and implicit time-stepping scheme is used to alternate nodes of the construction.



The convective heat transfer is modelled by the following equation:


    W  h f   = K    (   T a  −  T s   )   n      



(8)




where     W  h f      is the heat flux from the air to the surface,     T s     is the mean surface temperature and K and n are coefficients.



The heat transfer rate associated with an air stream entering a space is given by the following equation:


   Q = m  c p   (   T i  −  T a   )    



(9)




where m is the air mass flow rate,     T i     is the supply air temperature and     T a     is the room mean air temperature.



As for the interior long-wave radiation, the net radiant exchange between a surface and the rest of the enclosure is modelled by the following equation:


    W r  =  h r   (   T s  −  T  M R T    )    



(10)




where     W r     is the net radiative loss from the surface,     h r     is the surface heat transfer coefficient for exchange with the MRT node and     T  M R T      is the mean radiant temperature of the enclosure.



With regards to the exterior long-wave radiation, the net long-wave gain for an external surface of inclination β (º) is described by the following equation:


    L *   ( β )  =  ε e   [   L  s k v    ( β )  +  L g   ( β )  − σ  Θ e 4   ]    



(11)




where     ε e     is the emissivity of the exterior surface,     L  S k v    ( β )     is the long-wave radiation received directly from the sky,     L g   ( β )     is the long-wave radiation received from the ground and     Θ e     is the absolute temperature of the exterior surface. The solar flux incident on every external building surface is calculated at each time-step by this tool.



The energy calculations of this tool are based on the room and building heat balance. The sensible heat balance for heat flows of air in each room includes the following components:




	
Heat storage in the air (Equation (7)).



	
Convection from the room surfaces (Equation (8)).



	
Heat transfer by air movement (Equation (9)).



	
The convective portion of casual heat gains.



	
The convective portion of any plant (heating, ventilation, air-conditioning (HVAC) systems) input.








The sensible heat balance for each interior room surface is established by the following components:




	
Heat conduction out of the building element (Equations (5) and (6)).



	
Convection to the surface from the room air (Equation (8)).



	
Thermal radiation exchanged with the radiant temperature node (Equation (10)).



	
Solar gain absorbed by the surface.



	
The radiant portion of casual heat gains to the surface.



	
The radiant portion of plant (HVAC systems) input to the surface.








The sensible heat balance for each exterior building surface involves the following components:




	
Heat conduction out of the building element (Equations (5) and (6)).



	
Convection to the surface from the outside air (Equation (8)).



	
Thermal radiation exchanged with the external environment (Equation (11)).



	
Solar gain absorbed by the surface.








The latent heat balance for water vapour flows contains the following components:




	
Water vapour transfer by the air movement.



	
The latent portion of casual heat gains.



	
The dynamics of water vapour storage in the air.



	
Any plant humidification or dehumidification from HVAC systems.








The above heat balances are therefore established by equating the sum of the components under each balance to zero. The linear equations of these balances are solved by linear algebra techniques and the non-linear equations are solved by iterations until a convergence for a global solution is achieved.





3. Results and Discussions


In this section, the developed model of the stadium and surrounding environment is validated by comparing the dimensionless wind velocity magnitude for each gate from the present study with that from a previous work [11]. The modelling method of air curtains is also verified on the basis of previous experimental results [28]. To obtain more realistic thermal boundary conditions for the assessments of cooling configurations and a baseline configuration, separate solar radiation simulations are performed to predict the radiative heat fluxes from the surfaces of the ground, stadium and surrounding buildings. The results are used as thermal boundary conditions for the further assessments. Three cooling configurations are proposed in this research. Configuration 1 and 2 are designed on the basis of a cooling jet configuration proposed by [19], as shown in Figure 5. The difference between the two configurations is that only the vertical jets 1–11 are used to supply cool air under configuration 1, but configuration 2 has all the jets supplying cool air. Configuration 3 is also designed on the foundation of this cooling jet configuration. However, the horizontal jets 15–17 around the pitch are removed and four gates of the stadium are equipped with air curtains. Three scenarios are proposed under each cooling configuration in order to explore the effects of supply velocities of vertical jets above tiers, horizontal jets around the pitch and air curtains at gates on the pitch thermal conditions. The locations, supply air temperatures and velocity magnitudes are presented in Table 3. The thermal and wind conditions of these three configurations are evaluated and compared with the baseline configuration of the stadium without employing any cooling techniques. The thermal comfort levels on the spectator tiers and the pitch are evaluated for each scenario using the ASHRAE method (Standard 55–2017) [20], where the thermal sensation scale is represented by the Predicted Mean Vote (PMV) ranging from +3 hot to 0 neutral and to −3 cold. It should be noted that we did not aim to accurately predict the thermal comfort levels inside the stadium but instead use them as indicators to compare the three cooling configurations and the baseline configuration. The energy consumption per match consumed by each scenario is also estimated as another indicator.



3.1. Stadium and Surrounding Environment Modelling Validation


The developed model of the stadium and surrounding buildings was simulated under the wind direction of φ = 350° and the average wind velocity at each gate of the stadium was measured and compared with the previous field measurement data [11]. The dimensionless wind velocity magnitude U/Uref for each gate was calculated on the basis of the current CFD simulation results and the previous field measurements, as shown in Table 4. The average wind velocity at each gate obtained from the two methods and the errors between the two methods are also presented in Table 4. The results of the two methods were also plotted in a graph showing errors between these methods (Figure 6). The deviations between the CFD simulation results and the field measurement data could be explained by that the exact field measurement locations were not given by [11]. A slight deviation between the measured locations from CFD simulations and those from the field testing can lead to a significant difference in the values of wind velocity between the two results. The errors demonstrate a fair to good agreement, and thus the developed model of the stadium and surrounding buildings was validated and used for further simulations.




3.2. Cooling Jets and Air Curtains Modelling Method Validation


The characteristics of cooling jets were validated on the basis of previous experimental measurements [48] and CFD simulation results [49]. The cooling jet was modelled as a reduced-scale spray nozzle with a diameter of 4 mm in a simplified computational domain of 0.585 m × 0.585 m × 1.9 m (Figure 7a), which was used as the wind tunnel test section in the experiment [48]. The boundary conditions of the domain, the characteristics of the nozzle and the Fluent setup were based on [49] and therefore not repeated in this paper. The dry-bulb temperatures (DBTs) were measured by nine measurement points (at the centre of each 3 × 3 grid) (Figure 7b) on the outlet plane of the domain from current CFD simulation and were compared with the measurements on the same points from the previous experimental testing [48] and CFD simulation results [49]. The error between the current CFD results and the previous experimental measurements on each measurement point is plotted in Figure 7c. It is observed that the maximum absolute error is 10% and the absolute deviations between the two results for most of the points are within 5%. The mean absolute error between the two results is calculated as 4.55%, which shows a good agreement between the current CFD results and previous experimental results. Apart from this, the graph plotting the relationship between the DBTs from the current CFD simulations and the previous experimental testing [48] (Figure 7c) is compared with the graph presenting the relationship between the DBTs from previous CFD simulations [49] and experimental testing [48] (Figure 7d). The maximum absolute error is around 7% and the absolute errors for the remaining points are within 5%, which are close to those from the current study. But the trends of data points are slightly different between the two graphs. The DBTs from current simulations are generally lower than those from previous simulations, which also results in the fact that the DBTs from current simulations are overall lower than those from the previous experimental measurements. These discrepancies maybe caused by the different discrete phase model conditions set for the walls of the domain. The ‘reflected’ boundary condition was used in the previous simulations while the ‘escape’ condition was set in the current simulations, considering the larger domain of the stadium environment than the simplified domain used in the previous simulations. Overall, the validity of the characteristics of the cooling jets were verified.



The air curtains used in the present study were modelled as supply slots, according to a previous study [28]. To validate the modelling method of air curtains, a full-scale test chamber, equipped with an air curtain door, a duct blaster fan for adjusting the airflow rate through the door/fan and its surrounding environment was developed and simulated under similar boundary conditions to the experiment setup [28]. The supply slot of the air curtain unit is modelled with a size of 0.0635 m × 0.61 m (Dac × Wac) and the dimensions of the door are 0.61 m × 0.71 m (Wd × Hd). The test chamber size is 2.44 m × 2.44 m × 1.3 m (Lc × Wc × Hc). The air curtain in the present study is simulated under two uniform supply speeds of 13.75 m/s and 9.1 m/s. The boundary conditions and Fluent setup are set similar to those introduced in previous work [27,28,29] and thus are not repeated in this paper. The net airflow rates through the air curtain door Q (m3/s) under various pressure differences across the door ΔP were obtained from the CFD simulations results and compared with previous experimental and numerical results. The results of airflow rates and their corresponding pressure differences from current simulations and previous simulations and experiments are plotted in Figure 8. The simulation correlations of these two variables are also plotted by previous work [28] and illustrated in Figure 8. The green triangular and magenta cross symbols represent the current simulation results under uniform supply speeds of 13.75 m/s and 9.1 m/s. Although the airflow rates from the current results are overall lower than those measured by the experiment and those predicted by the correlations, the general trend of the air curtain flow characteristics is still captured by the current results. It should be noted that the uniform supply speeds, instead of the real supply profiles of the air curtain unit used for testing, which is not provided in the previous study [28], are applied in the validation simulations. This assumption can account for a portion of the discrepancies between the current simulation results and the previous experimental and numerical results. Some data points under the supply speed of 9.1 m/s are even considerably close to the previous experimental results and correlations. Hence, the simplified modelling method of air curtains is valid to be used in the present research.




3.3. Solar Radiation Simulation Results


To evaluate the thermal and wind flow conditions inside the stadium under more realistic thermal boundary conditions, de-coupled solar radiation simulations were implemented using the solar irradiance data in Doha under the fair weather conditions method [36] in order to predict radiative heat fluxes emitted from the surfaces of ground, stadium and surrounding buildings. The results were thus used as the thermal boundary conditions for simulations which evaluate the thermal and wind flow conditions inside the stadium. It should be noted that the de-coupled solar radiation simulations were introduced here and conducted due to less computational resources consumed by two separate sets of simulations. It should also be noted that these simulations are not aimed to accurately predict the actual radiative heat fluxes but to minimize the gap between the numerical simulation results and the real thermal and wind flow conditions in the stadium. The effect of solar irradiances on the radiative heat fluxes of these surfaces was assessed under four proposed kick-off times, i.e., 13:00, 16:00, 19:00 and 22:00 GMT+3 (Doha time) on 21 November of the proposed opening day of the World Cup [45]. The corresponding radiative heat fluxes of these surfaces for each kick-off time are presented in Table 5. Besides, the radiative heat flux contours of the ground for each kick-off time are shown in Figure 9. It is obviously observed that the radiative heat fluxes from the ground at 13:00 is the most intensive among those for the four kick-off times. Hence, the results obtained from the solar radiation simulation under 13:00 are used as the thermal boundary conditions for the further assessments of each cooling configuration and a baseline configuration.




3.4. Influence of Vertical Jets Supply Velocity on Pitch Thermal Conditions


Scenarios 1–3 are proposed under configuration 1 which has only the vertical jets above the tiers providing the cooling for the stadium. The influence of different supply air velocities of vertical jets on the thermal conditions of the pitch is assessed. The temperature distributions on the pitch of these scenarios are presented in Figure 10a–c. It is observed that the temperature distributions of the pitch for these scenarios are significantly affected by the hot outside air of 34.2 °C and approximately 5 m/s entering from one of the gates, since the temperatures at one of the corners of the pitch reach 35.0 °C. Scenarios 1–2, which have lower supply air velocities for each jet, experience more heavily the influence of the infiltration of outside air on the pitch thermal distributions than scenario 3. Remarkably, for scenarios 1–2, the hot outside air inflow heats through one of the diagonals of the pitch, resulting in the pitch temperature rising up to at least 28.3 °C. Scenario 3 shows that increasing the jet supply velocity has the potential to attenuate the effect of the outside air inflow heating the pitch but is not effective to cool down the regions being affected by this inflow, where temperatures are still over 28.3 °C. In addition, the remaining pitch is cooled to 20 °C to 25 °C, conforming with the FIFA’s comfort temperature requirement. In terms of thermal comfort for players, the maximum Predicted Percentage of Dissatisfied (PPD) of these scenarios, as shown in Table 6, are in the range of 80% to 95%, which means ‘Warm’ to ‘Hot’ sensations for players [20].




3.5. Influence of Horizontal Jets Supply Velocity on the Pitch Thermal Conditions


To study the influence of supply velocities of horizontal jets around the pitch on the temperature distributions of the pitch, three velocities of 6 m/s, 10 m/s and 12 m/s are used for horizontal jets around the pitch under configuration 2. Similar to scenarios 1–3, the hot outside air infiltration occurs at the same gate of the stadium for scenarios 4–6 (Figure 10d–f). However, the enhancement on the jet supply velocity of horizontal jets around the pitch is effective in reducing the high temperature regions of 28.3 °C to 35.0 °C around that corner of the pitch. Scenario 4 is still largely affected by the outside air inflow, since approximately a quarter of the pitch is heated by this inflow to at least 26.7 °C to 28.3 °C. The areas of regions being influenced by the inflow for scenarios 5–6 are decreased compared with those for scenario 4. Apart from this, the rest of the pitch for these three scenarios show good thermal conditions of 20 °C to 23.3 °C, which satisfy the comfort temperature requirement of FIFA. As for the thermal comfort for players, the players under scenario 4 still sense ‘Warm’ [20] since the PMV and the PPD are still 1.63 and 58%, respectively. However, the comfort is enhanced substantially for scenarios 5–6, which have the PPDs of 29% and 8%, respectively. ‘Slightly warm’ and ‘Neutral’ [20] thermal sensations are provided by scenarios 5–6, respectively, which are fair to good for players’ comfort and health. It should be noted that the thermal comfort levels presented above are intended to represent the overall performances of comfort on the pitch, and therefore those extreme values on the pitch corner areas, which are empirically less used in football games than the central regions of the pitch, are not included in the thermal comfort estimations.




3.6. Influence of Air Curtains Supply Velocity on the Pitch Thermal Conditions


Air curtains are employed in configuration 3 to assess their potential on providing a solution to the issue of local hot regions caused by the infiltration of outside hot air. Three different supply air velocities of 10 m/s, 15 m/s and 20 m/s are used in scenarios 7–9, respectively. The thermal conditions on the pitch for scenarios 7–9 are illustrated in Figure 10g–i. It is observed that the issue caused by the infiltration of outside hot air is solved by the use of air curtains for the three scenarios. The temperature distributions of 20 °C to 26.7 °C are presented by scenario 7 (Figure 10g), where the temperatures of 25.0 °C to 26.7 °C at the central region of the pitch are slightly higher than the upper threshold of the FIFA’s comfort temperatures. The other two scenarios demonstrate good thermal conditions of 20 °C to 25 °C, which are within the comfort temperature range. Moreover, the penetration of the outside hot air into the stadium is sufficiently blocked by the air curtains with supply velocity of 20 m/s for scenario 9. With respect to thermal comfort on the pitch, the PMV and the PPD of the pitch for scenario 9 are reduced to 1.02 and 27%, respectively. But the thermal sensation for players is still ‘Slightly warm’ [20] since the air velocities on the pitch (Figure 11i) are mainly lower than 1.3 m/s. The wind environment on the pitch should be improved in future studies to provide more active air circulations on the pitch.




3.7. Comparison between Cooling Configurations and Baseline Configuration


The three cooling configurations of vertical jets only, vertical and horizontal jets, integrated jets and air curtains and the baseline configuration without using any cooling techniques are assessed and compared in order to show their cooling performances for the stadium. One scenario with the highest supply air velocities for jets or air curtains is selected from each cooling configuration and its temperature and wind velocity distributions on the cross section of the stadium are shown in Figure 12a–c,e–g, respectively. The three configurations (Figure 12a–c) can all provide the spectator tiers with comfortable temperatures of 20 °C to 21.7 °C. However, the temperature at the region below the lower spectator tiers for configuration 1 (Figure 12a) rises over 25.0 °C, since this region is heated by the outside hot inflow from one of the gates (Figure 11c). As for the wind conditions, the air circulation at the upper tiers is more active than that at the lower tiers for configuration 1 (Figure 12e), since the cool air is only supplied by vertical jets. In addition to this configuration, the lower tiers have a higher air velocity of 1–2 m/s than that of 0–1 m/s at the upper tiers for configuration 2 and 3 (Figure 12f–g), which both have lower supply air velocities of vertical jets but use horizontal jets at the back of lower tiers. Compared with the baseline configuration, the thermal environment at spectator tiers is all significantly enhanced by these cooing configurations, since the temperature at tiers is reduced by at least 15.0 °C. The wind environment of the baseline configuration is influenced by the scouring effect of the wind flow which enters into the stadium through one edge of the roof opening [50] and has poor air circulations inside the stadium. The cooling configurations, especially configuration 2, provide more active air movements inside the stadium. In terms of thermal comfort for the spectators, the baseline configuration is ‘Hot’ for the spectators, since the PMVs for both the upper and lower tiers are close to 3 [20]. However, the cooling configurations can all provide ‘Slightly cool’ thermal sensations for spectators with the PMVs from 0.91 to 1.42 [20].



As for the pitch, configurations 1 and 2 are both affected by the penetration of outside hot air through one of the gates (Figure 10a–f). It is also observed that increasing the jet velocity of horizontal jets around the pitch cannot effectively attenuate the influence of the outside air inflow. However, configuration 3 demonstrates that the penetration of outside air can be prevented by using air curtains at gates (Figure 10g–i). With regards to wind conditions, configuration 2 shows the most active air movements but may affect the motion of the football during matches, since the highest air velocity can reach 4 m/s (Figure 11f). The penetration of outside air is obviously observed in configuration 1 (Figure 11a–c) and is effectively reduced by configuration 3 (Figure 11g–i). In comparison with the baseline configuration, the temperature is decreased by a minimum of 4.8 °C, 9.8 °C and 15.2 °C for configurations 1–3, respectively, and the outside air inflow of up to 5.3 m/s is blocked by configuration 3. The PMV on the pitch is improved from 5.90, which is extremely hot, to 0.35 and 1.02 for configurations 2 and 3, respectively. Although configuration 2 can provide a ‘Neutral’ sensation for players, the energy consumed by configuration 2 for a match is 76.6 MWh, which is considerably higher than that of 54.0 MWh for configuration 3. Hence, for countries in hot climates such as Qatar, which is required to deliver a carbon-neutral World Cup, the use of air curtains can be regarded as an energy-efficient alternative to the typical use of cooling jets for the stadium. However, further research is still required to be conducted in order to investigate the operation conditions of air curtains for stadiums and analyse the sensitivity of air curtain parameters on its performance. Further work can also focus on optimizing the synchronized operation of the cooling jets and air curtains by designing a control system which can adapt to the indoor requirements and the outdoor conditions.





4. Conclusions and Future Work


The present study aims to assess the thermal and wind environment of a semi-outdoor stadium under three different cooling configurations and a baseline configuration without cooling using Computational Fluid Dynamics (CFD) simulations. The three cooling configurations are: (1) vertical jets only above upper tiers, (2) vertical jets above upper tiers and horizontal jets at the back of lower tiers and around the pitch, and (3) integrated vertical jets above upper tiers, horizontal jets at the back of lower tiers and air curtains at gates. Under each cooling configuration, three different scenarios are proposed to evaluate the effect of supply speeds of vertical jets above the tiers, horizontal jets around the pitch and air curtains at gates on the pitch thermal conditions. A full-size stadium model was developed and validated on the basis of previous studies. The characteristics of cooling jets and air curtains were validated by previous experimental and CFD simulation results. De-coupled solar radiation simulations were implemented using the solar irradiance data in Doha under the fair weather conditions method in ANSYS Fluent in order to predict radiative heat fluxes emitted from the surfaces of the ground, stadium and surrounding buildings. The results were used as thermal boundary conditions for simulations assessing the thermal and wind conditions in the stadium. The approach wind was based on the atmospheric boundary layer (ABL) flow profile. Three-dimensional steady Reynolds-averaged Navier–Stokes (RANS) equations and the realizable k-ε model were used to solve the thermal and wind flow conditions. The thermal comfort levels on the spectator tiers and pitch of the stadium were estimated using the ASHRAE PMV method (Standard 55–2017). The energy consumption per match required by each scenario was also evaluated.



On the basis of the evaluations for the influence of supply speeds for (1) vertical jets above the tiers, (2) horizontal jets around the pitch and (3) air curtains at gates on the pitch thermal conditions, the temperature distributions on the pitch for configurations 1 and 2 are both affected by the infiltration of hot outside air of 34.2 °C and approximately 5 m/s entering from one of the gates. Configuration 3 demonstrates that the issue caused by the infiltration of hot outside air can be solved by the use of air curtains. In particular, the penetration of hot outside air into the stadium can be sufficiently blocked by the air curtains with a supply speed of 20 m/s for scenario 9. However, the lowest value of PPD of 27% under configuration 3 is still higher than that of 8% under configuration 2, since air velocities on the pitch under configuration 3 are lower. The wind environment on the pitch under configuration 3 should be improved to provide more active air movements.



Comparing the cooling configurations with the baseline configuration without cooling, the temperature at spectator tiers is reduced by at least 15.0 °C. The pitch temperature is decreased by a minimum of 4.8 °C, 9.8 °C and 15.2 °C by configurations 1–3, respectively. Consequently, the values of PMV on the pitch is improved from 5.90 (extremely hot) of the baseline to 0.35 and 1.02 of configurations 2 and 3, respectively. However, the energy consumption per match required by configuration 3 is only 54.0 MWh, which is considerably lower than that of 76.6 MWh for configuration 2. Therefore, for countries in hot climates, such as Qatar, which is required to deliver a carbon-neutral World Cup, the use of air curtains can be regarded as an energy-efficient alternative to the typical use of cooling jets for stadiums.



Further research is still required to be conducted in order to investigate the operation conditions of air curtains for stadiums and analyse the influence of air curtain parameters on its performance. The wind environment needs to be improved by applying other ventilation techniques in future studies. The sensitivity of supply air temperature and supply angle of air curtains on the pitch thermal conditions is not considered in this study and can be focused on in future. Further study can also focus on optimizing the synchronized operation of the cooling jets and air curtains by designing a control system which can adapt to the indoor requirements and the outdoor conditions.
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Figure 1. (a) The Johan Cruyff Arena and its surrounding buildings situated in a radius of 300 m from the stadium from a previous work [30]. (b) Geometry model of the stadium and its surrounding buildings used in the present study. (c) Extension dimensions and boundary conditions of the computational domain (section view). (d) Extension dimensions and boundary conditions of the computational domain (top view). 
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Figure 2. The case study stadium Johan Cruyff Arena. (a) Horizontal cross-section at a height of 2 m above the ArenA deck. (b) Vertical cross-section αα’. (c) Vertical cross-section ββ’. (d) Vertical cross-section of the eastern part of the stadium. (e) External view of the stadium with the open roof [11,13]. 
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Figure 3. (a) Measurement points on the cross-section of the stadium for the grid independence study. (b) Measurement points on the pitch for the grid independence study. 
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Figure 4. (a) Wind direction frequency for November and December in recent five years. (b) The winter prevailing wind direction used in the simulations (modified from [11]). (c) Inlet wind profiles of mean wind velocity U, turbulence kinetic energy k and turbulence dissipation rate   ε   for     y 0  = 0.5    m and     y 0  = 1    m [12]. 
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Figure 5. The cooling jets configuration used for cooling configurations 1 and 2. 
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Figure 6. Comparison between current Computational Fluid Dynamics (CFD) results and previous field measurements under the wind direction of 350°. 
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Figure 7. (a) The computational domain of the jet model from the present study. (b) The locations of dry-bulb temperature (DBT) measurement points on the outlet plane (modified from [48]). (c) DBTs comparison between current CFD results and previous experimental measurements [48]. (d) DBTs comparison between previous CFD results [49] and previous experimental measurements [48]. 
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Figure 8. Comparisons among the current CFD results Q-ΔP for the air curtain with uniform supply and the previous experimental and numerical results [28]. 
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Figure 9. Radiation heat flux contours of the ground for the kick-off times 13:00, 16:00, 19:00 and 22:00 GMT+3 (Doha time) on 21 November. 
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Figure 10. (a–i) Temperature distributions of the pitch (at height of 2.1 m) for scenarios 1–9. 
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Figure 11. (a–i) Wind velocity magnitude distributions of the pitch (at a height of 2.1 m) for scenarios 1–9. 
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Figure 12. (a–d) Temperature distributions of the cross-section of the stadium for configurations 1–3 and the baseline configuration. (e–h) Wind velocity distributions of the cross-section of the stadium for configurations 1–3 and the baseline configuration. (i) Temperature distributions of the pitch for the baseline configuration. (j) Wind velocity distributions of the pitch for the baseline configuration. 
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Table 1. Boundary conditions for the Computational Fluid Dynamics (CFD) models.






Table 1. Boundary conditions for the Computational Fluid Dynamics (CFD) models.





	
CFD Boundary Conditions






	
Domain inlet

	
Velocity-inlet with a wind profile of y0 = 1 m; inflow temperature of 34.2 °C.




	
Domain Outlet

	
Pressure-outlet with gauge pressure of 0 Pa; backflow temperature of 34.2 °C.




	
Ground (wall)

	
ks = 0.59 m Cs = 0.5; heat flux of 36.40 W/m2; material is set up as soil (ρ = 1400 kg/m3; Cp = 1480 J/kgK; k = 0.75 W/mK) [41]




	
Stadium (wall)

	
ks = 0 m Cs = 0.5; heat flux of 11.25 W/m2; material is set up as concrete (ρ = 2400 kg/m3; Cp = 880 J/kgK; k = 0.3 W/mK) [41]




	
Surrounding buildings (wall)

	
ks = 0 m Cs = 0.5; heat flux of 3.10 W/m2; material is set up as concrete (ρ = 2400 kg/m3; Cp = 880 J/kgK; k = 0.3 W/mK) [41]




	
Air curtains/Cooling jets

	
Velocity-inlets with constant velocity magnitudes and temperatures [15,24].
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Table 2. Fluent simulation setup.






Table 2. Fluent simulation setup.





	
Fluent Simulation Setup






	
Simulation condition

	
Steady state




	
Turbulence model

	
Realizable k-ε model with standard wall functions and full buoyancy effect




	
Radiation model 1

	
Discrete ordinates (DO) model




	
Solar load model

	
Solar ray tracing model




	
Solar calculator

	




	
Longitude and latitude

	
51.53° E 25.29° N




	
Timezone (±GMT)

	
GMT +3




	
Date and time

	
November 21st 13:00, 16:00, 19:00 and 22:00 (GMT +3)




	
Solar irradiation method

	
Fair weather conditions




	
Sunshine factor

	
0.3




	
Solution method

	
Pressure-velocity coupling




	
Scheme

	
SIMPLE




	
Spatial discretization

	
Second-order discretization schemes




	
Under-relaxation factors

	
Default values




	
Convergence Criteria

	
None (Continuity, x, y, z velocities, energy, turbulent kinetic energy k and turbulent dissipation rate ε are monitored)








1 Note that the radiation model was only adopted in the solar radiation simulations.
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Table 3. Cooling scenarios under each cooling configuration.






Table 3. Cooling scenarios under each cooling configuration.





	
Cooling Configuration 1






	
Scenario 1

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
6

	
20




	
Jets 6–8

	
Above upper tiers

	
3

	
20




	
Jets 9–10

	
Above upper tiers

	
2

	
20




	
Jets 11

	
Above upper tiers

	
1

	
20




	
Scenario 2

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
8

	
20




	
Jets 6–8

	
Above upper tiers

	
4

	
20




	
Jets 9–10

	
Above upper tiers

	
2

	
20




	
Jets 11

	
Above upper tiers

	
1

	
20




	
Scenario 3

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
12

	
20




	
Jets 6–8

	
Above upper tiers

	
6

	
20




	
Jets 9–10

	
Above upper tiers

	
4

	
20




	
Jets 11

	
Above upper tiers

	
2

	
20




	
Cooling configuration 2




	
Scenario 4

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
6

	
20




	
Jets 6–8

	
Above upper tiers

	
3

	
20




	
Jets 9–10

	
Above upper tiers

	
2

	
20




	
Jets 11

	
Above upper tiers

	
1

	
20




	
Jets 12–14

	
At the back of lower tiers

	
4

	
20




	
Jets 15–17

	
Around the pitch zone

	
6

	
20




	
Scenario 5

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
6

	
20




	
Jets 6–8

	
Above upper tiers

	
3

	
20




	
Jets 9–10

	
Above upper tiers

	
2

	
20




	
Jets 11

	
Above upper tiers

	
1

	
20




	
Jets 12–14

	
At the back of lower tiers

	
4

	
20




	
Jets 15–17

	
Around the pitch zone

	
10

	
20




	
Scenario 6

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
6

	
20




	
Jets 6–8

	
Above upper tiers

	
3

	
20




	
Jets 9–10

	
Above upper tiers

	
2

	
20




	
Jets 11

	
Above upper tiers

	
1

	
20




	
Jets 12–14

	
At the back of lower tiers

	
4

	
20




	
Jets 15–17

	
Around the pitch zone

	
12

	
20




	
Cooling configuration 3




	
Scenario 7

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
6

	
20




	
Jets 6–8

	
Above upper tiers

	
3

	
20




	
Jets 9–10

	
Above upper tiers

	
2

	
20




	
Jets 11

	
Above upper tiers

	
1

	
20




	
Jets 12–14

	
At the back of lower tiers

	
4

	
20




	
Air curtain 1

	
Gate A

	
10

	
20




	
Air curtain 2

	
Gate B

	
10

	
20




	
Air curtain 3

	
Gate C

	
10

	
20




	
Air curtain 4

	
Gate D

	
10

	
20




	
Scenario 8

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
6

	
20




	
Jets 6–8

	
Above upper tiers

	
3

	
20




	
Jets 9–10

	
Above upper tiers

	
2

	
20




	
Jets 11

	
Above upper tiers

	
1

	
20




	
Jets 12–14

	
At the back of lower tiers

	
4

	
20




	
Air curtain 1

	
Gate A

	
15

	
20




	
Air curtain 2

	
Gate B

	
15

	
20




	
Air curtain 3

	
Gate C

	
15

	
20




	
Air curtain 4

	
Gate D

	
15

	
20




	
Scenario 9

	
Location

	
Supply velocity (m/s)

	
Supply temperature (   ° C   )




	
Jets 1–5

	
Above upper tiers

	
6

	
20




	
Jets 6–8

	
Above upper tiers

	
3

	
20




	
Jets 9–10

	
Above upper tiers

	
2

	
20




	
Jets 11

	
Above upper tiers

	
1

	
20




	
Jets 12–14

	
At the back of lower tiers

	
4

	
20




	
Air curtain 1

	
Gate A

	
20

	
20




	
Air curtain 2

	
Gate B

	
20

	
20




	
Air curtain 3

	
Gate C

	
20

	
20




	
Air curtain 4

	
Gate D

	
20

	
20
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Table 4. CFD wind velocity validation results under the wind direction of 350°.
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	Opening
	CFD Mean Velocity UCFD (m/s)
	UCFD/Uref 1
	Experimental Mean Velocity Uexp (m/s)
	Uexp/Uref 1
	Error





	Gate A
	3.09
	0.39
	4.00
	0.50
	−0.23



	Gate B
	4.91
	0.61
	4.11
	0.51
	0.19



	Gate C
	2.13
	0.27
	2.91
	0.36
	−0.27



	Gate D
	3.32
	0.42
	2.63
	0.33
	0.26







1 The reference wind velocity Uref used in the study is 8 m/s.
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Table 5. Radiative heat fluxes for ground, stadium and surroundings for each kick-off time on 21 November.
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	Radiative Heat Flux
	13:00
	16:00
	19:00
	22:00





	Ground (W/m2)
	36.40
	3.99
	−0.42
	−0.42



	Stadium (W/m2)
	11.25
	9.52
	7.23
	7.23



	Surrounding (W/m2)
	3.10
	4.91
	2.95
	2.95
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Table 6. Thermal comfort levels and estimated energy consumption per match for each scenario.






Table 6. Thermal comfort levels and estimated energy consumption per match for each scenario.





	
Cooling Jet Scenario

	
Thermal Comfort Estimation (PMV/PPD)

	
Energy Consumption per Match (MWh)




	
Upper Tiers

	
Lower Tiers

	
Pitch






	
Scenario 1

	
−0.91/22%

	
−0.16/6%

	
2.55/94%

	
39.6




	
Scenario 2

	
−1.23/37%

	
−0.54/11%

	
2.36/90%

	
50.9




	
Scenario 3

	
−1.23/37%

	
−0.91/22%

	
2.10/81%

	
79.1




	
Scenario 4

	
−0.91/22%

	
−1.23/37%

	
1.63/58%

	
64.7




	
Scenario 5

	
−0.91/22%

	
−1.23/37%

	
1.06/29%

	
72.7




	
Scenario 6

	
−0.91/22%

	
−1.23/37%

	
0.35/8%

	
76.6




	
Scenario 7

	
−0.91/22%

	
−1.42/47%

	
1.40/46%

	
53.6




	
Scenario 8

	
−0.91/22%

	
−1.42/47%

	
1.23/37%

	
53.8




	
Scenario 9

	
−0.91/22%

	
−1.42/47%

	
1.02/27%

	
54.0












© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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