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Abstract: Runoff in snowy alpine regions is sensitive to climate change in the context of global
warming. Exploring the impact of climate change on the runoff in these regions is critical to understand
the dynamics of the water cycle and for the improvement of water resources management. In this
study, we analyzed the long-term variations in annual runoff in the headwaters region of the Yellow
River (HRYR) (a typical snowy mountain region) during the period of 1956–2012. The Soil and Water
Assessment Tool (SWAT) with different elevation bands was employed to assess the performance of
monthly runoff simulations, and then to evaluate the impacts of climate change on runoff. The results
show that the observed runoff for the hydrological stations at lower relative elevations (i.e., Maqu
and Tangnaihai stations) had a downward trend, with rates of 1.91 and 1.55 mm/10 years, while a
slight upward trend with a rate of 0.26 mm/10 years was observed for the hydrological station at
higher elevation (i.e., Huangheyan station). We also found that the inclusion of five elevation bands
could lead to more accurate runoff estimates as compared to simulation without elevation bands at
monthly time steps. In addition, the dominant cause of the runoff decline across the whole HRYR
was precipitation (which explained 64.2% of the decrease), rather than temperature (25.93%).
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1. Introduction

The hydrological cycle is one of the most important natural biospheric processes. It provides
humans, animals, and plants with water. It also moves materials such as nutrients, pathogens,
and sediment into and out of aquatic ecosystems. Global climate change is very likely to affect
the hydrological cycle, and consequently, water resources by increasing evaporation due to rising
temperatures and by changing precipitation patterns [1]. Over the past century, the climate has
changed dramatically at the global scale, with the average global surface temperature having increased
by approximately 0.8 ◦C [2]. Global warming and its variability are expected to intensify the global
hydrological cycle, which could transform the timing and magnitude of runoff, resulting in increased
frequency and intensity of extreme events such as flood and drought [3]. This may occur especially
in cold highland regions [4], as temperatures strongly modulate snow accumulation and melt, thus
affecting the hydrological systems originating from these regions. These changes, in turn, are expected
to affect water supply systems, sediment transport and deposition, food production, power generation,
and ecosystem conservation [5]. Highland regions in the headwaters of large rivers provide a large
fraction of the life-sustaining water resources for the entire globe [3]. Changes in their water yield will
affect the ecology and economy of the middle and lower reaches of these basins. Therefore, it is essential
to investigate and quantify the hydrological response to the climate change of highland regions at
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the basin scale. Research at this scale is useful not only for developing a deeper understanding of
watershed hydrological cycles, but also for providing better information applicable to the sustainable
development of water resources and the maintenance of stable ecosystems.

Hydrological models are widely used to evaluate and quantify the effects of climate change
on water resources [6,7]. Of these, the Soil and Water Assessment Tool (SWAT) has been most
widely used across the world [8–11], because it is a distributed hydrological model that can reflect
the spatial distribution characteristics of the terrain, soil, vegetation, land use, and precipitation.
In addition, because the SWAT model treats sub-basins as independent units with similar hydrological
characteristics, SWAT produces more reasonable hydrological calculations and is convenient for
comprehensive planning and management of watersheds. Moreover, sub-basins in the model are
generated based on digital elevation model (DEM) data, and their size can be adjusted by setting the
critical source area of the sub-basin within the SWAT model as needed, which makes the SWAT model
more flexible. Furthermore, the SWAT model has proved to be suitable in northwest China (which is
where the study region is located), despite the sparse observational information (e.g., precipitation
stations and temperature stations). The success of the model in these conditions is due to the inclusion
of a weather generator within the SWAT model, which can automatically generate meteorological
driver data based on long-term observed meteorological data that are available. Most importantly,
the SWAT model has been successfully employed to assess the impacts of climate change on surface
runoff variation in the headwater region of the Yellow River (HRYR) in previous studies. Therefore,
the SWAT model was our top choice to employ in this study. In addition, it has also proven to be an
effective tool for simulating hydrological processes, soil erosion, and contaminant transport under
different environmental conditions all over the world [8,9]. Zhang, et al. [11] employed the SWAT
model to assess the impacts of climate change and human activities on runoff changes in the Huifa
River basin in China from 1965 to 2005. Their research indicated that the impacts of climate change
could result in a decrease in runoff, accounting for −36.7, −59.5, +36.9, and −45.2 mm/a for 1965–1975,
1976–1985, 1986–1995, and 1996–2005, respectively. Githui, et al. [12] assessed the climate change
impact on SWAT-simulated runoff in western Kenya, and their results showed that changes in the
annual mean rainfall of 2.4% to 23.2% corresponded to changes in runoff between approximately 6%
and 115%. Khoi used the SWAT model to evaluate the effects of climate change on streamflow in the
Srepok watershed in Vietnam. The results showed that a 1.3 to 3.9 ◦C increase in annual temperature
and a 0.5% to 4.4% decrease in annual precipitation could correspond to a decrease in streamflow of
about 2.8% to 7.6%. Yin, et al. [13] used the SWAT model to identify the effects of climate changes
and land use/land cover changes on runoff in a semi-humid to semi-arid transition zone in northwest
China. Their work suggested that land use/land cover change was the major cause of runoff reduction,
contributing to 44% of the runoff variation between the 1980s and 1990s, and 71% of the runoff variation
between the 1990s and 2000s.

For alpine regions, elevation is an important factor in determining changes in many meteorological
variables, including temperature and precipitation [14,15]. SWAT users have the option to improve
hydrological simulation performance over mountainous headwaters using elevation bands, which
modulate the amount of precipitation input depending on the orography of the catchment [14,15].
The SWAT elevation bands are established by specifying the number of bands, their average elevation [8],
and the proportion of the sub-basin area they each contain. To account for the topographic effects of
climate variables, SWAT allows up to ten elevation bands to be declared in each sub-basin, allowing
the user to simulate snow and snowmelt separately for each elevation zone [16].

Previous researchers have investigated the effects of elevation bands on hydrological simulations.
Zhang, et al. [14] assessed the benefits for runoff simulations of modeling snow with and without
elevation bands, and the results showed that the performance of simulations using elevation bands
is much more accurate than that of simulations without elevation bands. When Zhang, et al. [15]
evaluated the performance of SWAT-based runoff simulations in the northeast of the Tibetan Plateau,
they found that the SWAT model performed better for both calibration and validation periods after
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establishing elevation bands, as compared to applying the model without using elevation bands. When
Pradhanang, et al. [17] employed SWAT to compare snowpack and snowmelt simulated with different
numbers of elevation bands (i.e., one, three, and five elevation bands) for the Cannonsville reservoir
watershed in the northeastern United States, their results indicated that the simulations for both daily
and seasonal streamflow could be improved to achieve satisfactory performance (i.e., a coefficient
of determination of 0.73 and a Nash–Sutcliffe coefficient of 0.72) when using three elevation bands.
However, although most previous researchers have reported that incorporating elevation bands could
improve the performance of hydrological simulations, few studies have addressed finding the optimal
number of elevation bands that should be used in runoff simulations across alpine regions.

The HRYR, located in the eastern region of the Tibetan Plateau, is widely known as the “water
tower” of the Yellow River, as it accounts for only 15% of the entire Yellow River basin area but
contributes approximately 38% of the total flow [18]. In recent years, the HRYR has been suffering
critical eco-environmental problems, including declining groundwater levels, shrinking of lakes and
wetlands, thawing of glaciers and permafrost, degradation of vegetation health, and decreasing
runoff [19]. Such changes in hydrological conditions could have an important impact not only on
the local environment and socio-economic development but also on conditions in downstream areas.
Therefore, it is critical that we accurately simulate hydrological processes and, in particular, the
response of runoff to climate change in this region.

Previous studies have tried to determine the reasons for decreased runoff within the HRYR, and
many have suggested that climate change has been the primary cause of the decrease in runoff [20,
21]. However, most of these studies have applied statistical approaches (e.g., Budyko and double
accumulative curve methods), and the results could not capture physical processes well due to the
lack of physical mechanisms in these approaches. Furthermore, since few efforts have systematically
evaluated the effects of snowmelt on surface runoff or have established appropriate elevation bands
for hydrological simulation in this heterogeneous alpine region, there is still no consensus on the
recommended number of elevation bands for alpine hydrological simulation [14,17]. More importantly,
all existing studies have only identified generalized impacts of climate change on runoff variation, and
the individual impacts of precipitation and temperature on runoff variation are still unclear. Therefore,
to better understand how the effects of climate change contribute to runoff variation, a SWAT-based
quantitative assessment is needed.

The main objectives of this study are (1) to explore the changes in the observed annual runoff

across the HRYR; (2) to evaluate the effect of the elevation band method on SWAT-based monthly runoff

simulations in the HRYR; and (3) to further quantify the impacts of climate change on runoff variation.

2. Study Area and Data Sources

The headwater region of the Yellow River (HRYR; 32◦5′ N–36◦30′ N, 95◦30′ E–103◦30′ E) lies in the
basin above the Tangnaihai hydrological station of the Yellow River in the eastern Qinghai-Tibet Plateau
region (Figure 1). The drainage area of the HRYR is about 121,972 km2 (15% of the whole Yellow River
basin), while contributing approximately 40% of the total flow in the Yellow River basin. Therefore,
the HRYR is often called the “water tower” of the Yellow River. The average annual temperature is
0.26 ◦C, ranging from a minimum annual average temperature of −5.38 ◦C to a maximum of 4.14 ◦C.
The average annual precipitation is 534 mm, ranging from a minimum annual average precipitation of
262 mm to a maximum of 772 mm. The altitude in most areas ranges from 2568 to 6264 meters, with an
average of 4,217 meters. The mainland cover in this study area is alpine meadows and grasslands,
which covers almost 80% of the whole region [21], with lakes and swamps covering an area of about
2000 km2.
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of the Chinese Academy of Sciences (http://www.resdc.cn). Soil data consisting of soil type maps 
(1:1,000,000) and records of related soil properties were obtained from the Cold and Arid Region 
Science Data Center of the Chinese Academy of Sciences (http://westdc.westgis.ac.cn). Of these 
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indicate the start time and region of the abrupt changes. Compared to other abrupt change methods 
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Figure 1. The location map of the headwater region of the Yellow River (HRYR) and selected
hydroclimatic stations.

Monthly average runoff data (1964–2012) from the three hydrological gauging stations selected
to calibrate the model (i.e., Huangheyan, Tangnaihai, and Maqu (Figure 1) were obtained from
the Yellow River Conservancy Commission. Meteorological data including the daily maximum
temperatures, daily minimum temperatures, relative humidity, hours of sunshine, and wind speed
from the period 1964 to 2012 were obtained from the China Meteorological Data Sharing Service System
(http://www.escience.gov.cn). Data from 15 meteorological stations were used in the model. Most of
the stations were situated near the Tangnaihai and Maqu hydrological stations. DEM data and land-use
information were obtained from the Resources and Environmental Science Data Center of the Chinese
Academy of Sciences (http://www.resdc.cn). Soil data consisting of soil type maps (1:1,000,000) and
records of related soil properties were obtained from the Cold and Arid Region Science Data Center of
the Chinese Academy of Sciences (http://westdc.westgis.ac.cn). Of these observational datasets, the
meteorological data, DEM data, land-use data, and soil data were used as the inputs to drive the SWAT
model, and the observed runoff data were used to calibrate and validate the SWAT model.

3. Methodology

3.1. The Mann-Kendall Test for Abrupt Change Analysis

The Mann-Kendall (M-K) test has been widely used for trend analysis of time series and testing
for mutation points [22]. It can be used to determine if there are abrupt changes in a data series
and indicate the start time and region of the abrupt changes. Compared to other abrupt change
methods (e.g., Pettitt, Buishand range test, the standard normal homogeneity test), this test has the
advantage of not assuming any distribution form for the data and has similar power to its parametric
competitors [23]. In addition, the method has a high degree of quantification and is more suitable for
rank variables [23]. Therefore, it is highly recommended for general use by the World Meteorological
Organization and is widely used in the literature to analyze the abrupt change in meteorological and
hydrological data [24,25]. For a time series (x1, x2, . . . , xn), the null hypothesis is stated as follows: the
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sample under investigation shows no beginning of a developing trend. The following test is performed
to prove or to disprove the assumption, and for this, first the M-K test statistic Sk is calculated as below:

Sk =
∑k

i=1
Ri (k = 2, 3, ..., n), (1)

for all j, where Ri = 1 if xi > x j (j = 1, 2, . . . , i), and otherwise Ri = 0. Assuming that the sequence is
random and independent, the Sk is distributed as a normal distribution with the expected value of
E[Sk] and the variance Var[Sk] calculated as follows:

E[Sk] =
k(k − 1)

4
, (2)

Var[Sk] =
k(k − 1)(2k + 5)

72
(k = 2, 3, . . . , n), (3)

The statistical sequence Zk can then be acquired as follows:

Zk =
Sk − E[Sk]

(Var[Sk])
1/2

, (4)

Zk is characterized by a normal distribution. Unlike the M-K test for the monotonic trend, which
calculates the statistical variables only once for the entire sample, in the M-K test for abrupt change
analysis, for the reverse sequence, the so-called retrograde is obtained similarly (xn, xn−1, xn−2, . . . , x1).
The statistical variables Sk, E[Sk], Var[Sk] and Zk of the reverse sequence are calculated according to
the same procedure as shown in Equations (1)–(4), respectively. The Z values calculated using the
progressive and retrograde series are designated here as Z1 and Z2. If the intersection of the Z1 and Z2

curves is between the lines based on the 95% confidence interval (with a significance level of 0.05), it
indicates that an abrupt change has taken place at that intersection point [26].

3.2. The Soil and Water Assessment Tool (SWAT) Model

3.2.1. Basic Introduction to SWAT

SWAT is a comprehensive, time-continuous, semi-distributed, process-based model developed
by the US Department of Agriculture [27]. It is an effective tool for simulating various river flows
over long periods of time. SWAT has been successfully applied in many parts of the world and has
proven to be able to simulate hydrological processes, erosion, vegetation growth, and water quality
changes [15,28] in large river basins, and it is useful for assessing the impacts of climate change and
water management [29]. The first step in using this model is to divide the basin into sub-basins
based on topography. SWAT subsequently determines the hydrological response units (HRUs) within
each sub-basin based on soil, land use, and slope. The calculations for the hydrological cycle are
based on water balance, which includes four storage volumes: snow, soil, shallow aquifers, and deep
aquifers [30]. Using daily meteorological time series data as inputs, daily, monthly, and annual fluxes
of water and solutes can be simulated in river basins at the HRU level and aggregated at the sub-basin
level. Then, the loads are transported and routed toward the river and basin exits. The SWAT model
has been selected for this study because it has been successfully applied to various scales, topographies,
and climatic conditions around the globe. In addition, SWAT can successfully simulate streams in high
mountains when an improved snow melting algorithm is implemented [16]. More information about
this model can be obtained from the official model literature [31].

3.2.2. Snowmelt Processes in the SWAT Model

Snowmelt is primarily controlled by the temperature of air and snow, the rate of the melting,
and the areal coverage of the snow. The SWAT model uses a temperature-index-based method to
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estimate the snowmelt process. The model considers snowmelt as rainfall to calculate runoff and
seepage. In calculating the snowmelt, the rainfall energy from the snow melting portion is set to
zero, and the peak runoff rate is estimated assuming snow melted uniformly over the 24 hours of
the day [32]. Temperature is considered to be the main controlling factor for snow melting in the
temperature index method. The snowmelt is estimated as a linear function of the difference between
the average of snowpack temperature and maximum air temperature on a given day and the base, or
threshold temperature, for the snowmelt [33],

SNOmlt = bmlt · snocov ·

[Tsnow + Tmx

2
− Tmlt

]
, (5)

where SNOmlt is the amount of snowmelt on a given day (mm H2O), bmlt is the melt factor for the day
(mm H2O/[day·◦C]), snocov is the fraction of the HRU area covered by snow, Tsnow is the snowpack
temperature on a given day (◦C), and Tmx is the maximum air temperature for a given day (◦C). Tmlt

is the base temperature above which snowmelt is allowed (◦C). The melt factor allows for seasonal
variations, with maximum and minimum values occurring in summer and winter, respectively, and is
calculated as:

bmlt =
(bmlt6 − bmlt12)

2
+

(bmlt6 − bmlt12)

2
· sin (

2π
365
· (dn − 81)), (6)

where bmlt6 and bmlt12 are the melt factors for June 21st (mm H2O/[day·◦C]) and 21 December (mm
H2O/[day·◦C]), respectively, and dn is the day number of the year.

3.2.3. Elevation Bands in the SWAT Model

Elevation is an important factor in determining changes in many meteorological variables,
including temperature and precipitation [14,15]. To account for the topographic effects of climate
variables, SWAT allows up to ten elevation bands to be defined in each sub-basin to simulate snow
and snowmelt separately for each elevation zone [16]. SWAT can better represent the precipitation
and temperature distribution of areas containing large elevation variations by the addition of these
elevation bands. Precipitation and temperature for each band are calculated as a function of the
respective lapse rate and the difference between the gauge elevation and the average elevation specified
for the band [16]. The temperature and precipitation of each band were adjusted using the following
two equations:

TB = T + (ELB − EL) · Tlaps, (7)

PB = P + (ELB − EL) · Plaps, (8)

where TB is the elevation band mean temperature (◦C), T is the temperature measured at the weather
station (◦C), ELB is the mean elevation in the elevation band (m), EL is the elevation of the weather
station (m), PB is the mean precipitation in the elevation band (mm), P is the precipitation measured at
the weather station (mm), Plaps is the precipitation lapse rate (mm/km), and Tlaps is the temperature
lapse rate (◦C/km).

3.3. SWAT Model Setup

3.3.1. Model Sensitivity Analysis and Calibration

To take into consideration the continuity of meteorological and hydrological data, the model
was calibrated with the observed monthly runoff dataset for the years 1966–1980 using 1964–1965
as a training period, based on the measured emissions records of the Tangnaihai and Maqu stations.
The calibration period at the Huangheyan station was instead 1976–1980 due to the fact that there
were missing data between 1964 and 1975. After calibration, the model was then validated using the
1981–1991 dataset. The sensitivity analysis and calibration were performed using SWAT calibration
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and uncertainty programs (SWAT-CUP [28,34]) with the Sequential Uncertainty Fitting algorithm
version 2 (SUFI-2) [35]. The sensitivity analysis methodology was performed by the one-at-a-time
procedure presented by [35]. This procedure tests the model sensitivity by changing one parameter
at a time while all other parameters are kept constant. In the model, 33 parameters (Table 1) were
considered in all, including 24 parameters for the hydrological component, 7 parameters for the snow
component, and 2 parameters for the elevation bands analyses. The best values obtained for the 23
most sensitive parameters identified by SWAT-CUP for the three hydrological stations are listed in
Table 2. After determining the most sensitive parameters, 1500 simulations [36] were performed for
each iteration. The ranges of the parameters were modified after each iteration according to the new
parameter ranges suggested by the procedure, taking into account reasonable physical limitations.
More detailed information about the procedure for calibration of the model can be found in [35]
and [37].

Table 1. Basic information for parameters considered in the Soil and Water Assessment Tool
(SWAT) model.

Parameters Definitions Range Default

Hydrology
CN2 SCS runoff curve number II 35–98 HRU-Based

ALPHA_BF Baseflow alpha factor [days] 0–1 0.048
GW_DELAY Groundwater delay 0–500 31

GWQMN Threshold depth of water in the shallow aquifer
required for return flow to occur [mm] 0–5000 1000

GW_REVAP Groundwater “revap” coefficient 0.02–0.2 0.02
ESCO Soil evaporation compensation factor 0–1 0.95
EPCO Plant uptake compensation factor 0–1 1

CH_N2 Manning’s “n” value for the main channel 0–0.3 0.014

CH_K2 Effective hydraulic conductivity in main channel
alluvium [mm/hr] 0–400 0

SOL_AWC() Available water capacity of the soil layer [mm/mm] 0–1 Soil layer
SOL_K() Saturated hydraulic conductivity [mm/hr] 0–100 Soil layer
SOL_Z() Depth from soil surface to bottom of layer [mm] 0–3000 Soil layer

SOL_BD() Moist bulk density [g/cm3] 0.9–2.5 Soil layer
OV_N Manning’s “n” value for overland flow 0.01–30 HRU-based
GWHT Initial groundwater height [mm] 0–25 1

GW_SPYLD Specific yield of the shallow aquifer [m3/m3] 0–0.4 0.003
SHALLST Initial depth of water in the shallow aquifer [mm] 0–5000 1000
DEEPST Initial depth of water in the deep aquifer [mm] 0–10000 2000

RCHRG_DP Deep aquifer percolation fraction 0–1 0.05

REVAPMN Threshold depth of water in shallow aquifer for
“revap” to occur [mm] 0–1000 750

CANMX Maximum canopy storage [mm] 0–100 0
EVRCH Reach evaporation adjustment factor 0.5–1 1

SURLAG Surface runoff lag time [days] 1–24 4

EVLAI Leaf area index at which no evaporation occurs from
water surface [m2/m2] 0–10 3

Snow
SFTMP Snowfall temperature [◦C] −5–5 1
SMTMP Snowmelt base temperature [◦C] −5–5 0.5

SMFMX Maximum melt rate for snow during year (occurs on
summer solstice) [mm/(◦C·day)] 0–10 4.5

SMFMN Minimum melt rate for snow during the year (occurs
on winter solstice) [mm/(◦C·day)] 0–10 4.5

TIMP Snowpack temperature lag factor 0–1 1

SNOCOVMX Minimum snow water content that corresponds to
100% snow cover [mm] 0–500 1

SNO50COV Snow water equivalent that corresponds to 50%
snow cover [mm] 0–1 0.5

Elevation Band
TLAPS Temperature lapse rate [◦C/km] −50–50 0
PLAPS Precipitation lapse rate [mm/km] −500–500 0
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Table 2. Best parameter range for the selected 23 most sensitive parameters in SWAT model hydrological
simulations. Parameters beginning with “v__” and “r__” indicate a replacement and a relative change
to the initial parameter values, respectively.

Parameters Best Parameter Estimate
(Huangheyan)

Best Parameter Estimate
(Maqu and Tangnaihai) Calibrated Range

r__CN2.mgt −0.18 0.03 −0.2 to 0.2
v__ALPHA_BF.gw 0.71 0.55 0 to 1
v__GW_DELAY.gw 163.22 233.76 30 to 450
v__GW_REVAP.gw 0.09 0.10 0.02 to 0.2

v__GWQMN.gw 1.50 1.43 0 to 2
v__CH_N2.rte 0.23 0.25 0.0 to 0.3
v__CH_K2.rte 12.37 13.73 5 to 130

r__SOL_AWC(1).so −0.01 0.05 −0.2 to 0.4
r__SOL_BD(1).sol −0.06 0.23 −0.5 to 0.6

v__OV_N.hru 13.67 12.79 0.01 to 30
v__RCHRG_DP.gw 0.40 0.50 0 to 1
v__REVAPMN.gw 401.86 417.48 0 to 500

v__ESCO.hru 0.59 0.59 0.8 to 1
v__EPCO.hru 0.29 0.28 0 to 1

v__EVRCH.bsn 0.69 0.68 0.5 to 1
v__EVLAI.bsn 5.48 5.50 0 to 10
v__SFTMP.bsn 6.94 6.27 0 to 10
v__SMTMP.bsn 6.75 7.71 0 to 10

v__TIMP.bsn 0.14 0.24 0 to 1
v__SNOCOVMX.bsn 136.03 156.99 0 to 500
v__SNO50COV.bsn 0.11 0.3 0.05 to 0.8

v__TLAPS.sub 5.38 6.11 0 to 10
v__PLAPS.sub 27.81 3.01 −100 to 500

3.3.2. Model Performance Evaluation

In this study, the Nash–Sutcliffe coefficient (NS) and the coefficient of determination (R2) have
been used as indicators for the best-fit simulations. The values of NS [38] and R2 [39] are calculated as

NS = 1 −

∑N
i=1 (Qi − Si)

2∑N
i=1 (Qi − Q)

2 , (9)

R2 = (

∑N
i=1 (Qi − Q)(Si − S)√[∑N

i=1 (Qi − Q)
2
]√[∑N

i=1 (Si − S)
2
] )2

, (10)

where Qi represents the observed data; Si represents the model-simulated value; Q and S are the mean
of observed and model-simulated values for the entire time period of the evaluation, respectively;
and i = 1, 2, . . . , N, where N is the total number of observed and simulated data pairs. NS measures
the difference between the observed value and the simulated value. The value of NS closest to +1
indicates the best model performance. The value of NS can be divided into four levels [40]: very good
performance (0.75 < NS ≤ 1), good performance (0.65 < NS ≤ 0.75), satisfactory performance (0.50 < NS
≤ 0.65), and unsatisfactory performance (NS ≤ 0.50). The value of R2 ranges from 0 to 1, indicating the
level of similarity between the observed and simulated data. The higher the R2 value, the better the
performance of the model.

3.4. Quantifying the Effects of Climate Variables on Runoff Variation

Hydrological models have become an increasingly important tool for quantifying the drivers of
runoff change. We applied SWAT to evaluate the relative effects of temperature and precipitation on
the variations observed in regional water resources. Based on the results of the abrupt change analysis,
the time series for runoff were divided into two subperiods: One referred to as the baseline period
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(pre-change period) and the other as the variation period (post-change period). Because there were
few inhabitants around the HRYR, we assumed the impacts of human activities on runoff changes
could be neglected. Thus, the model was supposed to run without taking into account any effects of
human influence on the study area. Therefore, the difference in simulated runoff before and after the
abrupt change point can be attributed to climate change alone, and it can be expressed as:

∆Qclimate = Qsimulation
variation −Qsimulation

baseline , (11)

where Qsimulation
variation and Qsimulation

baseline indicate the annual mean simulated runoff for the variation period
and the baseline period, respectively. Subsequently, the contributions of temperature and precipitation
to runoff variations in the HRYR between 1992 and 2012 can be calculated as:

ηp =
∆Qp

∆Qclimate
× 100%, (12)

ηt =
∆Qt

∆Qclimate
× 100%, (13)

We left all inputs except precipitation and model setup unchanged and used the precipitation in
the variation period to drive the model. Thus, the difference in runoff simulation between the variation
period and the baseline period was denoted as ∆Qp. Similarly, the values ηp and ηt are the percentages
of the precipitation and temperature contributions toward runoff changes, respectively.

4. Results and Discussion

4.1. Temporal Pattern of Long-Term Observed Variables

Figure 2a–c shows the temporal trends in the annual runoff during the period 1956–2012 based on
the linear regression method (in green) and a 5-year moving average (in blue). It can be seen that, for
the three hydrological series, the runoff series at Maqu and Tangnaihai stations had a downward trend,
with rates of 1.91 mm/10 years (Figure 2b) and 1.55 mm/10 years (Figure 2c), respectively. By contrast,
a slight upward trend with a rate of 0.26 mm/10 years (Figure 2a) was observed for the Huangheyan
station. At the interdecadal scale, across all three stations, the runoff was relatively abundant in
the 1960s and 1980s, while relatively less runoff occurred in the 1950s, 1990s, and 2000s. Annual
average runoff depths were 33.5, 165.5, and 164.8 mm at Huangheyan, Maqu, and Tangnaihai stations,
respectively. It can be clearly seen that the annual runoff at the Maqu and Tangnaihai stations located
in the eastern HRYR was much greater than annual runoff at the Huangheyan station, located in the
western HRYR.
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Figure 2. Temporal trends (a–c) and abrupt change points (d–f) based on the Mann-Kendall (M-K)
abrupt change test for the annual runoff time series during the period of 1956–2012 for the Huangheyan,
Maqu, and Tangnaihai stations, located at points across the HRYR. The white circles show annual runoff

values (in a–c), the green and blue lines (in a–c) show the long-term linear tendency and the 5-year
moving average for the annual runoff, respectively. The black line (in a–c) shows the long-term average
runoff for the periods before and after the year identified by the M-K abrupt change test. Z1 and Z2 (in
d–f) are confidence lines at a significance level of p = 0.05. The abrupt change point according to the
M-K test lies at the intersection between these lines.

The M-K abrupt change test was used to study change-point characteristics of runoff at these three
stations. As shown in Figure 2d–f, the abrupt changes in runoff across all three stations were significant
and the change years were all between 1991 and 1993. Although there was a slight difference in the
timing of abrupt change of runoff among the three stations, we selected the year 1991 as the abrupt
change year for consistency across the basin. We therefore further divided each series of runoff data
into two periods: the baseline period (1971–1991) and the variation period (1992–2012). The multiyear
average runoff was 44 mm/yr (for the baseline period) and 26 mm/yr (for the variation period) at
Huangheyan; 179 mm/yr (baseline period) and 152 mm/yr (variation period) at Maqu; and 180 mm/yr
(baseline period) and 151 mm/yr (variation period) at Tangnaihai. The multiyear average runoff was
significantly smaller in the variation period than in the baseline period.

We further evaluated long-term temporal variations of meteorological variables, as shown in
Figure S1. We observe that there are no significant variations in annual precipitation after the year 1991
(the change-point year based on the M-K abrupt change test) (Figure S1a), whereas for temperature,
there are straightforward M-K variations for annual mean, minimum, and maximum temperatures
(Figure S1b–d). As compared with our previous research [41], the frequency of occurrence of daily
precipitation of more than 10 mm showed an upward trend. At the same time, the amount of
precipitation did not change greatly, which means that the occurrence of dry days also showed an
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upward trend. With the temperatures increasing in alpine regions, this means the evapotranspiration
could increase and the frozen soil layer could melt, especially with the minimum temperature increasing.

4.2. Evaluation of Effects of Elevation Bands on Monthly Runoff Simulation

Figure 3 shows the model performance without taking elevation bands into account for the three
stations during the period of 1966–1992. We can see that the R2 values were roughly the same for the
calibration and validation periods, especially for the Maqu and Tangnaihai stations (R2 > 0.8), while
the NS values in the three sub-basins were almost all less than 0.5. This was especially notable for the
Huangheyan station (NS = −0.31 in the calibration period), where this result was mainly because the
simulated peak runoff was underestimated. In addition, there was an overall bias for the Huangheyan
station, which may be because few meteorological stations were situated around Huangheyan station.
The underestimation of the peak runoff is most likely due to the high heterogeneity in precipitation
patterns and intensity caused by the high variability in the morphology and orography of these alpine
basins [42]. In brief, without consideration of model uncertainties, the monthly runoff simulations
without inclusion of elevation bands were found to be unsatisfactory (NS < 0.5) [40].
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Figure 3. Monthly runoff simulations compared to observations for the calibration period (1976–1980
for Huangheyan; 1966–1980 for Tangnaihai and Maqu) and the validation period (1981–1991) without
the inclusion of elevation bands.

Figure 4 shows the evaluation coefficients for simulations using different numbers of elevation
bands in the calibration period (1966–1980). Across the HRYR, the NS values for simulations with
between one and ten elevation bands are all greater than the NS values for simulations without
elevation bands in the calibration period. The same results were found for the validation period
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(Table 3). It also can be seen from Figure 4 that the R2 and NS values were highest for simulations using
five elevation bands compared to simulations using other numbers of elevation bands. This means the
inclusion of five elevation bands within the simulation can provide more accurate runoff estimates at
monthly time steps for the HRYR.Atmosphere 2019, 10, x FOR PEER REVIEW 12 of 19 
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Figure 4. Performance of evaluation criteria (coefficient of determination (R2) and Nash–Sutcliffe
coefficient (NS) values) for simulations with different numbers of elevation bands during the calibration
period (1976–1980 for Huangheyan; 1966–1980 for Tangnaihai and Maqu).

Table 3. Model performance evaluation of monthly runoff using different numbers of elevation bands
during the calibration period for three gauging stations. Values in parentheses represent statistics
for the validation period (1981–1991). Statistics reported are the coefficient of variation (R2) and the
Nash-Sutcliffe coefficient (NS).

Model Performance Statistics for Gauging Stations

Elevation bands
Huangheyan Tangnaihai Maqu

R2 NS R2 NS R2 NS

1 0.31(0.55) 0.13(0.46) 0.84(0.86) 0.58(0.62) 0.81(0.82) 0.65(0.71)
2 0.53(0.55) 0.47(0.46) 0.82(0.86) 0.40(0.62) 0.80(0.82) 0.48(0.71)
3 0.54(0.56) 0.48(0.46) 0.82(0.86) 0.40(0.62) 0.80(0.82) 0.40(0.71)
4 0.53(0.56) 0.47(0.46) 0.82(0.86) 0.40(0.62) 0.80(0.82) 0.48(0.71)
5 0.76(0.59) 0.66(0.57) 0.86(0.89) 0.81(0.71) 0.86(0.88) 0.84(0.79)
6 0.41(0.58) 0.41(0.57) 0.84(0.86) 0.48(0.53) 0.81(0.82) 0.56(0.63)
7 0.42(0.57) 0.41(0.57) 0.84(0.86) 0.48(0.53) 0.81(0.82) 0.56(0.63)
8 0.41(0.57) 0.41(0.57) 0.84(0.86) 0.48(0.53) 0.81(0.82) 0.56(0.63)
9 0.53(0.55) 0.47(0.66) 0.84(0.86) 0.48(0.53) 0.80(0.82) 0.48(0.71)
10 0.51(0.58) 0.47(0.41) 0.79(0.78) 0.63(0.63) 0.74(0.72) 0.65(0.66)

The results from monthly runoff simulations with five elevation bands during the period of
1966–1992 are shown in Figure 5. In general, the magnitude and variation of the simulated monthly
runoff for all three stations were similar to the observations, and the simulations were more accurate
compared with the simulations that did not include elevation bands (Figures 4 and 5). Notably, the
results for Huangheyan were not as good as the results for the other two stations. The poor runoff
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simulations for the Huangheyan station was mostly because there were few meteorological stations
situated around Huangheyan station, the meteorological input generated by weather could lead to a
disagreement with the observed runoff [43,44]. In addition, the parameter uncertainty also existed in
this simulation, although we have tried our best to calibrate the model. These results have indicated that
the inclusion of elevation bands in the SWAT model plays an important role in streamflow simulations
in snowy, mountainous areas. The precipitation will encounter a variety of potential conditions over
various elevations: It may fall as rain at lower altitudes or as new snow at higher altitudes. In general,
snow melts at lower altitudes, while with recent global warming, snow has begun to melt at a faster
rate [45]. Hydrological processes may be changed slightly at different elevations, so employment
of elevation bands in the SWAT model could better describe the hydrological processes for various
elevations in snowy mountains regions, and thus it could greatly improve model performance in
the HRYR.
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4.3. Impact of Climate Change on Runoff in the HRYR

Figure 6 shows the simulated monthly runoff in the variation period (1992–2012) based on the
calibrated parameters and inclusion of five elevation bands, alongside the corresponding observed
runoff. The simulated runoff matched the observed runoff well overall for both peak and low flows at the
three gauging stations, although the simulation was unsatisfactory for the Huangheyan station during
the variation period (NS = 0.4; R2 = 0.58), which is reflected mainly in the overestimation of monthly
runoff. The overestimation was most likely due to the fact that there are insufficient meteorological
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stations near the Huangheyan hydrological station, which therefore could not adequately reflect the
actual climatic conditions. In addition, the relatively complex natural and geographic environment of
this region could be increasing the difficulty of runoff simulation. For example, there were certain
differences in the amount of solar radiation received on the various slope directions and slope areas in
alpine regions, which could have led to the differences in temperature changes and further affected the
distribution of snow cover, redistribution, and ablation [46]. Overall, the model is still applicable in the
variation period, indicating that the underlying surface conditions in the HRYR have not changed much
since 1992. The underlying surface conditions referred to the indicated land-use and reservoir changes,
which were caused mainly by human activities. As shown in Figure 6, we could see that, except for
at Huangheyan station, the simulated runoff of the other two stations was satisfactory when using
the same model setup and model parameters as within the baseline period, which further testified
that there were no significant impacts of human activities on runoff. Therefore, climate changes are
the main reasons for runoff reduction during the variation period (1997–2011) in the HRYR, which
is consistent with the findings of most previous studies [19,47,48]. This result is mostly because the
HRYR is a cold, high-altitude region with few humans, there are no large dams or irrigation projects in
this area, and there is only one small hydroelectric generating station, located downstream of Eling
Lake, with a maximum storage capacity of 15.2 × 108 m3 [49]. Therefore, going forward, this study area
can be considered a relatively pristine region that has only lightly been affected by human activities.
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Among the effects of climate change on runoff, temperature and precipitation are two important
meteorological factors affecting hydrological processes [18]. Table 4 and Figure 7 show the relative
contributions of precipitation and temperature to changes in the observed runoff between 1992 and
2012 in the HRYR. Runoff was more sensitive to precipitation variations at the Tangnaihai and Maqu
stations, while it was more sensitive to temperature variations at the Huangheyan station. Because
the average elevation of the area around the Huangheyan station is higher than the average elevation
around the other two stations, the Huangheyan station region includes large areas of glaciers and
frozen soil; therefore, increased temperatures around this station can exacerbate the degradation of
permafrost and the melt of glacial snow cover [50], which can lead to significant changes in regional
ecosystems and water cycles [51,52]. In addition to temperature and precipitation, other climate
variables such as net radiation, wind speed, and relative humidity can also affect runoff changes. All of
them could act on runoff by altering precipitation and temperature. If we consider Tangnaihai station,
which is located at the outlet of the HRYR, as an indicator of the basin-scale dynamics, all in all, we can
conclude that across the whole HRYR, precipitation played a dominant role in runoff change during
the variation period (64.2%), although the impacts of temperature on runoff changes (25.93%) should
certainly not be ignored.
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Table 4. Proportional influence of temperature and precipitation on decreases in runoff in the HRYR,
estimated with the SWAT model for different stations.

Huangheyan Maqu Tangnaihai (Basin Outlet)

Qsimulation
baseline (mm) 36.5 367.87 456.90

Qsimulation
variation (mm) 29.12 307.25 391.48

∆Qp (mm) 0.84 37.95 42.00
∆Qt (mm) 5.19 19.67 16.97
ηp (%) 11.40 62.6 64.20
ηt (%) 70.30 32.40 25.93
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4.4. Limitations and Uncertainties

In order to better understand the long-term effects of precipitation and temperature on runoff

changes of the HRYR, we have conducted here a quantitative analysis using the results of the SWAT
hydrological model. Although these quantitative results are informative, some limitations and
uncertainties still remain. First and foremost, our quantitative results were based on the assumption
that precipitation and temperature are independent. However, in reality, these two factors are
interrelated and they interact continuously [53,54]. Second, there are model structure uncertainties,
which are mainly caused by the assumptions and simplifications of the model. For example, there are
two channel-routing methods used within the SWAT model (the specific river length method and the
Muskingum method); the use of a different method could lead to different output [55]. In this study,
we employed the Muskingum method, which was the default equation and has been used in almost all
previous studies [7,56,57] including in the HRYR [15]. Third, with respect to input data uncertainties,
only 15 meteorological stations were available and used. Furthermore, these stations were situated
nearer to Tangnaihai and Maqu, which could lead to simulation inaccuracy for Huangheyan station.
However, a weather generator within the SWAT model was used to generate forcing data based
on long-term, historical meteorological data. The model simulation result was satisfactory, despite
remaining uncertainties in the model parameters. Lastly, the observed runoff data that were used to
calibrate and validate the model actually were influenced to some extent by human activities. However,
in order to calculate the impacts of climate change on runoff variations, we used the simulation results
rather than the observed data, which in effect removed the impacts of human activities on runoff

variation, as the inputs used for both the baseline period and the variation period were identical except
for the meteorological data. All of these factors could be affecting the accuracy of the simulations at
some level, although we have minimized the impacts.

5. Conclusions

In this study, we evaluated the performance of the Soil and Water Assessment Tool (SWAT) model
in the HRYR, which is a cold, mountainous region with a complex natural and geographic environment.
With well-adjusted calibration parameters, the model performance statistics improved for the HRYR
when using the elevation band approach. We also found that the inclusion of five elevation bands
led to a satisfactory monthly hydrological simulation. The inclusion of elevation bands within the
model could lead to a better understanding of snow and glacier melting processes at different altitudes.
Therefore, it is strongly recommended to apply the elevation band approach to cold mountain basins.

In addition, with the employment of the SWAT model in the HRYR, we validated the claim that
the major factor to reduce runoff in this region has been climate change, with precipitation playing
a dominant role in runoff change (64.2%), while finding also that the impacts of temperature on
runoff changes (25.93%) should not be ignored. In addition, we found that runoff is more sensitive to
temperature variations in the area around the Huangheyan station, mainly because it is located at high
altitude and has large areas of glaciers and frozen soil; consequently, increasing temperatures could
exacerbate the degradation of permafrost and the melt of glacial snow cover already happening in
this region.

Although there are limitations and uncertainties of model performance at the monthly scale, the
results obtained from this study can be used as a reference for regions with similarly complex terrain in
order to obtain better modeling results using the SWAT model. Moreover, the results could deepen our
understanding of mountain hydrological responses to climate change. This will eventually provide
useful knowledge that will help local governments take efficient measures to mitigate the negative
impacts of regional environmental changes on the survival and agricultural production of local herders
and farmers.
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