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Abstract: Due to their rarity and intensity, Mediterranean Tropical-Like Cyclones (TLCs; also
known as medicanes) have been a subject of study over the last decades and lately the interest has
undoubtedly grown. The current study investigates a well-documented TLC event crossed south
Sicily on November 7–8, 2014 and the added value of higher spatial horizontal resolution through a
physics parameterization sensitivity analysis. For this purpose, Weather Research and Forecasting
model (version 3.9) is used to dynamically downscale ECMWF Re-Analysis (version 5) (ERA5)
reanalysis 31 km spatial resolution to 16 km and 4 km, as parent and inner domain, respectively.
In order to increase the variability and disparity of the results, spectral nudging was implemented
on both domains and the outputs were compared against satellite observations and ground-based
stations. Although, the study produces mixed results, there is a clear indication that the increase of
resolution benefits specific aspects of the cyclone, while it deteriorates others, based on both ground
and upper air analyses. The sensitivity of the parent domain displays an overall weak variability
while the simulations demonstrate a positive time-lag predicting a less symmetric cyclone with
weak warm core. On the contrary, inner domain analysis shows stronger variability between the
model simulations reproducing more distinct clear tropical characteristics with less delayed TLC
development for most of the experiments.

Keywords: Mediterranean Tropical-Like Cyclones; WRF simulations; spectral nudging; Hart phase
space diagrams; ERA5 reanalysis; MSG SEVIRI

1. Introduction

The Mediterranean basin is an area particularly prone to the generation of low-pressure systems [1].
The dominant type is extra-tropical cyclones, fueled by the baroclinic instability due to horizontal
temperature gradients. However, cyclones with tropical features similar to those of tropical cyclones
developed in the tropical Pacific, Atlantic and Indian ocean are observed occasionally. Given their
similarity to tropical storms, they are referred to as “medicanes” (from the composition of the words
MEDiterranean and hurrICANES). They are also often referred to as Tropical-Like Cyclones (TLCs)
due to their distinct differences to tropical storms.

Medicanes are relatively rare phenomena, occurring about 1.6 times per year [2]. Given their rarity
and the fact that they spend most of their lifetime over the sea, their tropical characteristics were not
discovered until the 1980s [2]. However, their impacts can be severe as documented by [3], including
floods caused by heavy rainfall and storm surge, crop disasters, drops of trees from strong winds as
well as disasters in infrastructure, natural environment and human lives. Coastal and maritime areas
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are mostly vulnerable to these impacts rendering them potentially threatening for the tourism and
shipping industries, which comprise a significant part of economic activity of the region.

Medicanes are warm-core low-pressure systems, driven by hydrostatic instability and evaporation
from the sea surface over which they are formed. They are characterized by axial symmetry and the
absence of fronts. Strong winds approach the center circularly and rise around it creating a spiral
wall of clouds that surrounds the “eye”, a small area with no clouds and no wind, like in tropical
storms [4,5].

They have been found to develop above waters as cold as 15 ◦C, unlike tropical cyclones whose
limit is considered to be 26 ◦C [6]. However, recent work Noyelle et al. 2019 [7], has shown that
the sea surface temperature (SST) state has a strong influence on the intensity of TLCs, increases the
probability of development and the lifetime. One more important difference to the tropical cyclones
is that most medicanes, if not all, are initially formed as baroclinic cyclones, which is the dominant
type of cyclones in the region. In an advanced stage of their life [5,8] they are converted into acquiring
tropical characteristics due to favorable environmental conditions [9–12]. In this sense they can be
classified near the subtropical cyclones [13]. In recent years the process of tropicalization has been the
focus of several authors. A cut-off low in the mid-upper levels of the atmosphere has been detected
near several medicanes [4,14]. This produces a pool of cold air with high potential vorticity which can
enhance instability and deepen the surface pressure depression. This in turn intensifies circulation
around the low pressure center thus enhancing the surface latent and sensible fluxes into being able
to maintain the convection [9,10,15,16]. Chaboureau et al. 2012 [11], studying “probably the deepest
medicane on record” pointed out the importance of the upper-level jet in the intensification of the
system. However, in most medicane cases an upper-level jet is not present [5].

The geometric and physical characteristics of the Mediterranean basin limit the size and intensity
that medicanes can reach. When they leave the sea, they lose their energy source, they gradually
diminish and soon they disappear. Therefore, most medicanes travel less than 3000 km in less than
3 days. As a result, their radius and sustained winds usually do not exceed 200 km and 40 m/s
respectively [14,17]. This wind speed would classify them in Category 1 of the Saffir-Simpson hurricane
scale. Although significant progress has been made towards the understanding of medicanes, it is
lagging behind in comparison to our understanding of tropical cyclones [18], particularly concerning
the process of acquiring tropical characteristics [10,19]. This is not surprising given the much later
beginning of their investigation and the much smaller number of historical phenomena that are
available for studying.

Several authors have used limited area models to simulate historical medicanes aiming at a better
understanding of the phenomenon or at investigating the capability of numerical weather prediction
to capture its occurrence and development. This method is considered to have a potential to generate
valuable results [20]. Being a mesoscale phenomenon, medicanes require high-resolution simulations
in order to be accurately represented [5,11,17,21–23]. Increasing resolution improves the results, i.e.,
Akhtar et al. 2014 [20] performing nested LAM simulations found that at about 50 km resolution
a medicane is not detected, at 25 km a pressure low with a warm core is detected but it is poorly
represented, and at 9 km most medicane features can be reproduced and be well resolved. Also,
there is a need for high-resolution SST fields spatially and temporally, either the ocean is coupled or
prescribed [24].

The good quality of initial and boundary conditions is a key for accurate simulation of the
occurrence and development of medicanes [24,25]. Davolio et al. 2009 [25] propose the use of a
domain large enough and an initiation time early enough to capture the entire formation of the vortex.
They found that even when the simulation runs on global forecast output, this configuration allows
for better results than the usage of more recent output. This poses a challenge on real-time forecast
of occurrence and development of medicanes because more computational resources and more time
are required.
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The development and the trajectory of medicanes depend mostly on the synoptic forcing,
the internal structure and intensity depend mostly on the model configuration [25]. Coupled
ocean-atmosphere models produce better than atmosphere-only models with prescribed SST when the
atmospheric resolution is high [20]. Ricchi et al. 2017 [24] stressed the strong impact on the results
by the choice of planetary boundary layer (PBL) scheme and of the dependence of the waves on
surface roughness, especially when the medicanes approach the coast, which should be treated by
sensitivity tests.

Miglietta et al. 2015 [26] performed a sensitivity analysis for a medicane event in Calabria, Italy in
2006 showing the variability of different subsets of physical parameterization schemes. That study
illustrates that microphysical parameterizations exhibit the largest variability among the physics
subsets, in agreement with several studies on tropical cyclone simulations [27–29]. Also, it is reported
that the spatial resolution chosen for that study, 7.5 km, is sufficient to resolve explicitly the convection
effects of cyclone evolution. In agreement with that [30], working with the same resolution explored
an extensive sensitivity of physical parameterizations for the currently presented medicane event (TLC
Qendresa). They illustrate that most of the tested simulations successfully represented the tropical
nature of the medicane. Contrary to Miglietta et al. 2015 [26] they found that the intensity of the
medicane is more sensitive to planetary boundary layer PBL parameterization. Although this spatial
resolution has been proven adequate for resolving medicane events it is useful to investigate a higher
resolution. TLC Qendresa was selected taking into account the sufficient literature and also the fact
that it was one of the most intensive and characteristic medicane events in recent years [3].

Section 2 presents the model and the different configurations that were tested, as well as the
observational datasets that were used for the evaluation of the simulations. Also, the methodology
applied for the determination of the trajectory and structure of the medicane is described and finally a
description of the event along with the synoptic environment is provided. In Section 3 the results of
the simulations are presented and discussed. The conclusions of the study are reiterated in Section 4.

2. Data and Methodology

2.1. Model Configuration and Data

Weather Research and Forecasting (WRF) [31], version 3.9, is used for the simulations. The domain
configuration applied comprises of one parent (D01) and one nested (D02) domain with one-way
feedback (Figure 1). The domains have a bidirectional grid interval of 16-km and 4-km for the parent
(D01) and inner domain (D02) respectively. Specifically, parent domain includes a large part of
continental Europe while the nested domain is focusing on the Mediterranean region, with 284 × 231
and 849× 569 grid points respectively. The 50 vertical levels are arranged according to terrain-following
hydrostatic pressure vertical coordinates and they are denser in the lower troposphere. The model
time-step is adaptive and it is determined between 30 s sand 162 s for the parent domain and between
15 s and 54 s for the inner domain, based on the horizontal resolution.

A series of sensitivity tests are performed in order to assess the dependence of model performance
on the choice of physics parameterization schemes. The control run (hereafter named “MAIN”) is
using the Mellor-Yamada Nakanishi and Niino Level 2.5 (MYNN2.5) [32], the 5-layer thermal diffusion
(5-L Thermal DIF) [33], Thompson 6-class with ice processes [34], Kain–Fritsch (KF) [35] and New
Goddard [36] for the PBL, Land surface model (LSM), microphysics (MP), cumulus convection (CU)
and radiation (LW and SW RAD) respectively. All other configurations differ from MAIN run in only
one parameterization scheme (and their dependencies in some cases). In total, sixteen alternative
configurations are tested, differing from MAIN in 5 subsets of physical parameterizations as shown in
Table 1.
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Table 1. Weather Research and Forecasting (WRF) simulations’ configurations associated with physics
parameterization schemes.

Control Setup Setup Main

PBL setup_1 setup_2 setup_3 setup_4

Microphysics setup_5 setup_6 setup_7 setup_8 setup_9

Cumulus setup_10 setup_11 setup_12 setup_13

LSM setup_14

Radiation setup_15 setup_16

Concerning the PBL schemes, Yonsei University (YSU) [37], Mellor–Yamada–Janjic (MYJ) [38],
Asymmetric Convective Model version 2 (ACM2) [39] and the Bougeault-Lacarrere (BouLac) schemes
are involved, associated with the corresponding surface layers schemes, which provide the surface
fluxes of momentum, moisture and heat to PBL scheme. For compatibility reasons with PBL schemes,
surface layer (Sfclay) parameterizations have been adapted accordingly using the Mellor-Yamada
Nakanishi and Niino scheme (MYNN) [40], the revised version of MM5 [41] and the ETA surface
layer [42]. Regarding the cloud MP schemes, the options include Kessler simple warm-rain MP with
no ice class [43], WRF single-moment three-class (WSM-3) and five-class (WSM-5) containing ice
processes, [44–46], the Goddard 6-class scheme and the Purdue Li 5-class scheme [47] containing ice
snow and graupel processes. For the land surface model, different setups involve Noah Land Surface
Model [48,49] and RUC Land Surface Model and Noah-MP (multi-physics) [35]. The sub-grid-scale
effects of convective clouds the options are set mainly to Betts–Miller–Janjic Scheme (BMJ) [50], Grell
3D (G3D) and Grell ensemble convection scheme [51]. Finally, for the long-wave and short-wave
radiation schemes, five different options are used in this case study; RRTM scheme [52] and its newer
version of RRTMG schemes [53], Dudhia [54], only for short-wave scheme, GFDL [55] and Community
Atmosphere Model (CAM) scheme [56]. The parameterization schemes used in each one of the
sensitivity test simulations is presented in Table 2.
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Table 2. WRF model configuration options for: control run, microphysical (MP), longwave Radiation
(LW_RAD), shortwave Radiation (SW_RAD), land surface model (LSM), surface layer (Sfsclay),
planetary boundary layer (PBL) and cumulus (CUM) experiments. Only the options different than the
control run are shown.

SimID MP LW_RAD SW_RAD LSM Sfsclay PBL CUM

Control MAIN Thomson New
Goddard

New
Goddard

5-L
Thermal

DIF
MYNN MYNN2.5 KF

PBL

setup_1 ETA
Scheme MYJ

setup_2 Revised
MM5 YSU

setup_3 Revised
MM5 ACM2

setup_4 Revised
MM5 BouLac

MP

setup_5 Kessler
Scheme

setup_6 Goddard
Scheme

setup_7 WRF SM
3-class

setup_8 WRF SM
5-class

setup_9 Purdue Li
Scheme

CU

setup_10 BMJ Scheme
setup_11 -
setup_12 GF Ensemble

setup_13 Grell 3D
Ensemble

LSM setup_14 Unified
Noah

RAD
setup_15 RRTM Dudhia
setup_16 CAM CAM

The 17 sensitivity test simulations are initialized at 00:00 UTC on November 6, 2014, with 12 h of
model spin up time until 00:00 UTC on November 10, 2014. The initial and boundary conditions are
provided by ERA5 re-analysis data, derived from the European Center for medium range Forecast
(ECMWF). ERA5 dataset has a spatial horizontal resolution of 0.28◦ × 0.28◦ (approximately 31 km
spacing grid) and temporal incorporation in the model performed every 3 h with 37 isobaric atmospheric
levels and 4 below land surface.

In addition to that, remote sensing data are used in order to validate the sensitivity simulations
with regards to cyclone tracks and phase diagrams (hart). More specifically, Rapid Scan High Rate
SEVIRI Level 1.5 Image Data derived from the Spinning Enhanced Visible and InfraRed Imager
(SEVIRI) of European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) is
used to derive the cyclone center positions from the infrared 10.8 µm and from the visible 0.6 µm bands
through the MSGView software [57]. The trajectory derived by the satellite imagery, complemented by
the trajectory as derived by the ERA5 dataset for the other timesteps, is referred to as Combined Track
(C-Track) throughout the paper. C-Track is presented as a black line in Figure 1.

2.2. Spectral Nudging

A simple form of data assimilation has been introduced in WRF including three modes of nudging;
analysis (AN), spectral (SN) and observational (ON) nudging [58]. The current research focuses
on investigating the optimal configuration with regards to physical parameterization schemes and
spatial horizontal resolution and therefore, it is important to maintain the variability of physical
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parameterizations while improving the accuracy of the simulations. Spectral nudging has proven to
be dampening physical parameterizations variability less than analysis nudging [59]. Also, studies
for regional climate modelling have shown that analysis nudging is less efficient for sensitivity
analyses in high resolution as it results in extinguishing fine-scale variability [60]. Additionally,
spectral nudging can fade out extreme events as it drives the model toward a smoother, larger-scale
state [61]. In agreement with the literature the key point is to nudge the coarse-scale components of the
atmospheric fields toward the initial and boundary conditions, whilst the fine-scale components remain
open to be implicitly or explicitly resolved by the model. After testing different nudging configurations
in the control run the present study uses SN for nudging the simulations of both D01 and D02 domains
with the input data. The model assimilates u and v velocity components along with air temperature only
for vertical sigma levels above the 850 hPa layer in order to, first, maintain the large-scale circulation
close to reanalysis data and leave the wind components undisturbed to interact with topography in
the PBL [26]. Finally, in SN the wave number is set for zonal and meridional directions to define the
wavelength above which the model will be nudged using the input reanalysis data, leaving the smaller
scales undisturbed. For the current study the wave numbers are selected to correspond to spatial scales
of 908 × 924 km2 and 1132 × 1138 km2 for the parent and inner domain respectively.

2.3. Phase Space Diagrams

The main tool used for the characterization of low pressure systems is the phase space diagrams
of Hart [13]. The evolution of a system’s structure is depicted in a 3-D phase space defined by the
lower layer thermal wind (900–600 hPa, VT

L), the upper layer thermal wind (600–300 hPa, VT
U) and

asymmetry parameter (B). The calculation of asymmetry parameter is performed in a circle around the
center of low-pressure. The circle is divided in the right and left semicircles according to the motion
of the center, i.e., to the trajectory of the storm. Asymmetry parameter, B, is the difference of the
mean 900–600 hPa layer thickness in the right and left semicircles. As a number of researchers have
proposed [9,10,22] the calculations were performed in a circle of 200 km radius. This radius is more
appropriate for the Mediterranean region than the 500 km proposed by Hart who was focused on the
storms of the tropical oceans which have a larger horizontal extent. The Hart phase space is usually
projected by using two diagrams. Here, to avoid repetition, only one diagram is used with the two
thermal wind parameters in the axes and the asymmetry is provided by the shade of the points.

In order to reduce noise in the calculation of the three phase space parameters, the grid points that
lie near the edge of the calculation area were assigned a weight that was reduced linearly from half grid
interval within the area to half grid interval outside the area. Also, the designation of the left and right
semicircle for the calculation of asymmetry parameter, B, was not based on the trajectory direction
which is quite noisy. Instead the calculation was performed for all directions at an interval of 1 degree
and B was chosen as the highest positive difference of the left and right semicircle. This solution is in
line with the rationale of Hart [13] but the values of B that it produces are always positive and slightly
higher than the values usually produced by other researchers. Therefore, in our analysis we consider
that axial symmetry is indicated by B values of 15 m or lower, instead of 10 m as proposed by Hart [13].

In order to improve the phase space diagrams, a prior step was added, using the sea-level pressure
(SLP) gridded field to calculate the exact position of the low-pressure center with sub-grid accuracy.
More specifically the grid point with the lowest pressure is located and subsequently, an inverted cone
is fit to the SLP field by applying an iterative method with varying axis coordinates, apex height and
aperture, which correspond to the low-pressure center coordinates, minimum pressure and horizontal
pressure gradient away from the center respectively. A weight is applied in each iteration to maximize
the influence of the grid points closest to the cone axis and to reduce exponentially the influence of grid
points far from it. Essentially, this method makes use of the assumption of axial symmetry of the SLP
field near a low-pressure center with tropical characteristics to expand the calculation into including
several grid points, thus achieving higher precision. The resulting trajectories are smoother than
the initial ones in every case thus evidencing the added value of the method. The method produces
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results for extra-tropical systems as well but they are considered less credible since the assumption of
axial symmetry is no longer plausible and convergence is slower. All trajectories of this paper were
calculated using this method, except for the part of the C-Track that was based on satellite observations.
The creation of the phase space diagrams was based entirely on these trajectories.

2.4. Case Study (Synoptic Overview)

The low-pressure system under study developed in the Ionian Sea on 7–8 November 2014 causing
significant damages in the Italian islands of Lampedusa and Sicily due mostly to strong winds and to
rainfall (Figure 2). The Free University of Berlin assigned to it the name Qendresa. A brief description
is provided here. Carrió et al. 2017 [9] and Pytharoulis et al. 2018 [30] provide further details and a
thorough analysis can be found in Pytharoulis 2018 [22].
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Figure 2. EUMETSAT Meteosat Second Generation-3 satellite images of (a) the visible channel (0.6
µm) on November 7th 2014, 12:57 UTC and (b) the infrared channel (10.8 µm) on November 8th 2014,
04:57 UTC.

On the previous day, November 6th, an elongated trough extended in mid-troposphere from
western Europe to western Sahara with a cold front developed along its eastern flank (Figure 3a).
A closed circulation was formed near the tip of the trough and it propagated east towards the western
gulf of Sirte and then north towards Sicily. This provided a pool of strong potential vorticity as well as
cold air aloft (Figure 3b,c) that is known to favor the development of medicanes [10,15,16]. This was
the synoptic environment that affected the parent low of Qendresa when it emerged between western
Libya and the western gulf of Sirte.

The surface depression underwent a rapid deepening during the night between the 6th and the
7th of November (Figure 4, black dashed line). In the ERA5 dataset this depression amounts to 10.9 hPa
in 6 h, from 1002.7 at 21:00 UTC to 991.8 at 03:00 UTC. The minimum pressure continues to drop until
05:00 UTC, reaching 991.3 hPa. Pytharoulis 2018 [22] using ECMWF analysis, which has higher spatial
resolution, 0.125◦, but lower temporal resolution, 6 h, found a similarly abrupt drop of the minimum
pressure. However, he found that the minimum pressure drops further to 985.5 hPa at 12:00 UTC of
November 7th. This explosive deepening was triggered by the PV anomaly in upper troposphere. The
initial deepening enhanced the air circulation and evaporation at the surface. Within hours, latent
heat release from rising air become a significant driver as well and the tropical-like air circulation cell
became sustainable [9].
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Figure 3. (a) Geopotential height at 500 hPa (contour, gpm) and temperature at 850 hPa (shaded, ◦C) at
12:00 UTC, November 6th, 2014; (b) geopotential height (contour, gpm) and temperature (shaded, ◦C)
at 500 hPa at 00:00 UTC, November 7th, 2014, and (c) sea-level pressure (contour, hPa) and potential
vorticity at 300 hPa (shaded, PVU) at 00:00 UTC, November 7, 2014. Data are based on ERA5 reanalysis
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Figure 4. Minimum mean sea-level pressure (MSLP) of PBL/LSM simulations: (a) D01 (parent domain)
and (b) D02 (nested domain), MP simulations: (c) D01 and (d) D02 and CU/RAD simulations: (e) D01
and (f) D02. The ERA5 (black dashed line) and control run (setup-MAIN–black solid line) are also shown.

A cloud-free area corresponding to the “eye” is apparent in the satellite imagery before 12 UTC.
In the following hours the medicane moved eastwards and between 16:00 and 17:00 UTC it crossed
Malta allowing for the observation of some impressive time-series in Luca station, documented in
Carrió et al 2017 and Pytharoulis 2018 [9,22]. After that, it veered towards the northeast and then
north moving around Sicily until it reached the latitude of Catania (~37.5◦ N). At this point it turned
southwest approaching the island. It briefly reached land between Syracuse and Augusta (~37.2)
between 4:30 and 6:00 UTC without progressing beyond the coastline (Figure 2b). After landfall the
tropical characteristics of the low-pressure system were lost and it left the island heading southeast.

The phase space diagram for medicane Qendresa is presented in Figure 5. The parent low pressure
system is clearly extra-tropical in the beginning of November 7th. However, the thermal wind in the
lower layer and subsequently in the upper layer underwent a strong positive change which coincides
with the quick drop of pressure minimum. After a 2-h interval the thermal wind stabilized in the
positive quadrant. At 12:00 UTC of November 7 asymmetry B also reached low values so all three Hart
scores reached the region of systems with tropical characteristics. This continued until 05:00 UTC of
the 8th, except for the lower layer thermal wind that reached near zero and slightly negative values
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near midnight. From 06:00 UTC only parameter B indicates tropical characteristics, probably due to
residual axis-symmetrical structure.Atmosphere 2019, 10, x FOR PEER REVIEW 10 of 26 
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U). The asymmetry parameter, B, is denoted by the shade in the

interior of the circles according to the legend, so that white circles correspond to a non-symmetric core
and darker grey circles correspond to a more symmetric core. The color of the lines and circles changes
with time from red to blue. Data are based on the ERA5 hourly dataset from 00:00 UTC, November 7,
2014 to 12:00 UTC, November 8, 2014.

3. Results and Discussion

The sensitivity of the WRF model experiments is presented in this section. The analysis is
presented separately for (a) MP, (b) PBL/LSM and (c) CU/RAD parameterization schemes and the
discussion focuses on the influence of spatial horizontal resolution on the development and evolution
of the medicane.

3.1. Planetary Boundary Layer and Land Surface Model Simulations

Figure 6 presents the trajectories of Qendresa in the PBL/LSM group of experiments along with
setup-MAIN and the C-Track from 06:00 UTC on November 7 to 12:00 UTC on November 8. The spread
of the D01 trajectory paths is moderate and rather uniform throughout the cyclone’s route. In all
experiments the low-pressure center emerges 1–1.5◦ to the north from the observed center, near the
western tip of Sicily. The northern shift is gradually reduced as the low-pressure system moved
eastwards until the tracks meet the observed track (setup-MAIN) or come less than 0.5◦ away shortly
after its passage through Malta. Such discrepancies between model results and observations are to be
expected in modeling studies. For example, Pytharoulis et al. 2018 [30], working on the same TLC,
demonstrated a northern discrepancy at the initial locations which is gradually reduced throughout
the cyclone lifetime. Also, Carrio et al. 2017 [9] simulated the same event with large discrepancies. It is
also worth noting that simulations with limited area models (LAMs) commonly produce results that
may improve later because of the continued influence of the boundary conditions. The northern shift
of our simulated trajectories is reduced during the tropical phase of the cyclone which is the focus of
this paper.
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northern shift in the beginning of the trajectories is slightly smaller than in the D01 domain. Setup-

Figure 6. Trajectories of the Tropical-Like Cyclones (TLC) from 7 November at 06:00 UTC to 8 November
at 12:00 UTC (depicted hourly) as predicted from the model PBL/LSM experiments in the low (a) and
high (b) resolution domain. The “combined” track (black line) and control run (setup-MAIN-blue line)
are also shown. The position of the low-pressure center is denoted with solid dots every six hours, i.e.,
at 06:00, 12:00, 18:00 UTC November 7, and at 00:00, 06:00, 12:00 UTC November 8th, and with open
dots in all other hours.

All experiments follow the observed track in its northward stretch in the east of Sicily, short stay
there and southeast departure. However, the northern reach of all tracks is about 0.5◦ short comparing
to the observations. Also, although the simulated tracks converge with the observed after the passage
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over Malta, setup-MAIN, setup-1 and setup-14 lag behind by about 2 h and at the end of the track they
are ahead by 4 h, except for setup-MAIN that is ahead by only 2 h, probably as a result of their shorter
northern reach along the eastern coastline of Sicily.

The behavior of the PBL/LSM group trajectories is similar in the D02 domain, except that their
spread is much larger after they reach the eastern edge of Sicily and until noon of November 8th.
The northern shift in the beginning of the trajectories is slightly smaller than in the D01 domain.
Setup-MAIN trajectory splits to the south of the group, it approaches the C-Track first and it even
reproduces the passage over Malta, although with 1hour delay. Setup-3 track splits to the north of
the group and approaches Sicily and at 23:00 UTC of November 7 a short landfall occurs in the gulf
of Avola, after which it moves southeast re-joining the group. The mean distance of the trajectories
to the C-Track (Figure 7) is clearly reduced in the higher resolution simulations of setups 1, 2 and
14 (LSM) by 12 to 24%. On the contrary, for setup-3, which was the most prominent outlier in the
D02 simulations, and for setup-4, also an outlier, the mean distance increased by about 26% and 4%
respectively. Timeseries of the distance between simulated and observed trajectories (not shown)
confirm that this increase is attributed to the part of the trajectory following the landfall for setup-3 and
to the period leading to and immediately after the short northern reach to the east of Sicily for setup-4.

Atmosphere 2019, 10, x FOR PEER REVIEW 12 of 26 

 

MAIN trajectory splits to the south of the group, it approaches the C-Track first and it even 
reproduces the passage over Malta, although with 1hour delay. Setup-3 track splits to the north of 
the group and approaches Sicily and at 23:00 UTC of November 7 a short landfall occurs in the gulf 
of Avola, after which it moves southeast re-joining the group. The mean distance of the trajectories 
to the C-Track (Figure 7) is clearly reduced in the higher resolution simulations of setups 1, 2 and 14 
(LSM) by 12 to 24%. On the contrary, for setup-3, which was the most prominent outlier in the D02 
simulations, and for setup-4, also an outlier, the mean distance increased by about 26% and 4% 
respectively. Timeseries of the distance between simulated and observed trajectories (not shown) 
confirm that this increase is attributed to the part of the trajectory following the landfall for setup-3 
and to the period leading to and immediately after the short northern reach to the east of Sicily for 
setup-4.  

 
Figure 7. Average track error (km) from 7 November at 06:00 UTC to 8 November at 12:00 UTC 
(hourly) between the “best” track of TLC, as derived from ERA5 and satellite imagery, and the model 
experiments for the low (grey bars) and high (black bars) resolution domain. The difference (%) 
between the two domains is depicted above the bars. 

The phase space diagrams (Figure 8) of the PBL/LSM group of simulations also exhibit 
similarities among them. In agreement with the observations the system acquires tropical 
characteristics beginning with a positive thermal wind at the lower layer (900-600 hPa), VTL, which 
reaches its maximum value. In the next few hours the thermal wind of the upper layer (600-300 hPa), 
VTU, also acquires a positive value while asymmetry, B, is reduced under the symmetry threshold, 
taken here to be 15 m, signifying that the system acquires a deep warm-core.  
Table 3 was created based on the values of the phase space parameters. According to Table 3, all D01 
simulations of the PBL underestimate the duration of the tropical phase. The PBL simulations are 
close to the observed with a deep symmetric warm-core sustained for 13 to 14.5 hours. In the LSM 
simulation (setup-14) the underestimation is stronger as the duration of the tropical phase is only 10.5 
hours. However, in simulation MAIN the tropical phase is very weak and lasts less than 4 hours, 
which in some studies is not enough for the event to be characterised as a medicane [43]. As seen in 
Figure 9, this can be attributed to the thermal wind of the upper layer, VTU, signifying that a shallow 
core is formed but it does not deepen for long enough. 
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(hourly) between the “best” track of TLC, as derived from ERA5 and satellite imagery, and the model
experiments for the low (grey bars) and high (black bars) resolution domain. The difference (%) between
the two domains is depicted above the bars.

The phase space diagrams (Figure 8) of the PBL/LSM group of simulations also exhibit similarities
among them. In agreement with the observations the system acquires tropical characteristics beginning
with a positive thermal wind at the lower layer (900–600 hPa), VT

L, which reaches its maximum value.
In the next few hours the thermal wind of the upper layer (600–300 hPa), VT

U, also acquires a positive
value while asymmetry, B, is reduced under the symmetry threshold, taken here to be 15 m, signifying
that the system acquires a deep warm-core.
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Table 3 was created based on the values of the phase space parameters. According to Table 3, all
D01 simulations of the PBL underestimate the duration of the tropical phase. The PBL simulations
are close to the observed with a deep symmetric warm-core sustained for 13 to 14.5 h. In the LSM
simulation (setup-14) the underestimation is stronger as the duration of the tropical phase is only
10.5 h. However, in simulation MAIN the tropical phase is very weak and lasts less than 4 h, which in
some studies is not enough for the event to be characterised as a medicane [43]. As seen in Figure 9,
this can be attributed to the thermal wind of the upper layer, VT

U, signifying that a shallow core is
formed but it does not deepen for long enough.

A symmetric deep warm-core is also clearly reproduced in all D02 simulations. It emerges in all
setups before 13:00 UTC of 7 November and its duration is in all cases longer than in the respective
D01 simulations, thus achieving a better agreement with observations. In particular setup-MAIN
produced a deep warm-core that lasted 13.5 h, a stark improvement in comparison to the 3.5 h in
the D01 simulation. The improvement was also significant for setup-14, which uses MYNN2.5 and
Unified Noah for PBL and LSM schemes respectively, in which duration increased from 10.5 to 14.5 h.
The longest duration, 17.5 and 17 h, was achieved by setups 2 and 4 respectively. Setup-2 which
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used the YSU non-local closure PBL scheme seems to have the best overall performance between
the experiments of not only the PBL/LSM subset but also the entire ensemble of the current study.
It demonstrates a significant track error reduction in D02 (23.41%) as well as an elimination of the
1-hour time-lag of D01, resulting in the lowest tracking distance of 52.51 km. This partially follows
the results of Pytharoulis et al. 2018 [30] that used YSU PBL scheme in the control run configuration
resulting in a good overall performance compared to other model configurations.

Table 3. Time of first and last occurrence of a deep symmetric warm-core as well as duration in all
simulation experiments and in the ERA5 dataset according to the phase space diagrams. Init: initial
occurrence in UTC time on November 7th, Fin: last occurrence in UTC time on November 8th, Dur:
duration in hours, Diff: difference in duration between the D01 and D02 simulations for each model
setup. All numbers are given with half hour precision.

Setup
D01 D02

Diff
init fin dur init fin dur

PBL

1 14 3.5 13.5 10.5 2 15.5 2
2 13 3.5 14.5 11 4.5 17.5 3
3 12.5 1.5 13 11 2.5 15.5 2,5
4 13 2 13 12.5 5.5 17 4

MP

5 18.5 2 7.5 13 3.5 14.5 7
6 21.5 1 3.5 14 1.5 11.5 8
7 20 1 5 13 2.5 13.5 8,5
8 22 0.5 2.5 12.5 2 13.5 11
9 22 0.5 2.5 11.5 2 14.5 12

CU

10 14 1 11 13 2 13 2
11 14 0.5 10.5 13.5 2 12.5 2
12 13.5 0.5 11 13 2 13 2
13 12.5 4.5 16 12.5 2.5 14 −2

LSM 14 15.5 2 10.5 12 2.5 14.5 4

RAD
15 15 1.5 10.5 11.5 3.5 16 5,5
16 14.5 1 10.5 13 1 12 1,5

DEF MAIN 22 1.5 3.5 13 2.5 13.5 10

CO-Track 12 6 18
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3.2. Microphysics Sensitivity Simulations

The trajectories of the Microphysical experiments are presented in Figure 10. The spread among
the trajectories of this group, including setup-MAIN, is much smaller than in the PBL/LSM group,
especially in the D01 domain. As in the PBL/LSM experiments, the northward shift in the first part of
the tracks is smaller in the D02 domain, so much so that all trajectories pass over Malta or very close.
The only trajectory that stands out in D01 is setup-5 which deviates upon reaching off the eastern coast
of Sicily and thereafter.Atmosphere 2019, 10, x FOR PEER REVIEW 16 of 26 
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The position of the low-pressure center is denoted with solid dots every six hours, i.e., at 06:00, 12:00, 
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hours. 

The spread is greater in the D02 experiments, especially from the northern stretch of the tracks 
off the east coast of Sicily, whose northernmost latitude varies, and thereafter. The smallest mean 
distance from the C-Track is found in the d02 simulations of setup-7 (55 km) and setup-5 (52 km), 

Figure 10. Trajectories of the TLC from 7 November at 06:00 UTC to 8 November at 12:00 UTC (depicted
hourly) as predicted from the model MP experiments in the low (a) and high (b) resolution domain.
The “combined” track (black line) and control run (setup-MAIN - blue line) are also shown. The position
of the low-pressure center is denoted with solid dots every six hours, i.e., at 06:00, 12:00, 18:00 UTC
November 7, and at 00:00, 06:00, 12:00 UTC November 8, and with open dots in all other hours.
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The spread is greater in the D02 experiments, especially from the northern stretch of the tracks off

the east coast of Sicily, whose northernmost latitude varies, and thereafter. The smallest mean distance
from the C-Track is found in the d02 simulations of setup-7 (55 km) and setup-5 (52 km), which are
also the setups with the greatest percentage reduction of mean distance in comparison to the d01
trajectories. Setup-5, is able to minimize the distance error and also achieve a significant improvement
in high resolution grid, both in cyclone intensity and track error. This is in line with Miglietta et al.
2015 [26] who found that, Kessler MP scheme was able to appropriately predict the intensity and track
of an intense cyclone in southeastern Italy in 2006. The small differences of the MP simulations to
the default simulation (MAIN) is evidence that the results are not very sensitive to the choice of MP
scheme, especially in the lower resolution domain, with the exception of the Kessler scheme.

The phase space diagrams of the MP experiments (Figure 11) reveal that in the D01 domain a
deep symmetric warm-core is formed in all experiments but it emerges late on the 7 of November and
is short lived. As is the case in the PBL/LSM experiments, a shallow symmetric warm-core is formed
early enough but the values of upper layer thermal wind, VT

U, are too small. In the D02 simulations
–VT

U is more positive and the duration of the tropical phase is 12.5 to 14 h.
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Figure 11. Phase space diagrams of –VT
L (900–600 hPa) against –VT

U (600–300 hPa) as predicted from
model MP experiments in D01 for: (a) setup_5, (c) setup_6, (e) setup_7, (g) setup_8, (i) setup_9 and
in D02 for: (b) setup_5, (d) setup_6, (f) setup_7, (h) setup_8, (j) setup_9. Circles show the position
at hourly intervals while filled circles denote the position when the symmetry is less than 10 m.3.3.
Convection and Radiation sensitivity simulations.
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The trajectories of the CU/RAD experiments are presented in Figure 12. Most trajectories are
similar to those of the previous groups. Setup-16 is a prominent outlier. Its trajectory deviates from the
group taking a more northern path leading to the southeastern tip of Sicily (capo Passero). After a
short landfall at 22:00 UTC of November 7 it heads southeast and rejoins the group. The deviation
of setup-13 is less pronounced and it rejoins the rest of the CU/RAD group before a landfall occurs.
Consistently with the previous groups, the northern shift in the beginning of the trajectories is less
pronounced in D02 domain. In the D02 domain setup-13 in not an outlier, while setup-16 remains an
outlier following largely the track of the D01 simulation except without a landfall.
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Figure 12. Trajectories of the TLC from 7 November at 06:00 UTC to 8 November at 12:00 UTC (depicted
hourly) as predicted from the model CU/RAD experiments in the low (a) and high (b) resolution
domain. The “combined” track (black line) and control run (setup-MAIN - blue line) are also shown.
The position of the low-pressure center is denoted with solid dots every six hours, i.e., at 06:00, 12:00,
18:00 UTC November 7, and at 00:00, 06:00, 12:00 UTC November 8th, and with open dots in all
other hours.
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The phase space diagrams for the CU/RAD group are presented in Figure 13. Setup-13 is again
an outlier and is discussed in the following paragraph. The other CU simulations also produce a
symmetric warm-core that is sustained for 11-12 h. In the case of setup-10 this core clearly represents a
TLC. In setups 11 and 12 it is disputable whether the core becomes deep for long enough signifying
the emergence of a TLC. In setup-12 the values of VT

U are marginally positive for about 10 h while
in setup-11 the value of VT

U is at the same time slightly smaller and it fluctuates around zero. If the
criteria of Hart [13] are to be considered accurate, then a TLC was formed in setup-12, although not
particularly strong, and not in setup-11. However, we consider that in both cases it is debatable whether
a TLC was formed or not. The times and duration in Table 3 refer to the case that a TLC was formed.
In the D02 domain in all CU simulations, including setups 11 and 12, a deep symmetric warm-core is
clearly formed and lasts for 12–14 h.
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Setup-13 produces the longest sustained tropical phase of all the d01 experiments, 16 h. This lifetime
is longer by at least 4 h than the other CU experiments and by 1.5 h longer than any experiment of
this paper. It is also the only experiment in which the increase in resolution causes the tropical phase
duration to decrease by 2 h while in all other experiments it increased by at least 1.5 h. The reason
for this extraordinary behaviour is probably the outlier trajectory, including as short landfall, in the
D01 experiment and not on the properties of the Grell 3D Ensemble scheme. It is well known that the
effect of a landfall on a medicane is to cause its weakening and dissipation [11,17,20]. This simulation
provides evidence that a short landfall may lead to the opposite result, i.e., to prolong its lifetime of a
medicane, perhaps by reducing the rate at which it consumes its available energy. Further research
could enlighten whether the short landfall was indeed the reason for the elongation of the TLC’s
lifetime. The behavior of setup-13 simulation is partially in agreement with Pytharoulis et al. 2018 [30],
who found that using Grell 3d CU scheme, the track error is maximized for the same TLC.

In the RAD simulations, tropical phase duration behaves similarly to the CU simulations in the
D01 domain. The performance of setup-15 which uses the RRTM and Dundhia schemes for resolving
LW and SW radiation respectively, lies in consistence with Moscatello et al. 2008 [62], who successfully
simulated the cyclone in southeastern Italy in 2006, with a 16 km resolution grid. However, in the D02
domain, only setup-16 behaves like the respective CU simulations. Setup-15 produces a symmetric
deep warm-core with 5.5 h longer life-time and particularly stronger, especially concerning the upper
layer thermal wind VT

U. Setup-15 also minimizes the distance error in both domains and shows a
significant improvement in D02.

Figure 4 presents the timeseries of the depression’s minimum pressure in the simulations as well
as in the ERA5 dataset. There is a pattern of the minimum pressure being overestimated for several
hours into the 7th of November and underestimated afterwards, except by some outliers, with the
minimum value being reached several hours later than in the ERA5. Comparison of the results of all
other simulation to setup-MAIN allows to estimate the sensitivity of each parameterisation scheme of
Table 2. The results are most sensitive to the choice of PBL/LSM scheme, particularly in the D01 domain
simulations, in which the default choice, Kain–Fritsch parameterization, is an outlier. The choice of
CU/RAD scheme appears to be introducing significant differences as well. However, this is mostly
due to setups 16, in both domains, and 13, in D01, i.e., to the trajectory outliers (Figure 12). Therefore,
this sensitivity may be caused by the different trajectories more than by the properties of CAM radiation



Atmosphere 2019, 10, 425 23 of 26

scheme and Grell 3D Ensemble cumulus scheme. Our findings contradict with Miglietta et al. 2015 [26]
who found that the choice of MP scheme has the greatest impact on the results, followed by the choice
of CU scheme while the PBL and LSM are the least influential.

Furthermore, the simulation results were compared to observational timeseries of pressure,
temperature and wind speed from five stations that were influenced by the weather system. These
results are not described in detail as they do not fall within the scope of the paper. However, it was
found that the simulated pressure consistently correlates best with the observations, followed by
temperature. For example, correlation of the inner domain (D02) simulation results with observations
of Luca station, Malta, during the passage of the system range 0.87–0.92 for pressure, 0.71–0.84 for
temperature and 0.51–0.80 for wind speed.

4. Conclusions

A well-studied Mediterranean tropical-like cyclone was simulated using 17 different WRF model
configurations in order to downscale the ERA5 data from 0.25◦ × 0.25◦ (approximately 25 km × 25 km)
to 16 km and subsequently to 4 km. The effect on the model physics parameterization was studied
focusing on the influence of the spatial horizontal resolution on cyclone trajectory, tropical nature
and intensity.

Most simulations were successful in reproducing with at least moderate accuracy the trajectory of
the low-pressure system and its structure, including the transformation from a typical extra-tropical
cyclone to a symmetric deep warm-core system. Also, all trajectories commence with a quite large
distance to the north of the observed center. This distance is reduced gradually as the medicane
proceeds eastwards the simulated tracks approach or meets the observed track near Malta. However,
in most simulations the low-pressure system lags up to 2 h behind the observed center, especially in
the low-resolution simulations. Also, albeit several simulations reproduce a northern stretch in the east
of Sicily, none of them reaches as far north as the observed track. Finally, all simulations reproduce a
SE direction of the low-pressure system, close to the observed, after it loses its tropical characteristics,
although they are ahead by 2 to 6 h.

We found that the higher resolution allows for improved simulations in most setups that were
tested in terms of trajectory and TLC structure. The mean distance of the simulated and observed
low-pressure center was reduced by about 10% on average in the high-resolution simulations. In 13
out of 17 setups the mean distance was reduced in the D02 simulation. In the other 4 simulations there
was either very small increase (setups 4, 6 and 8) or a large increase that can be attributed to an outlier
trajectory due mostly to random reasons (setup-3). The improved structure lies mostly in the higher
and more realistic values of upper layer thermal wind. This in turn lead to deeper and longer lasting
deep warm-core, which is closer to the observations. In terms of tropical phase duration, the higher
resolution allowed for significant improvement in the reference and in the MP setups, in which the
low resolution was insufficient. The improvement was also notable in LSM and RAD setups and less
notable in the PBL and CU setups.

In accordance with Miglietta et al. 2015 [26] and Pytharoulis et al. 2018 [30] who both concluded
that there is no optimal physics configuration that could successfully resolve all characteristics of TLC
events, it is found in the present study that increasing resolution has different effect in different aspects
of the studied TLC. The current study signifies that despite demonstrating diversified results with
regards to cyclone intensity, increasing horizontal spacing can improve the predicted TLC trajectory
and better resolve their tropical characteristics.

Future work could include the effect of spatial horizontal resolution for a numerous of TLC cases
in the Mediterranean in order to reduce the probability of case sensitive results and improve the
portrayal of these events.
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