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Abstract: The use of modeling as a support tool for crisis management and decision planning requires
fast simulations in complex built-up areas. The Parallel Micro SWIFT SPRAY (PMSS) modeling
system offers a tradeoff between accuracy and fast calculations, while retaining the capability to
model buildings at high resolution in three dimensions. PMSS has been applied to actual areas of
responsibilities of emergency teams during the EMERGENCIES (very high rEsolution eMERGEncy
simulatioN for citIES) and EMED (Emergencies for the MEDiterranean sea) projects: these areas
cover several thousands of square kilometers. Usage of metric meshes on such large areas requires
domain decomposition parallel algorithms within PMSS. Sensitivity and performance of the domain
decomposition has been evaluated both for the flow and dispersion models, using from 341 up to
8052 computing cores. Efficiency of the Parallel SWIFT (PSWIFT) flow model on the EMED domain
remains above 50% for up to 4700 cores. Influence of domain decomposition on the Parallel SPRAY
(PSPRAY) Lagrangian dispersion model is less straightforward to evaluate due to the complex load
balancing process. Due to load balancing, better performance is achieved with the finest domain
decomposition. PMSS is able to simulate accidental or malevolent airborne release at high resolution
on very large areas, consistent with emergency team responsibility constrains, and with computation
time compatible with operational use. This demonstrates that PMSS is an important asset for
emergency response applications.

Keywords: parallel modeling; PMSS modeling system; domain decomposition; built-up area;
atmospheric flow and dispersion; crisis management

1. Introduction

Malevolent releases of noxious gases or fine particles in the atmosphere are more likely to occur in
highly populated built-up areas like industrial sites or urban districts. The health effects of the releases
are all the more acute when the distances from the sources of emission are small. The use of modeling
as a relevant support tool for crisis management or rescue planning thus requires the capability to
model the influence of buildings on the dispersion at small scale. The Parallel-Micro-SWIFT-SPRAY
(PMSS) modeling system [1] is able to model the flow and dispersion with computing time at high
resolution and in a way that is compatible with emergency situations [2,3].

Most fast response systems dedicated to built-up areas use modified Gaussian modeling.
The Atmospheric Dispersion Modeling System—Urban model (ADMS-Urban) [4], the Plume RIse
Model Enhancements model (PRIME) [5], the Second-order Closure Integrated Puff model (SCIPUFF) [6]
and the dispersion model tested by Hanna and Baja [7] use such an approach with simplified
formulations for flow and turbulence in the urban canopy. Some other models combine Gaussian puffs
above the urban canopy with the solving of transport in the street network [8–10]. These urbanized
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Gaussian models can provide simulation results in a short time and partly account for the effects
of buildings. Nonetheless, they cannot take into account the unsteady flow in and above the urban
canopy and the complex dispersion pattern between the buildings.

Contrary to simplified models, computational fluid dynamics (CFD) models solve the Navier–Stokes
equations. CFD models are categorized, according to the scale of the range of the spatio–temporal scales
that are resolved, in Reynolds averaged Navier–Stokes (RANS) [11,12] and large eddy simulation
(LES) [13–15]. While they provide reference solutions for complex flows in a built-up configuration,
they are most often limited to academic configurations and/or small built-up domains: they indeed
require very long computational times by default, making them unsuitable for live operational use.

As a trade-off between computational time and accuracy of the solution, Röckle [16] first suggested
an original approach. This approach uses mass consistency with observations to solve for the mean
flow. Vortex flow structures are analytically defined around and between buildings and within street
canyons, and then a mass consistency scheme is applied. Kaplan and Dinar [17] improved the approach
by coupling the flow with a Lagrangian particle dispersion model to compute dispersion in an urban
area. The PMSS modeling system uses this approach and integrates subsequent modifications using
more recent urban tracer studies or wind-tunnel experiments [18,19].

The capability to reduce the simulation duration and extend the size of the calculation domain
in urban applications at high grid resolution has been sparingly studied. Most recent publications
are considering the use of graphical processing units to improve the calculation duration [20,21].
The PMSS modeling system uses the message passing interface (MPI) library to make computations
in extremely large domains tractable and, in addition or independently, to reduce the durations of
the simulations. To extend the calculation domain, the modeling system uses domain decomposition
approach. The PMSS modeling system has been evaluated for crisis management on a very large
calculation domain in the framework of the EMED project [22]. In this framework, a sensitivity study
of the domain decomposition algorithm has been performed.

The paper is organized in four parts. Section 2 contains a brief description of the PMSS modeling
system and of the parallel algorithm embedded within. Section 3 describes the model setup for the
sensitivity study of domain decomposition on the EMED project. Section 4 presents and comments on
the domain decomposition sensitivity study both for the flow and the dispersion models. Section 4
draws conclusion on the sensitivity study and on the potential use of the PMSS model for emergency
preparedness and response in the case of an atmospheric release.

2. The PMSS Modeling System

This section gives an overview of the PMSS modeling system. A detailed description is available
in reference [1]. The following sub-sections first introduce the flow and dispersion solvers within the
PMSS modeling system, then the methodology to parallelize the system.

2.1. Overview of the Modeling System

The PMSS modeling system [1,23] is the parallelized version of the MSS modeling system [24].
PMSS is a flow and dispersion modeling system. It is constituted by the individual PSWIFT and PSPRAY
models and is dedicated to small scale and built-up areas, such as urban or industrial environments.

The PSWIFT flow model [23,25,26] is the parallel version of the SWIFT flow model. SWIFT [27] is
originally a mass consistent flow model that can produce diagnostic wind, temperature, turbulence and
humidity fields on complex terrain. It was improved to explicitly take buildings into account, using the
approach originally developed by Röckle [16]. Subsequently, a RANS solver was introduced [26,28]
using an artificial compressibility approach to allow for more accurate, and nonetheless fast, calculation
of the velocity and pressure. This more accurate pressure field can be used for example to evaluate
infiltration inside the buildings from the pressure on façades.

The PSPRAY dispersion model is the parallel version of the SPRAY model [29–32]. It is a Lagrangian
particle dispersion model [33]. It simulates the dispersion of an airborne contaminant by following the
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trajectories of a large number of numerical particles. These trajectories are obtained by integrating in
time the sum of a transport component, the local average wind, a stochastic component [34] taking into
account the influence of the atmospheric turbulence, and an additional component taking into account
the buoyancy effects if any. The PSPRAY model has been improved to be able to simulate dispersion in
a built-up area by considering bouncing against the obstacles [24]. More recently, the capability to
handle dense gas physics has been integrated in the dispersion model [30].

2.2. Parallel Algorithms

The MPI library was chosen to implement the parallel algorithms of the PMSS modeling system.
Hence the system is able to run either in the field on a multicore laptop, or on a network of servers in a
very large computing center.

A flow calculation performed by the PSWIFT model can be parallelized in two ways, using:

• Time Decomposition (TD): each individual timeframe of the calculation can be distributed to a
calculation core. This is possible due to the diagnostic property of the model. In the case of a
calculation using the RANS solver option, TD is still possible since a stationary calculation is done
for each timeframe considered by the model, and each stationary calculation is independent.

• Domain Decomposition (DD): the domain is horizontally sliced in multiple tiles distributed to
available calculations cores.

With TD, no communication is required between the cores once a timeframe has been distributed
to a calculation core. With DD, each and every step of the solver algorithm requires communications
between adjacent tiles, both for the mass consistent and RANS solvers.

DD is extremely useful for weak scaling since it allows the model to compute unlimited very
large domains.

The algorithm uses a master core to distribute the workload and access the input data, like topography,
land use, buildings, etc.

Figure 1 displays an example of a calculation using 17 cores: two timeframes are calculated
simultaneously and the domain is divided into 8 tiles.
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A dispersion calculation performed by the PSPRAY model can also be parallelized in two ways using:

• DD, essentially to handle weak scaling issues. DD is inherited from PSWIFT,
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• Particle Decomposition (PD), essentially to handle strong scaling and reduce the computational
time of a given calculation. PD uses the Lagrangian property of the code: each particle is
independent, except for Eulerian processes.

PD requires few communications, similarly to TD for the PSWIFT model. In contrast, DD implies
numerous MPI exchanges. Indeed, particles that move across a tile boundary are exchanged between
cores on each side of the boundary. This action is performed at each synchronization time step.
The synchronization time step is used by Lagrangian models to compute the concentration on the
calculation grid: all particles are moved until a synchronization time step occurs to make sure their
positions are known at exactly the same moment, making the concentration calculation possible.

DD is more complex for Lagrangian models than it is for Eulerian models like PSWIFT. Indeed,
computational cores are not distributed evenly between tiles. In principle, the more the particles are
in a tile, the more cores are allocated to this tile. Since the number of particles per tile is evolving
drastically in the case of transient plume, the allocation of cores on tiles is also changing. This is called
Load Balancing (LB) and performed by the master core.

Figure 2 illustrates the process of tiles activation for a domain decomposed in 4 tiles and Figure 3
gives an instantaneous LB for the domain decomposed in 8 tiles, used above as an example for PSWIFT.

Figure 2. Tile activation process on a domain divided in 4 tiles.

LB occurs automatically when required by the plume evolution, what corresponds to particles
reaching new parts of the calculation domain. It is referred to as automatic LB from now on. LB can
additionally be scheduled by the user on a regular basis to favor a better regular redistribution of the
computational resources. This LB is referred to as scheduled LB.

Up to now, the efficiency of PMSS parallel algorithms has been evaluated mostly for TD, for the
PSWIFT model, and for PD, for the PSPRAY model [1,23]. No test cases of the DD efficiency were
realized, except for some tests performed in the framework of the AIRCITY project [35]. The AIRCITY
project was dedicated to modeling the air quality in Paris, France, using a large calculation domain
and a fine grid resolution. The calculation domain was covering an area of 12 × 10 km, encompassing
Paris city, at a horizontal grid resolution of 3 m. Efficiency of the DD was tested solely for PSWIFT.
The number of cores used in these tests ranged from 10 up to 701.

This work focuses on the sole evaluation of the DD parallel algorithm conceived to allow calculation
on extremely large calculation domains at high horizontal grid resolution (of around 1 meter).
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3. Model Setup for the EMED Project

The evaluation of DD parallel algorithm for the whole PMSS modeling system was realized in
the framework of the Emergencies—MEDiterranean sea (EMED) project [22]. Indeed, the size of the
calculation grid was very large and allowed to test the algorithms up to more than 8000 cores of a High
Performance Computing center.

After presenting the EMED project and the scenario used for the evaluation, the configurations of
the calculations are described.

3.1. The EMED Project

The EMED project was performed in 2016 as a follow-up of the EMERGENCIES project [36].
The EMERGENCIES project was launched in 2014 to demonstrate the feasibility to perform 4D
(4-dimensional) numerical simulations as a support tool for decision-making in an emergency situation.
The modeled area was the territory under responsibility of the Fire Brigade of Paris and covered an area
of 40 by 40 km. The EMED project was dedicated to deploy the PMSS modeling system on another very
large area along a large part of the French Mediterranean coast with high resolution nested domains
centered on the largest cities of this region (Marseille, Toulon and Nice).

Meteorological forecast from the meso-scale to the local scale and dispersion simulations of
fictive releases were performed using the PMSS modeling system nested within Weather Research and
Forecast (WRF, see reference [37]) model calculations and accounting for all buildings in the urban
domains. Figure 4 presents an overview of the most inner WRF domain and the three nested domains
used by the PMSS modeling system.
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The scenario retained by the EMED project for the PMSS modeling system consisted in:

• Routine calculation using PSWIFT flow model on the nested domains with a horizontal grid step
of 3 m, using WRF meteorological forecasts as input data. These calculations were performed for
24 h with timeframes of every 15 min. The WRF horizontal grid step was 1 km.

• On-demand calculations using PSPRAY dispersion model in case of accidental or malevolent
releases and the PSWIFT flow predictions. In the project, we considered fictive releases.

The domain largely encompassing the city of Marseille and the associated PMSS calculations are
now commented on.

3.2. Configurations of the Calculations and of the Computing Cluster

The calculation grid of Marseille and its vicinity has a horizontal footprint of 58 by 50 km. The grid
step is 3 m horizontally and 1m in the first vertical levels. The grid has 39 vertical levels and 19,333 ×
16,666 vertices horizontally, hence more than 12.5 billion nodes.

The topography originates from the French Geographic Institute (IGN) with a resolution of 5 m.
The data are interpolated at the calculation grid resolution. The landscape has stiff slopes and an
amplitude of roughly 1000 m. The model input file has a disk footprint of 6.5 GB.

The building data also originates from the IGN. The model input file has a disk footprint of
400 MB.

Figure 5 shows an overview of the topography of the domain, including the buildings, with a
zoom on the city of Marseille. The city of Marseille is located along the coast, looking westward, on the
right hand side of the picture. The domain encompasses the coastal lagoon Étang de Berre, located on
the left hand side on the top part of the image. On the shores of the Étang de Berre, and along the coast
nearby, stand a lot of industrial facilities docks.
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The duration of the dispersion simulation is 4 h between 19:00 and 23:00 (local time) of the
10th of August 2016. The fictive emissions retained for the scenario consists of four accidental or
malevolent releases of hazardous materials located in the vicinity of public buildings or industrial
plants. The duration of each release is 20 min. The releases started at 19:00, 19:30, 20:00 and 20:30.

Figure 6 shows the deleterious plume, which originated from one of the four malevolent releases,
this one near the central train station, 3 min, 15 min, and 1 h after the beginning of the release.

PSPRAY uses a synchronization time step of 5 s. The settings chosen for dispersion were driven to
obtain a very detailed plume evolution, certainly more than required in the framework of urgency.
Hence, the following parameterization:

• Concentrations are calculated every minute using 12 samples taken every 5 s;
• 400,000 numerical particles are emitted every 5 s during the release periods. Hence 384 millions of

numerical particles are emitted during the whole simulation. This number is very large and was
chosen to allow for the computation of concentration each and every minute.

User defined LB is scheduled every 10 min as a tradeoff between:
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• Performing the LB too often, and getting too many LB additional computing costs implying
notably loading and unloading flow data, sending and receiving particles;

• Not performing the LB, and having inefficient setup of cores on the domain, with respect to the
locations of the particles.

Calculations were performed on a Bull-X supercomputer with 39,816 Intel Xeon cores, clocked at
2.4 GHz, gathered in nodes of 28 cores with 128 GB of memory. Note that not all of the cores were
made available for the EMED project.

The PMSS modeling system requires several hundreds or thousands of computing cores for
the EMED project because of the size of the responsibility areas of the emergency teams, and the
high-resolution metric grid step used. If the modeling system is applied to an industrial facility,
a public building, or an urban district of a few square kilometers, calculation times compatible with
crisis management can be obtained with 4 to 20 computing cores.Atmosphere 2019, 10, x FOR PEER REVIEW 8 of 17 
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4. Domain Decomposition for the PMSS Modeling System on EMED Project

The following sub-sections present the parallel setup of the flow and dispersion computations over
the Marseille simulation domain and discuss the results according to the efficiency of the parallelization
using DD.

4.1. DD for the PSWIFT Flow Model

This sub-section describes first the setup, and then the results obtained in terms of parallelization
efficiency of the PSWIFT flow computations.

4.1.1. DD Setup

The PSWIFT model uses a finite difference discretization on the grid. As described above,
the EMED grid has 19,333 per 16,666 vertices horizontally, and 39 along the vertical.

The size of the EMED grid made it possible to test the DD up to the maximum grid size allowed
in RAM memory, without caching, for a single core. The tiles used for the domain decomposition had
a size from 201 × 201 up to 1001 × 1001 horizontal vertices, with 39 levels along the vertical.

Table 1 shows all DD configuration tested on the Bull-X supercomputer. The number of computing
cores is equal to the number of tiles plus the master core.

Table 1. DD configurations.

Number of Points Per Side of Tile Number of Tiles Number of Computing Cores

1001 20 × 17 = 340 341
801 25 × 21 = 525 526
601 33 × 28 = 924 925
401 49 × 42 = 2058 2059
201 97 × 83 = 8051 8052

The case of tile with 101 × 101 points was not tested since it required 31,872 cores, which is more
than the number of cores on the supercomputer allowed in the frame of the project.

4.1.2. DD Results

Table 2 shows the calculation durations of a single and 24 timeframes for the various DD presented
above. While the timeframes were every 15 min in the EMED project, they could have been computed
every hour, so that 24 timeframes would correspond to 1 day of micro-meteorological analysis
or forecast.

Table 2. Calculation durations for the PSWIFT model.

Number of
Cores

Number of Points Per
Side of Tile

Calculation Duration Single
Timeframe (HH:mm:ss)

Calculation Duration 24
Timeframes (HH:mm:ss)

341 1001 01:11:57 28:47
526 801 00:38:51 15:33
925 601 00:30:20 12:08
2059 401 00:18:00 07:12
8052 201 00:10:42 04:17

Figure 7 shows these results on a graph.
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The duration to compute a timeframe drops from slightly more than 1 h down to 10 min when the
number of cores goes from 300 to 8000 cores.

4.1.3. Discussion

In the framework of a system usable for crisis management, at least 24 pre-computed hourly
timeframes of the PMSS local scale flow are expected to be predicted from one day to another. As seen
in Table 2, for the EMED computation domain over Marseille, no more than 500 cores are necessary to
predict the local urban flow at high resolution one day in advance.

The speedup S(n) for n cores is defined as the ratio the reference duration using p cores, Tp,
here p = 341, divided by the duration using n cores, Tn:

S(n) = Tp/Tn, (1)

In EMED, 341 cores are required for the reference case, as it was not possible to compute the flow
on less than 340 cores given the size of the high-resolution domain over Marseille and vicinity. Figure 8
displays the speedup as a function of the ratio n/p.Atmosphere 2019, 10, x FOR PEER REVIEW 11 of 17 
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The ideal speedup (IS), is obtained when multiplying the number of cores by x lead to a duration
of 1/xth of the run duration, hence a speedup multiplied by ×. It follows that:

IS(n/p) = n/p, (2)

The efficiency E is defined as the ratio of the speedup divided by the ideal speedup:

E = S/IS = p Tp/(n Tn), (3)

For instance, an efficiency of 50% means than only 50% of the ideal speed-up is obtained. Since
the speedup is limited for instance by Amdahl’s law [38], and as IS is linear, efficiency tends towards 0
as n tends to infinity.

Figure 9 shows the efficiency as a function of ratio n/p. The efficiency decreases when n/p is above
3, i.e., around 1000 cores, and drops below 50% for n/p above 14, i.e., around 4700 cores.
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The efficiency of n/p around 2 is better than the reference case. It is explained by the decrease of
computational time due to a better LB overcompensating the increase of parallelization extra costs
(such as communications) using 526 cores compared to 341 cores.

On the EMED project, the DD retained for the project used 2058 tiles of individual dimensions
401 × 401. That DD was thus a good compromise for a typical operational crisis setup:

• The efficiency remained still above 50% of the minimal setup to be able to run the calculation on
the supercomputer;

• The local scale flow simulation duration took less than 20 min for a timeframe calculation, allowing
the prediction of the minimum 24 timeframes in around 7 h.

4.2. DD for the PSPRAY Dispersion Model

This sub-section describes first the setup, and then the results obtained in terms of parallelization
efficiency of the PSPRAY dispersion computations.

4.2.1. DD Setup

The DD study regarding the PSPRAY model in the PMSS modeling system inherits the DD studied
for the PSWIFT model. Nonetheless, and due to the Lagrangian nature of the model, the number of
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cores required to run a specific DD is not related to the number of tiles in the domain, but instead to
the maximum number of tiles used simultaneously.

The DD tests were performed:

• On all the DD defined for PSWIFT: 340, 525, 924, 2058 and 8051 tiles,
• With a number of 500, 1000, 1500 and 3000 cores.

The tests were then evaluated in two ways:

• The influence of the number of cores on a given DD,
• The influence of the DD on a given number of cores.

4.2.2. DD Results

Table 3 displays the duration of the calculation according to the number of cores and number of
tiles (in hh:mn:ss).

Table 3. Calculation durations for the PSPRAY model.

Cores Tiles 500 1000 1500 3000

340 X X X 12:38:44
525 17:14:23 11:29:14 10:11:26 11:25:20
924 17:18:43 12:41:57 09:13:32 08:33:25
2058 15:07:57 10:14:00 06:30:01 08:04:57
8051 13:10:13 07:11:53 05:17:13 03:37:54

The configuration using 340 tiles, with dimension of 1001× 1001 points required too much memory,
except when using 3000 cores. It is consistent with the memory constraint of PSWIFT where 1001 tends
to be the limit for RAM usage since PSPRAY loads two timeframes, hence providing almost twice the
flow arrays of the PSWFIT model, plus the particle arrays. Indeed, the PSPRAY model interpolates the
flow properties between two timeframes of the flow.

The best speedup is achieved using the finest DD tested (8051 tiles) and 3000 cores.

4.2.3. Discussion on the Influence of the DD

Figure 10 displays the evolution of the simulation duration as a function of the number of tiles of
the DD, when using 500 and 3000 cores.Atmosphere 2019, 10, x FOR PEER REVIEW 13 of 17 
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Figure 10 raises three major comments, the two latest being discussed afterwards:

• As expected, the run duration is the shortest when using 3000 cores;
• The finer the DD, the shorter the run duration is;
• Reducing the number of tiles in the DD decomposition reduces the impact of using more

computing cores.

The third comment amounts to saying that, when the DD uses few tiles, the run duration tends to
be more similar no matter the number of cores being used. This trend is confirmed by the run duration
considering 1000 or 1500 cores, around 11 h, the same order of magnitude as for 3000 cores.

This can be related to the propagation of the plume and the automatic LB: each time particles are
reaching a new tile, then a core is dedicated to that new tile. If a large amount of particles are reaching
later on that tile before the next scheduled LB, then only this single core is used to handle that large
amount of particles. Hence, the whole calculation is slowed by the core dedicated to that particular
tile, independently of the number of cores used for the whole calculation. This phenomenon is named
Single Core Before LB (SCBLB).

Indeed, new tiles are activated less often when using larger tiles: they are less numerous and
particles are taking more time to get through them. Therefore, automatic LB occurs less frequently the
larger the tiles. Moreover, and due to the size of the tiles, larger amount of particles can reach the tile
before the next scheduled or automatic LB.

When using more tiles for the DD, computation time is decreasing in spite of more communications
being required. A similar process as described before is under way. When increasing the number of
tiles, hence reducing their area, automatic LB is performed more often, and at a frequency more closely
related to the propagation of the plume. Therefore the LB is intrinsically optimized. Moreover, SCBLB
effect is also more limited.

4.2.4. Discussion on the Influence of the Number of Cores

Figure 11 shows the duration of the calculations as a function of the number of cores used, and for
the various DD.Atmosphere 2019, 10, x FOR PEER REVIEW 14 of 17 
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Figure 11 shows that:

• Consistently with the previous section, a finer DD generally shortens the duration of the simulation.
• More computing cores reduce the simulation duration up to the point where the additional cost of

LB more than compensate the gain in computing power.
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For up to 1500 cores, adding more computing power allows us to decrease the simulation duration.
But after that limit, the algorithm used to distribute the workload suffers from bottlenecks related to
the handling of LB by the master core.

Figure 12 shows the efficiency curve for the DD using 8051 tiles. The test case using 500 cores is
used as a reference case.
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In the 500 to 3000 cores range, we can see that the efficiency remains above 50%.
As discussed in Section 3.2, this sensitivity study on the PSPRAY model was performed using a

very large number of particles. For a calculation solely dedicated to crisis management, concentrations
would be calculated using 10 min averages and using 40,000 particles emitted every 5 s, instead
of 400,000 particles and 1 min averages. Using these settings and 1000 cores with the 2051 tiles
configuration, the simulation drops to 30 min for a plume propagating during 4 h of simulated time.
Thus, the calculation is accelerated by a factor of eight compared to the time of the physical process.

5. Conclusions

The sensitivity of the PMSS modeling system to the Domain Decomposition (DD) was studied in
the framework of the EMED project, as this project was based on an extremely large urban domain at a
very high resolution. The domain consists of 19,333 × 16,666 × 39 grid nodes with a horizontal grid
step of 3 m and a vertical grid step of 1 m near the ground. The horizontal domain has an extension of
58 by 50 km. This very large domain allowed testing of the DD from 340 tiles of 1001 × 1001 points up
to 8051 tiles of 201 × 201 points.

The PSWIFT flow model shows good performances compared to the reference case using 341 tiles,
keeping the efficiency above 50% for up to roughly 4700 cores. 2051 tiles is the best trade-off for the
EMED test case, since it allows computing a timeframe in less than 20 min with an efficiency of above
60%. Time Decomposition (TD) also provides the capability to simultaneously run timeframes should
additional groups of 2051 cores be available.

The PSPRAY dispersion model shows good performances especially considering that DD implies
Load Balancing (LB) to attribute the cores from tile to tile as the plume spreads and moves across
the domain. PSPRAY was tested using from 500 to 3000 cores on the various DD. The number of
particles and concentration field calculations were chosen to get very detailed plume evolution for
the demonstration of the EMED project. The best performances were achieved for the finest DD
due to the intrinsically better influence of automatic LB. When using the 8051 tiles and 3000 cores,
the simulation duration dropped to 3 h 40 min. When using a less stringent setting of the numerical
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particles, the simulation duration can be decreased to 30 min with 1000 cores on the 2051 tiles DD.
The multiplication of supercomputers all over the world gives access to large numbers of cores (as
numerous as many hundreds of thousands for the most recent and foreseen machines). 1000 or
2000 cores, while constituting a large computational resource, are an increasingly available resource for
practical operational forecasts.

The calculation domain used in EMED project is especially relevant to crisis management since it
is consistent with the responsibility area of the local emergency response authorities. This sensitivity
study of DD on the EMED project demonstrates the capability of the PMSS modeling system as an
important asset for emergency response applications.
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